Sensitivity analysis of ozone formation and tramspo

for a Central California air pollution episode

Ling Jin*?, Shaheen Tonse?, Daniel S Cohan®, Xiaoling Mao?,

Robert A. Harley*, and Nancy J. Brown? .
1. Energy and Resources Group, University of California, Berkeley, CA 94720

2. Atmospheric Sciences Department, Environmental Energy Technologie®b,ivisi

Lawrence Berkeley National Laboratory, Berkeley, CA 94720
3. Dept. of Civil and Environmental Engineering, Rice Univ., Houston, TX 77005

4. Dept. of Civil and Environmental Engineering,

University of California, Berkeley, CA 94720

* Corresponding authonjbrown@Ibl.gov

Tabl e of Contents brief

CMAQ-HDDM is used to determine spatial and temporal variationezone limiting
reagents and local vs upwind source contributions for an air pollutisode in Central
California.


mailto:njbrown@lbl.gov

Abstract

We developed a first- and second- order sensitivity analysis approécthe/ibecoupled
Direct Method to examine spatial and temporal variations of ozone-limitiggmesaand

the importance of local vs upwind emission sources in the San Joaquin Valley df centra
California for a five-day ozone episode {23uly — 3% Aug, 2000). Despite considerable
spatial variations, nitrogen oxides (N@mission reductions are overall more effective
than volatile organic compound (VOC) control for attaining the 8-hr ozone standarsl in thi
region for this episode, in contrast to the VOC control that works better foradténe

prior 1-hr ozone standard. Inter-basin source contributions QfeN{ssions are limited to
the northern part of the SJV, while anthropogenic VOC (AVOC) emissions, egpecial
those emitted at night, influence ozone formation in the SJV further downwind. Among
model input parameters studied here, uncertainties in emissions,@M@VOC, and the
rate coefficient of the OH+Ng{ermination reaction, have the greatest effect on first-order
ozone responses to changes inKd@issions. Uncertainties in biogenic VOC emissions
only have a modest effect because they are generally not collocated Witspagenic

sources in this region.

I ntroduction

The San Joaquin Valley (SJV) of California has serious ozone prebfewer the past
decade, over 30 days/yr exceed the old 1-hr standard (120 ppb)yemanere (>100
days/yr) exceed the 8-hr standard (84 ppb). Meeting the 8-hr stasdacde difficult (1).
Ozone is a secondary pollutant, and a key task in its control stidgsgyn is to determine
which precursor emissions to reduce: nitrogen oxidesy(NfDdd/or volatile organic
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compounds (VOC). The situation is complicated because ozone coninoésegf NQ-,
and VOC-limitation, and transitional behavior change in both time asmcksgs a function
of emissions and meteorology (2-4). Consequently, understanding tls apd temporal
variations in ozone responses to anthropogenic emissions is importan®JVhis the
recipient of both locally emitted and inter-basin transported pollu{@ytsvhich further
complicates the source receptor relationship and its policy iniplhsa Quantification of
the inter-basin transport contribution and its spatial extent is curreritindac

Chemical transport models (CTMs) integrate scientific understgrafithe key physical
and chemical processes for ozone formation at regional or kscglkers. Past studies for the
SJV commonly used brute force methods conducted with CTMs to es&aonone
responses to precursor pollutant changes by simulating scenariosondgtht-a-time
perturbations of NQ and/or VOC emissions (e.g. 6). Brute force methods become
cumbersome as the number of emission scenarios increases. Intconérd3ecoupled
Direct Method (DDM) efficiently calculates the local conecahbn derivatives to various
parameters by separately solving sensitivity equations derived tlie model equations
(7-9), and has found wide applications in air quality models (e.g. 10,1B&2ause the
accuracy of CTM simulations critically depends on the underlympgiti parameters, the
influence of input uncertainties on ozone responses to emission redsittitegies needs
to be assessed.

In this paper, we develop an analysis approach with High-a8&1 (HDDM) within
the Community Multiscale Air Quality (CMAQ) model (13) to istigate ozone
sensitivities in the SJV during a high-ozone period with adverseommbgy that raises

stringent demands for emissions control. We demonstrate this appgoexpldring issues



important to ozone control in the SJV such as differences in cattadégies in meeting
the 1-hr and 8-hr ozone standards, changes in limiting reagent wi¢h and space,
importance of local vs upwind emission sources, and effects sbmmitiming. We assess
the influences of uncertainties in emission inventories, reactien aeefficients, and
boundary conditions on the effects of anthropogenic emission reductioegmtsawith
second-order sensitivity analyses.

Methods
Study domain and input data

The central California study domain is shown in Figure 1. The iSBarrounded by
Sierra Nevada and coastal mountain ranges. On typical summemadssgerly winds are
funneled into the Central Valley through gaps in the coastal range with largaparft the
flow directed into the SJV. The San Francisco Bay area (ladtei Bay area) and
Sacramento Valley are the major upwind emission sources affesfiVv air quality. The
study domain is gridded into 96 by 117 cells, with a horizontal resaludf 4 km.
Vertically, the domain is divided into 27 layers from the surtace00 mb (about 17 km);
the near surface layers are about 20 m thick.

We use emission inputs estimated for the period of Jut@@ug 3%in the summer
2000, similar to those of Steiner et al. (14), with additional fire emissions obtedomed f
the California Air Resources Board. Hourly meteorological fields analaied using the
MM5 model by Wilczak and coworkers at NOAA
(http://www.etl.noaa.gov/programs/modeling/ccos/) for a 15 day period froml 24 8
Aug 2000, with the middle 5 days characterized by stagnant conditions conducive to ozone

formation and accumulation. Highest anthropogenic emissions are located near urba



centers and highway systems. Biogenic VOC emissions occur in vegetatet re
especially in the foothills of the Sierra Nevada and the coastal mountainSCRoi
emissions are not included in the inventory (see supporting information for umigertai
discussions). Emissions are summarized for the domain and sub-regionskidayseend
weekends, respectively in Table S1.

We performed extensive studies of model performance that are furthebeésorthe
supporting information. Evaluation metrics (for 1-hr and 8-hr average peak azuga)
acceptable performance (Table S2 shows normalized bias with# normalized gross
error withint35%).

Constant pollutant concentrations are set for each of the domain’stferal boundaries
(Table S3). The western inflow boundary is mostly over the ocearnsaddemical species
are set to clean marine background concentrations. Verticallynga; is based on
averaged August ozone sonde measurements made at Trinidad Head, @Atdggnous
species (NO: 0.01 ppb; NOO0.03 ppb; etc.) and a suite of VOC species take values
measured in the marine background free troposphere (16). The odebtundaries are
dominated by outflows; the same boundary values used in past studiestedrguthe
California Air Resources Board (17) are applied here. Influefiagencertainties in these
boundary conditions on ozone responses to emission reductions are discesseadtia
second-order sensitivity analysis.

CMAQ-HDDM modeling system
Since DDM equations follow the same structure as air qualityemeguations, their

computational accuracy evolves with improvements in the CMAQ model. hewe

updated the existing implementation of HDDM (11) to work with theemmecent CMAQ



version 4.5, which has a number of improvements to the chemistry, PBLingoaled the
advection scheme. New features and improvements in this version AQEADDM are
summarized and evaluated in a paper by Napelenok et al. (18).

CMAQ-HDDM is configured with the piecewise parabolic method &atvection,
multiscale horizontal diffusion, eddy vertical diffusion, and the EBleckward Iterative
(EBI) ordinary differential equation solver. Gas phase chemistrgpresented using the
SAPRC99 chemical mechanism (19).

CMAQ-HDDM computes the first-orderS(; Y) and second-orderS( ?) semi-

normalized sensitivity coefficients.
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where,P; is an input parameter, whose perturbapis considered in a relative sense by

defining a scaling variable, with its nominal value being IZ is the species concentration

vector. Both first- and second-order sensitivity coefficients lavneentration unitsS;
equalinga ppb implies that a 10% change in the parameter would caus@ 1Qx) ppb
change in the ozone concentration while other parameters aredmsgintS; @ is the
sensitivity coefficient of a first-order sensitivity (Eq 4); measures how a first-order

sensitivity changes when another variable changes with retspé@stnominal value, and



can be used to explore the non-linearities in a sys@,n‘ﬁ) equalinga ppb implies that a

+10% change in the parametavould cause £0.10x) ppb change is; .

Ozone control regimes

(O] )
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First-order ozone sensitivities to domain-wide anthropogeni¢ &l@issions

and to anthropogenic VOC (AVOC) emissionﬂ@) are used to determine ozone-

EAVOC

limiting reagents. Ozone responses to emission control optionspaeserted using a first
order approximation, which is likely to be valid for emission pertishat< 25%(20),
which are usually suitable for policy applications.

We define three ozone control options, based on the relationship bethedwda

sensitivity coefficients (see Fig. S1 for graphical illustration).

a0d _ 9] _ 4, NO control,
a6‘ENO a6‘EA\/OC

0< A0 _ dO] | Transition.
a((:ENO a((:EAVOC

The “VOC control” option is preferred when reducing AVOC reduceone
concentration and reducing N@missions would increase ozone concentrationsy (NO
disbenefit). The “NQ control” option is preferred when a percentage reduction iR NO
emissions results in larger decreases in 0zone concentrationshéhaame percentage

reduction in AVOC emissions. The third option is a transition regivhere reducing N



emissions can reduce ozone concentrations, but is less effectiveethaing AVOC by

the same percentage.

Results and discussion
Simulated ozone and first-order sensitivity analysis

Surface ozone concentrations and first-order ozone sensitivity @eeffi to domain-
wide AVOC and NQ emissions were calculated over a 5 day episode (Ju+2ug 39,
with a 3-day spin-up period for both simulations. Following spinup, thetius days are
Sat-Sun, followed by three weekdays, which have similar AVOC ppitoaimately 25%
higher NQ emissions due to changes in human activities (Table S1)pératare
increases over the episode, leading to 18% higher biogenic VOC (B¥RiSsion rates
during the later days of the simulation. Figure 2 presents simlegsults averaged over
the weekdays when the highest ozone levels occur. Color scalek afrdiage and above
in Figure 2ab indicate ozone exceedances. 1-hour exceedances in aur dariocalized
in the vicinity of high NOx and AVOC sources: downwind of the San dwea and
Livermore valley, downwind of Fresno, and downwind of Bakersfield (Eigzey). In
contrast, modeled 8-hour average ozone exceedances appear not lochtians that
exceed the 1-hr standard, but also include rural areas in caagjakrand Sierra foothills,

which are further downwind of high emission centers (Figure 2b). le thigs 8-hr ozone

regions, 919l changes signs (Figure 2d) and a,Nilsbenefit occurs in high NCareas:
85ENOX

the Bay area and major urban centers. In contdS] is always positive, with higher

&
Eavoc



values collocated in NQrich areas flCi _), indicating increasing AVOC reactivity

Ce,,
with NOy supply (Figure 2c).

A preference for AVOC control can be readily discerned forBhg area from Figure
2bcd, because high ozone tends to be located indibenefit areas. Further mapping of
limiting reagents at the level of individual grid cells should be caedutm determine the
most efficient control option in the SJV, especially for areasre/fboth precursors have

positive contributions to ozone formation.

Ozone control regimesin the SIV

Since areas with high 8-hr average ozone (> 84 ppb) in the SIMlextsuburban and
rural areas (Figure 2 ab), there may be quite differentitighpprecursors for 8-hr vs 1-hr
peak ozone. Even at the same location, the mean behavior captured dye8ages can be
quite different from individual hourly values.

Figure S1 indicates that control preferences for the 1-hour andr&temdards differ.
Over 500 grid-hours of peak ozone in SJV exceed the 1-hr standampamdhan 50% of
them indicate a preference for VOC control (Figure Sla), wiidg control is preferred
for only 14% of the grid-hours. Approximately 4000 grid-hours of the maxin8mn
average ozone exceed the 8-hr standard. The majority (86%)saf 8kr exceedances
occurs at locations that did not exceed the 1-hr standard; hareé60% of the grid-hours
indicate a preference for N@ontrol whereas only 9% prefer VOC control (Figure S1c).
Despite spatial variations, N@ontrol is overall more beneficial for reducing 8-hr peak
ozone in the SJV, in contrast to VOC control which works better fanisitgthe prior 1-hr

standard.



Since preferred ozone control option regimes change in both timspand as a function
of emissions and meteorology (2-4), we determined how ozone control optons
throughout the SJV and for different days in this episode. We deterdaily ozone
control options in the SJV at individual grid cells where 8-hr peak@®zxceeds the 8-hr

standard, then map the results in Figure 3 according to the datyok options and

whether they change across different days. Grid cells whersigheof (99 ) changes

&
Enoy

from day to day are colored gray. Weekends and weekdaysemenfed separately, for
they differ in both emissions and meteorology during the simulatiandpeHigh ozone
levels (> 84 ppb) are found along Highway 99 and Interstate kéeham Fig 1) and areas
downwind on both weekdays and weekends. The VOC control option is preferred for
metropolitan areas in the SJV and places near Bay area armin®atws emission sources

for the weekdays (Figure 3a). N@ontrol is preferred in the Sierra foothills and coastal

ranges. Between urban and rural settings, where avei&geis about to change sign
85ENO

(Figure 2c), ozone control options may change day by day (the gray m Figure 3),

since NQ control can be beneficiald©:l . ) or detrimental (i.edCd _ ) at the same

& &
Enox Eno,

location on different days. Since weekday emissions are modeledationbst identical,
these changes are most likely caused by day-to-day diffese in meteorology.
Temperatures on the weekends are 3-5 degrees (K) cooler, gsedtsnextensive ozone
exceedances as seen in Figure 3b. Compared to the weekday $gnsitpsiozone control

on weekends in this episode would be better served kycNi@rol, including a number of
rural areas that were in “NQransition” on weekdays. This is partly due to greater ozone
sensitivities to N@Q emissions when NQOlevels are lower on weekends, which is referred

10



to as a concave daytime ozone response tp éfissions (21). Our findings agree with
studies by Reynolds et al (1) that were conducted for the same domain but a cferent

episode (see Supporting Information).

Local vs upwind source contributions

Typically, emissions over the whole modeling domain are perturbeadioulating
ozone sensitivities, so that all possible anthropogenic emissionsn#yainfluence air
quality are included. Consequently, the ozone control option derived from these
sensitivities is a “regional decision”. In reality, air quaig usually managed at air basin
scales. The first-order ozone sensitivity to domain-wide emis$&orany location is equal
to the sum of ozone sensitivities to emissions associated with each air basin durther
divided sub-regions. These various sensitivities may vary greathagnitude and sign. A
study objective is to develop an analysis approach that could detausietermine the
relative importance of intra- and inter-basin transport. Understarwintibutions from
each sub-region is particularly important for the SJV becauge downwind of large
emission sources, and their role in SJV air pollution is not understo@l.not clear
whether the “regional decision” should be applied to SJV alone orhethepwind air
basins should be included in order to achieve effective ozone control.

Ozone sensitivity to Bay area emissions is used to illugtnatenportance of inter-basin
contributions. Ozone sensitivities to emissions from the northern, miaite southern
SJV (Figure 1) are calculated so that local and intra-basimilwatidns can be further
distinguished. For example, at locations in the southern SJV, ozosigvsiges to southern
SJV emissions represent the local contribution, while ozone selesstitotemissions from

other parts of the SJV represent intra-basin contributions. Local, intra-bagimter-basin
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source contributions to the peak 8-hr ozone levels at grid celig &lvo transects (black
dash-dotted lines in Figure 3) are averaged over the weekdays aedtg@des Figure 4
The western transect is along the I-5 transportation cormdach runs through rural areas
and passes locations that are out of compliance with the 8-hr stafidareastern transect
is along Highway 99, which runs through major SJV metropolitan aaeas their
downwind areas, where 8-hour ozone exceedances also occur. Bothtsrateedrom
Tracy (indicated in Figure 3) in the northern SJV and move downwing &rafa the Bay
area toward the southern SJV. The sub-regional contributions conisltenes do not add
up to ozone sensitivity to domain wide emissions (the black dottedhineinafter called
“regional contribution”), because emissions from other air basins also pbg. a

Along the eastern transect, ozone responses to changes in domaimigsiers are
largely determined by local contributions, with only a few exceptifffigure 4ab):
emissions from the Bay area determine ozone sensitivitiexaidns near Tracy in the
northern SJV; AVOC contributions from the Bay area and other patteddJV account
for more than 50% of the ozone responses in the southern SJV dewvinwind of all the
other emission sources. Sign difference between regional and ¢otabations occurs at
a few places especially between urban emission sourcaz¢H@). For example, upon
entering the southern SJV, positive contributions of; M@issions from the middle SJV
and further upwind areas dominate the local,Ni@benefit, so that ozone sensitivity to
domain-wide NQ emissions is positive. At places like this, when regionaj Biétrol is
applied locally, it must be accompanied by ,Nfontrols in upwind areas to achieve ozone
reductions. The general trend for sensitivity to,N® that local controls exhibit a NO

disbenefit, but reduce ozone formation as air masses are tradsponewind. Inter-basin
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contributions due to NQOemissions from the Bay area are only important for the northern

SJV. In contrast, positive and significaril:l  indicate that Bay area AVOC emissions

&
Espavoc

influence ozone formation in the northern and the middle SJV.

Along the western transect, the influence of Bay area @msssreaches further
downwind for the ozone episode considered here (Figure 4cd). Bay areami&lions
largely determine the sign and magnitude of regional contributiongatmearesponses in
the northern SJV, while in the middle and southern SJV, local andogsra-contributions
are more important. A positive and significant influence of Bay &kg#OC emissions
dominates ozone formation along the western transect. Therdferg XC control option
preferred in the Bay area not only benefits local air quatity also reduces downwind
ozone significantly. Along both transects, N@mitted in the Bay area has a shorter
lifetime for influencing SJV ozone formation than Bay area AVOC emissions

Bay area AVOC emissions contribute to SJV ozone concentrationg1bybeing
transported to the SJV, thus increasing the SJV local precursgetbuhd (2) forming
ozone en route, thereby directly increasing SJV ozone leveisabgport. In both cases,
emission timing is important for inter-basin transport of pollutéetsause photochemical
production of ozone occurs during the day. Bay area AVOC emissiorspegurbed in
three different time intervals: morning (5 AM to noon), afternoooof to 7 PM), and
evening (7 PM to next day 5 AM). Relative contributions to theem®e of VOC and
ozone concentrations due to Bay area AVOC emissions were catiudatl averaged over
8-hr peak ozone peak period at Tracy in the northern SJV and Fretmo nmddle SJV

(Figure S2). Although the VOC concentrations in the northern SJvhasé sensitive to
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Bay area afternoon emissions (~55% QyoC] ), ozone levels are most sensitive to Bay

Esrpavoc

area morning emissions (~50%91M). The most reactive AVOC emissions from the

Espavoc
Bay area are consumed before reaching Tracy, but the resultiraxygieh (Q+NO,) that
is formed contributes to ozone levels by transport. In contrastaoy,TFresno is further
downwind from the Bay area, and at Fresno, both VOC and ozone are msvedo
Bay area evening emissions (70%) from the previous day. Bay éreaing VOC
emissions are transported further downwind in air masses thatoanghotochemically
active. Air masses containing Bay area evening VOC emnisgass by Tracy, and arrive
at Fresno when the sun rises so they can actively participa@ytime ozone production.
Evening emissions contribute about the same percentage increaseCtoantd ozone
concentrations, which indicates they increase ozone concentratidms middle SJV by
increasing downwind VOC budget (Figure S2).

In contrast to the conceptual model proposed by Pun et al (5) (ggmrsng
information), we have developed a quantitative method to assess theamopoof inter-
and intra- basin transport on ozone formation and its accumulatiors dwoths urban and
rural settings. In the 5-day episode considered here, we fourdedifated contributions
from Bay area NQand AVOC emissions to the air quality in the SJV. Bay are®B8V
emissions, especially those emitted at night, influence ozomdsléen the SJV further
downwind, while NQ emissions mainly affect the northern part of the SJV. Two shing
should be noted for this analysis. First, the relative and absolutébagm contributions
reported here are only representative of the meteorological amsditn this particular

ozone episode when westerly flow is weak (Supporting Informationgore the
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importance of inter-basin and intra-basin emissions is compareed bas source

contributions (same percentage perturbations in emission sountesjhich the regional

] ) can be decomposed. Since Bay area emissions are about

Enox

contribution (6[03] or 10,
o€, o€

Eavoc

three times those from each of three parts of the SJV (TdB)af ®zone sensitivities to
absolute mass emissions are considered, influences of Baymissions on the SJV
ozone levels would be less pronounced in the middle and southern SJV.

I nfluence of uncertaintiesin other parameters

Findings with first-order sensitivity coefficients are appble to small emission
reductions for a given set of model inputs and parameters. Seaberdsensitivities
measure the sensitivity of first-order sensitivities to othput variable changes, and are

used here to quantify how ozone responses tpe@ssions are influenced by other model

uncertainties (21). We consider hahP:l changes with uncertainties in other model
Oce,

inputs because our results indicate that @ntrol is preferred for abating 8-hr peak ozone
in the SJV. Also, Hakami et al. (11) found that changes i Biissions in Central

California produced the most non-linear ozone response. Six model inponepans were

selected for the second order sensitivity?dPsl : NO, emissions, AVOC emissions, rate
88ENO

coefficient of the OH+N@reaction, BVOC emissions,s@hflow boundary conditions, and
NOy inflow boundary conditions. Large second order sensitivities usuaiigaa when
both first-order sensitivities are large (20,22). Hence, thetswleaf the second variable

is based on relatively large first-order sensitivity as wasllhigh uncertainty. All second
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order sensitivity coefficients are semi-normalized as indécah Eq. (2) to facilitate
comparison.
Weekday second-order sensitivity maps are shown in Figure Ssethtivities are

averaged over the peak 8-hr ozone hours, and are shown in order ofidgaresgitude.

L[MJ has the largest magnitude, and is negative over most of the doxeep; e
85ENO

ENO><

part of the Bay area with low ozone concentrations (Figure 5aigndeR2ab). There are
abrupt changes in the sign of second-order sensitivities indsidia,b, and d. This is due
to a transition from a region where N@rates ozone to one where more photochemical

ozone production occurs.

a ¢ EAVDC

Enoy

L[MJ is mostly positive except in part of the Bay area with low ozone

concentrations, and it is large wheré (a[og] Jis large but of the opposite sign. The

agENOx agENOx

magnitudes of_9 | 99 | and__ @ | 9G] |tend to reach their maxima at places
O&g agENO agEm aeENO

NOx

whered Qi s about to change signs (Figure S3), corresponding to the grey areasnbetwe
aeENOX

urban and rural settings in Figure 3a. Therefore, not only are control optionsamgtbgs
areas more sensitive to meteorological variations than typical urban oanesalas found
earlier, but also their accuracy is more susceptible to emission uncestaiftie OH+N©
chain terminating reaction, which removes H0d NQ from the air mass, is one of the
most important reactions in determining ozone production (23). This rate cadfficthe

third most influential variable for ozone responses tq Bidissions and the sensitivity of
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A%l to it is mostly positive throughout the SJV, where increasing it would make ozone
aeENOX

sensitivity to the remaining NOnore positive. If this rate coefficient was increased, ozone
levels would be more responsive to N€nissions at locations downwind of Bakersfield
(see Fig S3). BVOC emissions are the largest VOC source in the domain; haheive

influence on?%l is much less than AVOC. Since cross derivatives of two pollutant
&e‘ENO

emission sources increase with their proximity to each other (21), and B\f2@asally

not collocated with high NQemissions, its influence is greatly reduced. Nevertheless,
doubling BVOC emissions inputs would increase ozone sensitivities f@i@sions by

10 ppb in certain places (e.g. downwind of Fresno, see Fig S3), and thus increase the
responsiveness to N@ontrol. Our assumption of constant boundary conditions introduces
uncertainties to the modeling system as boundary conditions vary by season and are
influenced by inter-continental transport of pollution (16). Uncertainties in boundane
could change ozone response toy@issions by about 5 ppb, whereas the influence from
specification of boundary Nroncentrations is negligible, assuming a clean marine air

mass as inflow (Figure S4).
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Figures

Figure 1. Modeling domain indicated by the purple rectanglebdsins are labeled on the
map for San Francisco Bay Area (SFB), Sacramento Valley, (@duntain County (MC),

San Joaquin Valley (SJV), North and South Central Coast (NCC and SCC).

SJV is further divided into three parts (Northern, Middle, and Southethgsaindicated

by dashed lines.
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Figure 2. Weekday average simulation results (in ppb):hr peak ozone concentrations,
b. 8-hr average peak ozone concentratiansd-hr average peak ozone sensitivity to

domain wide AVOC emissiong]. 8-hr average peak ozone sensitivity to domain wide

anthropogenic NQemissions.
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Figure 4. Weekday average 8-hr peak ozone sensitivities and pesition of
contributions from subregionsa. ozone sensitivity to N emissions along the east
transect;b. ozone sensitivity to AVOC emissions along the east transectizone
sensitivity to NQ emissions along the west transedt; ozone sensitivity to AVOC
emissions along the west transect. The transects run from postbuth along the San

Joaquin Valley, and are shown as dashed lines in Figure 3.
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