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Disclaimer

This report was prepared as an account of work sponsored by an agency of the United States
Government. Neither the United States Government nor any agency thereof, nor any of their
employees, makes any warranty, express or implied, or assumes any legal liability or responsibility for
the accuracy, completeness, or usefulness of any information, apparatus, product, or process disclosed,
or represents that its use would not infringe privately owned rights. Reference herein to any specific
commercial product, process, or service by trade name, trademark, manufacturer, or otherwise does
not necessarily constitute or imply its endorsement, recommendation, or favoring by the United States
Government or any agency thereof. The views and opinions of authors expressed herein do not
necessarily state or reflect those of the United States Government or any agency thereof.



Abstract

The Arctic Energy Technology Development Laboratory was created by the University of Alaska
Fairbanks in response to a congressionally mandated funding opportunity through the U.S. Department
of Energy (DOE), specifically to encourage research partnerships between the university, the Alaskan
energy industry, and the DOE. The enabling legislation permitted research in a broad variety of topics
particularly of interest to Alaska, including providing more efficient and economical electrical power
generation in rural villages, as well as research in coal, oil, and gas. The contract was managed as a
cooperative research agreement, with active project monitoring and management from the DOE.

In the eight years of this partnership, approximately 30 projects were funded and completed. These
projects, which were selected using an industry panel of Alaskan energy industry engineers and
managers, cover a wide range of topics, such as diesel engine efficiency, fuel cells, coal combustion,
methane gas hydrates, heavy oil recovery, and water issues associated with ice road construction in the
oil fields of the North Slope. Each project was managed as a separate DOE contract, and the final
technical report for each completed project is included with this final report.

The intent of this process was to address the energy research needs of Alaska and to develop research
capability at the university. As such, the intent from the beginning of this process was to encourage
development of partnerships and skills that would permit a transition to direct competitive funding
opportunities managed from funding sources. This project has succeeded at both the individual project
level and at the institutional development level, as many of the researchers at the university are
currently submitting proposals to funding agencies, with some success.
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Executive Summary

The Arctic Energy Technology Development Laboratory was created by the University of Alaska
Fairbanks in response to a congressionally mandated funding opportunity through the U.S. Department
of Energy (DOE), specifically to encourage research partnerships between the university, the Alaskan
energy industry, and the DOE. The enabling legislation permitted research in a broad variety of topics
particularly of interest to Alaska, including providing more efficient and economical electrical power
generation in rural villages, as well as research in coal, oil, and gas. The contract was managed as a
cooperative research agreement, with active project monitoring and management from the DOE.

In the eight years of this partnership, approximately thirty projects were funded and completed. These
projects, which were selected using an industry panel of Alaskan energy industry engineers and
managers, cover a wide range of topics, such as diesel engine efficiency, fuel cells, coal combustion,
methane gas hydrates, heavy oil recovery, and water issues associated with ice road construction in the
oil fields of the North Slope. Each project was managed as a separate DOE contract, and the final
technical report for each completed project is included with this final report.

The intent of this process was to address the energy research needs of Alaska and to develop research
capability at the university. As such, the intent from the beginning of this process was to encourage
development of partnerships and skills that would permit a transition to direct competitive funding
opportunities managed from funding sources. This project has succeeded at both the individual project
level and at the institutional development level, as many of the researchers at the university are
currently submitting proposals to funding agencies, with some success.

This final technical report includes individual stand-alone reports for each funded project. A brief one-
page summary document is provided to assist the reader in finding information that is of interest. The
broad research areas covered include heavy oil recovery, enhanced oil recovery methods, wax
deposition issues, methane hydrates, environmental impacts of oil development (including water use
and the deployment of new low-impact platform structures), new cementing techniques for arctic
conditions, geological fracture mechanisms for oil migration, reservoir characterization of the Bristol Bay
area, coal bed methane (including issues with produced water), methane seeps near Atqasuk,
combustion properties of high-volatility low-rank Alaskan coals, testing of solid oxide fuel cells on diesel
fuel and propane, testing of proton exchange membrane fuel cells on methanol, heat recovery from
diesel engines, CO, sequestration options for Alaska, power options for the village of Galena (including
the Toshiba 4S nuclear reactor), and review of energy options (including web sites and conferences).



Legislative Authorization and Overall Strategy

The Arctic Energy Technology Development Laboratory (AETDL) at the University of Alaska Fairbanks
originated in legislation passed in 2001 PUBLIC LAW 106-398, section 3197. This legislation authorized
the U.S. Department of Energy (DOE) to set up an Office of Arctic Energy. In 2001 initial funding of
$1,000,000 was provided.

As defined in the enabling legislation, the purpose of the Office of Arctic Energy was to promote
research, development, and deployment of

e electrical power technology that is cost-effective and especially well-suited to meet the needs of
rural and remote Alaska;

e alternative energy, including fuel cells, geothermal, and wind;
e natural gas hydrates, coal bed methane, and shallow bed natural gas;
e small hydroelectric facilities, river turbines, and tidal power;

e natural gas development, including gas-to-liquids technology and liquefied natural gas (along
with associated transportation systems); and

e enhanced oil recovery technology, including heavy oil recovery, reinjection of carbon, and
extended drilling reach technologies.

Project Selection Process

Given the breadth of the allowable research topics (well beyond the evaluation expertise of any
individual), a process was needed to evaluate proposed projects. A system modeled on the National
Laboratory Partnership program was instituted, and involved several steps. One-page pre-proposals
were solicited in a general call for proposals, and were ranked by an industry panel. The highest-scoring
projects were asked to submit a two-page pre-proposal with additional information and to make an oral
presentation before the industry panel. The highest-ranking projects from this process were then asked
to submit a complete DOE proposal, all of which were packaged and submitted to DOE for review and
funding. Because of the diversity of allowable technologies, two panels were formed to review
proposals: one for remote electrical issues and one for the oil, gas, and coal issues.

This process, which was used for four years, attracted 210 pre-proposals for consideration. Of these, 28
projects were submitted to the DOE National Energy Technology Laboratory (DOE/NETL) for funding
consideration, from which 23 were approved and funded. Thirteen other projects were added to the
contract through means other than the competitive process: five during the first funding year before the
project selection process was in place, three during the last year (2008) as extensions of existing work or
seed funding, and five at the direction of DOE/NETL. An administrative task was added to the project to
cover the effort of administering such a complex contract, especially to assure that the cost share



needed on each individual task was documented. Four projects approved for funding were not
completed (some were never started), so the 32 technical reports presented here represent the total of
the work completed by this project.

When the contract was initially written in 2001, the overall contract covered a five-year period, not to
exceed $22,400,000 in federal funds, with an additional $5,600,000 in cost share required. The contract,
in fact, lasted eight years, with total funding to the university of approximately $13,900,000, and a
documented cost share of more than $4,400,000.

There was much discussion about how this contract should be managed, in particular what the reporting
requirements should be for each task, and how cost share should be assessed. Initially, the agreement
was that the entire project was a single contract; that a single quarterly report sufficed for the whole;
and that cost share would be assessed over the entire contract and needed to meet the minimum by the
end of the contract. However, early in the project, these rules were changed to require complete
reporting for each task, and cost-share matching on a project-by-project basis. Eventually, cost-share
requirements were changed back to being based on the total contract (the DOE waived cost-share
requirements on several directed tasks), although nearly all individual tasks met or exceeded cost-share
requirements.

The project-selection process is described in Appendix A, Call for Proposals — FY 2003 and FY 2004
Funding Cycles (a similar process was used in 2002 and 2005). This process involved several steps:

e Circulation of the Request for Proposals (RFP).

e Formation of two industry review panels—one for fossil energy and one for remote power.
(Panel members were volunteers, but needed to present a resume showing industry experience
as well as academic credentials.)

e Deadline for one-page pre-proposals for submission electronically.

e (Circulation and ranking of one-page pre-proposals by industry panel.

e Notification of top ten to twelve projects of advancement to second round, request for
additional technical and financial information, and request to give oral presentation to review
panel.

e Meeting of industry panel to hear oral presentations and rank projects.

e Preparation of complete DOE proposal by highest-ranking projects.

e Addition of new projects to existing project mix and submission to DOE as annual work plan.

e Review of proposals by DOE and funding of some projects.

Since one of the contract’s major aims was to encourage university/industry partnerships, the scoring
process included a category worth ten percent of the total score for a partnership.



Industry Participation in the AETDL Process

Inspection of the database from the AETDL proposal review process shows a diverse group of industry
partners attracted to the opportunity. Seventy-six different external organizations are listed as prime
external contacts on the proposals, including nine universities (in addition to the University of Alaska),
nine agencies (state and federal), five national laboratories (including NETL), three major oil companies,
four utilities, eight oil-support companies, fifteen consultants or engineering consulting companies,
sixteen equipment manufacturers, three native corporations, and five small businesses.

Type Proposals Projects
Universities 9 2
Agencies 9 6
National labs 5 3
Oil companies 3 2
Oil support companies 8 2
Utilities 4 4
Consultants 15 5
Equipment suppliers 16 5
Native corporations 3 2
Small businesses 4 1
Total 76 32

Table 1. Summary of external involvement in proposal and projects at AETDL

A similar distribution of partnerships can be seen upon inspection of the funded projects. Two external
universities, six agencies, three national labs, two oil companies, two oil-support companies, four
utilities, five consultants, five equipment manufacturers, two native corporations, and one small
business participated in approved projects.

At the University of Alaska, sixteen faculty participated as principal investigators on contract-related
projects. These faculty are with the UAF Petroleum Engineering, Mechanical Engineering, and Electrical
Engineering Departments, the Geophysical Institute, and the UA Institute of Social and Economic
Research.

The wide variety of participants in the AETDL projects is demonstrated by the numerous authors who
participated in this final report, including thirty-five associated with University of Alaska Fairbanks, three
with University of Alaska Anchorage, five from other universities, seven from National Laboratories, four
from private industry, three from government agencies, and five from private research organizations.



Project Management

Because the contract with NETL was written as a cooperative research agreement, reporting was a
required task for each selected project, including a written quarterly report. However, AETDL also
required attendance at quarterly review meetings, at which each project’s principal investigator (Pl)
presented information on the project’s progress during the quarter. This progress report was a twenty-
minute PowerPoint presentation, followed by a question-and-answer period. Some of these quarterly
reviews were broadcast via web from electronic meeting rooms; but this proved somewhat awkward, as
the university and DOE subscribed to two different systems and communication between the two was
difficult. During the last several years, a simpler system of webcasting the PowerPoint presentations
with telephone conferencing was used, which proved more reliable.

One issue that occurred repeatedly during the contract was the relatively frequent change in DOE’s
project COTR. During the eight-year contract period, five individuals were assigned this role, with only
one of them stationed in Alaska. Each new COTR needed time to become familiar with the wide variety
of projects in progress under this contract, and as the cumulative history of the overall project grew, the
task became more difficult. Fortunately, DOE’s Arctic Energy Office representative, Mr. Brent Sheets,
remained in place during the entire contract period, as did the PI at the university, so some continuity
was maintained.

One of the project’s complications was the necessary accounting required to track funding for each task.
Adding to the complexity was the confusion of project funding, which came from multiple congressional
budget line accounts at DOE. Furthermore, during the proposal-writing process, project names were
selected by individual project Pls who sometimes selected titles similar to those of other funded
projects. After several attempts to designate a mutually understandable designation for each task, a
code was adopted based on the DOE BNR code, the initial year of funding, and a sequence number.
More confusion was generated by project funding that was added from multiple fiscal year budgets,
requiring inclusion in multiple work-plan budgets and multiple passes through the approval process. The
process of vetting and approving annual work plans required patience on all sides, and the ultimate
success of this project speaks volumes to the professionalism and good will of all participants. On the
university side, great care was taken to keep all projects discrete so that no confusion arose from the
accounting process.



Project Summaries

Given the wide variety of research topics permitted under the AETDL process, attempting to summarize
the research requires a discussion of each individual project. A thorough understanding of the research
requires reading each final report. Each project’s final report was prepared as a stand-alone document,
and many were submitted during the course of the contract as individual tasks were completed.

This final report contains a one-page overview of each funded project, including a project abstract, the
objectives of the study, and a brief summary of the findings. The summary section is intended solely to
allow the reader to locate projects of interest.

Project titles were assigned based on the title of proposals submitted under the project-selection
process above, and thus were selected by the project Pl. Some titles were quite similar to each other, so
project numbers were assigned by NETL in an attempt to keep track of the discrete projects. The
numbering is based on the funding stream and the initial year of the project, followed by a sequence
number within that year.



Project Title:

Task 1.01.1 Energy Information Clearinghouse for Energy Technology Issues
in Alaska

Program/Project Identification Number

DE-FC26-01NT41248 1.01.1

UAF Pl Name and address

Ron Johnson

University of Alaska Fairbanks
PO Box 755905

Fairbanks, AK 99775-5905

(907) 474-6096 ffraj@uaf.edu

Abstract
Due to lack of roads and electrical grids, energy use and production patterns in Alaska are significantly
different from other parts of the U.S. This project is designed to create a web site that addresses the
range of available technologies for production of electrical power in remote areas, including analysis of
cost, reliability, and state of development.

Objectives
Create a web site containing an unbiased assessment of emerging technologies and their potential for
use in remote areas of Alaska.

Final Summary
The Energy Information Clearinghouse is useful as one site that integrates a wide variety of information
relating to energy issues both worldwide and within Alaska. The information is presented in such a way as
to be intelligible to the general public, as well as to provide details with links to relevant web sites for
those with technical backgrounds.

Link to final report



Project Title:

Task 1.01.2 Small-Scale Fuel Cell and Reformer Systems for Remote Power

Program/Project Identification Number

DE-FC26-01NT41248 1.01.2

UAF Pl Name and address

Dennis Witmer

University of Alaska Fairbanks

PO Box 755910

Fairbanks, AK 99775

(907) 474-7082 ffdew@uaf.edu

Abstract
Due to lack of roads and electrical grids, much of the electricity is generated in rural Alaska using diesel
electric generators, which are expensive to maintain and cause a wide variety of environmental problems.
Fuel cells may prove to be a better alternative, offering higher efficiency, reduced emissions, improved
heat recovery, and lower operating costs. However, the most readily available fuel in remote locations is
diesel, which is difficult to reform to produce a hydrogen-rich gas necessary for operation of the fuel cell.
This project is designed to evaluate the thermodynamic efficiency and operational reliability of fuel cells
and reformers in the laboratory, to establish baseline performance prior to field testing.

Objectives

1)  Continue to assess the viability of fuel cells for applications in remote areas of Alaska.

2) Purchase and test available hardware in the pre-commercial stages from vendors, and test
systems for thermodynamic efficiency, reliability, and suitability for application in remote areas of
Alaska.

3) Test reformer systems, especially those operating on readily available liquid fuels suitable for
transport and storage in remote Alaskan regions.

4) Share information collected with Alaskan, national, and international fuel cell communities.

Final Summary
While the fuel cell industry advertises the rapid commercialization of their technology, attempts to
purchase hardware from individual companies at prices comparable to that for conventional energy
systems proved to be difficult. During this study, several technologies were identified that were tested in
subsequent AETDL projects, but the prices were considerably higher than expected, and the durability
and reliability of these products were lower than expected.

Link to final report



Project Title:

Task 1.01.3 Crack Growth and Reliability Analysis of Solid Oxide Fuel Cells

Program/Project Identification Number

DE-FC26-01NT41248 1.01.3

UAF Pl Name and address External PI Name and address
Sukumar Bandopadhyay Nagendra Nagabhushana
University of Alaska Fairbanks University of Alaska Fairbanks
P.O. Box 755960, 311 Duckering (907) 474-5150

Fairbanks, AK 99775-5960 ffnn@uaf.edu

(907) 474-7730 ffsOb@uaf.edu

Abstract
Solid oxide fuel cells (SOFCs) operate at high temperatures (800°C) and require that a material be stable
in both oxidizing and reducing environments. Oxides are generally brittle materials, and materials
processing flaws may cause premature failure, especially under thermal stresses during heat-up, and
stress gradients caused by oxygen gradients.

Objectives

This project is designed to measure the crack propagation properties of yttria stabilized zirconia (YSZ)
used in SOFCs.

Final Summary
Yttria stabilized zirconia (YSZ) of 9.6 mol% yttria composition was procured in the form of tubes 100 mm
long. The composition is of interest as tubular electrolytes for SOFCs. Rings cut from the tubes were
characterized for microstructure, phase stability, mechanical strength (Weibull modulus), and fracture
mechanisms. The strength at operating condition of SOFCs (1000°C) decreased to 95 MPa as compared
with room temperature strength of 230 MPa. However, the Weibull modulus remains relatively
unchanged. Slow crack growth (SCG) parameter, n = 17 evaluated at room temperature in air was
representative of well-studied brittle materials. Based on the results, further work is planned to evaluate
the strength degradation, modulus, and failure in a more representative environment of the fuel cell.

Link to final report



Project Title:

Task 1.02.1 Low-Rank Coal Grinding Performance Versus Boiler Performance

Program/Project Identification Number

DE-FC26-01NT41248 1.02.1

UAF Pl Name and address External PI Name and address
Rajive Ganguli Alan Renshaw
University of Alaska Fairbanks, Usibelli Coal Mine

Mining and Geological Engineering (907) 683-9739

PO Box 755800 alan@usibelli.com

Fairbanks, AK 99775-5800
(907) 474-6396 firaq@uaf.edu

Abstract
Alaskan low-rank coal (LRC) from the Usibelli Mine in Healy, Alaska, is used to generate electrical power
in pulverized boilers in Alaska and Asia. However, standards for particle size distribution (PSD) for
pulverized coal are based on experience with higher-rank coals. This project will investigate the possibility
that LRC can be burned at larger particle sizes, as the highly volatile coal components will fragment the
coal during the combustion process. If this can be shown, lower operating costs, lower energy
consumption during grinding, and larger markets could result.

Objectives
Establish optimal particle size distribution for Alaskan LRC used in pulverized coal boiler operations, and
increase marketability of Alaskan LRCs by establishing combustion properties from reduced grinding.

Final Summary

The intent of this project was to demonstrate that Alaskan LRC, which is high in volatile content, need not
be ground as fine as bituminous coal (typically low in volatile content) for optimum combustion in power
plants. The grind or PSD, which is quantified by percentage of pulverized coal passing 74 microns (200
mesh), affects the pulverizer throughput in power plants; the finer the grind, the lower the throughput. For
a power plant to maintain combustion levels, throughput needs to be high. The problem of particle size is
compounded for Alaskan coal, since it has a low Hardgrove grindability index (HGI); that is, it is difficult to
grind.

This project studied the relationship between PSD and power plant efficiency, emissions, and mill power
consumption for low-rank high-volatile-content Alaskan coal. The emissions studied were CO, CO,, NO,,
SO,, and Hg (only two tests). The tested PSD range was 42% to 81% passing 76 microns. Within the
tested range, there was very little correlation between PSD and power plant efficiency, CO, NO,, and
SO,. Mercury emissions were very low and, therefore, did not allow comparison between grind sizes. Mill
power consumption was lower for coarser grinds.

Link to final report

10



Project Title:

Task 1.03.1 Effects of Village Power Quality on Fuel Consumption and
Operating Expenses

Program/Project Identification Number

DE-FC26-01NT41248 1.03.1

UAF Pl Name and address External PI Name and address
Richard Wies Lumas Kendrick
University of Alaska Fairbanks Sentech, Inc.

PO Box 755915 (240) 223-5552

Fairbanks, AK 99775 Ikendrick@sentech.org

(907)474-7071 ffrvw@uaf.edu

Abstract
Poor power quality in village power systems increases the cost of meeting the load. These costs take the
form of increased fuel use and increased generator maintenance. Power quality problems may consist of
poor power factor (PF) or waveform disturbances. The poor PF problem results when 3-phase generators
serve unbalanced resistive (lighting) and inductive (motors) loads. Power factor values outside of the
generator’s optimum operating range result in inefficient generator operation, excessive fuel consumption,
and increased maintenance. Waveform disturbances may be voltage sags, spikes, or other effects
resulting from nonlinear loads, like energy-efficient fluorescent lighting that increase the amount of
undesirable electrical noise in the system. The amount of noise in the system is measured using total
harmonic distortion (THD), which is the ratio of the amount of useable voltage or current at the system
operating frequency (60 Hz) to the overall amount of voltage or current. All of these power-quality
conditions, alone or in combination, can act to degrade the overall system performance and increase
energy costs. This project will measure the PF and the THD due to line noise in remote villages, and
determine if this is affecting efficiency.

Objectives
This project involves collecting, formatting, and analyzing power system data from a representative
number of rural villages in Alaska served by the Alaska Energy Authority (AEA).

Final Summary
Over its five-year history, this project has investigated approaches to improving power quality and
implementing fuel-saving measures through the use of performance assessment software tools
developed in MATLAB® Simulink®. The project has also investigated the implementation of remote
monitoring, automated generation control, and the addition of renewable energy sources in select
villages. Results have shown how many of these communities would benefit from the use of automated
generation control by implementing a simple economic dispatch scheme and the integration of renewable
energy sources, such as wind generation.
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Project Title:

Task 1.03.4 Methanol-Fired Fuel Cell for Use in Remote Applications

Program/Project Identification Number

DE-FC26-01NT41248 1.03.4

UAF Pl Name and address External PI Name and address
Dennis Witmer Peter Lehman

University of Alaska Fairbanks Schatz Energy Research Center
PO Box 755910 707-826-4345

Fairbanks, AK 99775 pal1@axe.humboldt.edu

(907) 474-7082 ffdew@uaf.edu

Abstract
Proton exchange membrane (PEM) fuel cells have been demonstrated to provide reliable power in
remote sites at the 1 kW level when operated on hydrogen. However, hydrogen is not a readily available
fuel in Alaska, and heavy hydrocarbon fuels are difficult to reform at small scale. This project will
demonstrate the use of a methanol-water mix (freezing point — 126°F) as a fuel source for PEM fuel cells.
Methanol is also readily available in bulk quantities in Fairbanks, and fuel costs are similar to those of
conventional fuels. The reformer technology involves a palladium membrane, which will provide high-
quality hydrogen suitable for the PEM fuel cell.

Objectives

1) Demonstrate in the laboratory the operation of a PEM fuel cell operating on liquid fuel suitable for
use in remote areas of Alaska.

2) Demonstrate this technology in a suitably chosen field location in Alaska.

Final Summary
This project was designed to demonstrate an alternative to existing conventional technologies by
developing an integrated power supply at 1 kW using a PEM fuel cell operated on methanol. During the
course of this project, a methanol reformer was procured, and the efficiency of conversion of methanol to
hydrogen was measured. This reformer was then integrated with a 1 kW PEM fuel cell, and system
efficiency was measured using a 24-hour varying load profile. Results indicate that methanol reformation
is relatively efficient, approaching 80% (LHV, methanol fuel in/fhydrogen out). PEM fuel cells operating on
pure hydrogen have been demonstrated to operate at efficiencies of about 50%. System efficiencies of
greater than 30% were anticipated for the integrated system, but measured values were somewhat lower
than this, due largely to a mismatch between reformer output and fuel cell size.

This project successfully demonstrated the use of methanol as a fuel for powering a fuel cell, but the
project was terminated before a field demonstration could be undertaken due to issues associated with
the source of funds. However, significant issues remain with PEM fuel cells, including system costs and
reliability; and further work is needed before these devices can be used for providing electrical power in
remote areas of Alaska.

Link to final report
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Project Title:

Task 1.03.5 Capture of Heat Energy from Diesel Engine After-Cooler Circuit

Program/Project Identification Number

DE-FC26-01NT41248 1.03.5

UAF Pl Name and address External PI Name and address
Chuen-Sen Lin Mark Teitzel

University of Alaska Fairbanks AVEC

325 Duckering Building (907) 565-5337

Fairbanks, AK 99775 mteitzel@avec.org

(907) 474-5126 ffcl@uaf.edu

Abstract
Diesel electrical generators produce waste heat as well as electrical power. New diesel generators, which
use turbochargers, release a significant amount of heat from the turbocharger after-coolers and have no
systems currently designed to capture the released heat for useful applications. Another significant
amount of heat energy is the heat released from exhaust manifolds. This project will design, build, and
test heat recovery systems for this energy. This project will also study the feasibility of recovering exhaust
heat from a laboratory diesel engine using an ultra low-sulfur fuel. The feasibility will be evaluated
according to quality and quantity of exhaust heat recovered, changes in engine efficiency and emissions,
and possible manifold damages caused by applying exhaust heat recovery.

Objectives
This project will study different waste heat applications, select the most desirable application, design and
fabricate prototypes for performance measurements, and determine the feasibility and economic impact
of the selected application for Alaska villages. This project will also study the feasibility of recovering
exhaust heat from an engine using an ultra low-sulfur fuel.

Final Summary
An exhaust-heat recovery system was fabricated, and 350 hours of testing was conducted. Based on
testing data, the exhaust heat recovery heating system showed insignificant effects on engine
performance and maintenance requirements. From measurements, it was determined that the amount of
heat recovered from the system was about 50% of the heat energy contained in the exhaust (heat
contained in exhaust was evaluated based on environment temperature). The estimated payback time for
100% use of recovered heat would be less than 3 years at a fuel price of $3.50 per gallon, an interest rate
of 10%, and an engine operation of 8 hours per day. During the performance of this study, several
existing field projects utilizing this exhaust-heat recovery technology were identified and analyzed. Further
investigations into using waste heat for additional electrical generation in Rankine cycle engines or
chilling turbo-charged air are currently being funded by the Alaska Energy Authority and the EPA.
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Project Title:

Task 1.03.6 Reliable and Affordable Energy Conference

Program/Project Identification Number

DE-FC26-01NT41248 1.03.6

UAF Pl Name and address External PI Name and address
Dennis Witmer Peter Crimp

University of Alaska Fairbanks Alaska Energy Authority
PO Box 755910 (907) 771-3039

Fairbanks, AK 99775 PCrimp@aidea.org

(907) 474-7082 ffdew@uaf.edu

Abstract
In the enabling legislation for the Arctic Energy Office in 2001, specific inclusion was made for the study
of ways to reduce the cost of electrical power in remote Alaskan communities. As part of this mandate,
the University of Alaska, in conjunction with DOE, the Denali Commission, and the Alaska Energy
Authority, has organized a series of rural energy conferences, held approximately every 18 months. The
goal of these meeting is to bring together rural utility operators, rural community leaders, government
agency representatives, equipment suppliers, and researchers from universities and national laboratories
to discuss the current state of the art in rural power generation and to discuss current projects, including
successes as well as near-successes.

Objectives

Bring Alaska Rural Energy providers, researchers, government agencies, and other interested parties
together to discuss recent progress in providing energy to rural Alaska.

Final Summary

Five conferences were held at approximately 18-month intervals. At each of these conferences,
presenters were encouraged to prepare PowerPoint files, which were collected and then made public on
the UAF AETDL web site. This web site, which has become the best record of the conference, is located
at http.//www.alaska.edu/uaf/cem/ine/aetdl/conferences/.

There are thousands of pages of information on this web site, on many topics. Given the uncertain
longevity of web information, we are providing copies of all the information in electronic form as
documentation for this final report.
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Project Title:

Task 1.04.1 Galena Electric Power Situation Options Analysis

Program/Project Identification Number

DE-FC26-01NT41248 1.04.1

UAF Pl Name and address External PI Name and address
Ron Johnson Robert Chaney

University of Alaska Fairbanks SAIC

PO Box 755905 (907) 271-3633

Fairbanks, AK 99775-5905 Robert.E.Chaney@saic.com

(907) 474-6096 ffraj@uaf.edu

Abstract
Providing electrical power in remote Alaskan villages is difficult due to a lack of electrical grids and roads.
Currently, diesel generators provide power in most communities, but this technology is significantly more
expensive than power on the grid, with significant environmental issues related to air emissions and fuel
spills. The city of Galena, Alaska, has been offered a small nuclear power plant as a demonstration, but
also has other options, including coal (there is a known coal seam several miles from town) and
renewables.

Objectives
Assess the cost and feasibility of power options available to the city of Galena, including the current
diesel generators, the proposed Toshiba nuclear power plant, a coal-fired power plant, and other
renewable options, including low-head hydro, wind, and solar power.

Final Summary

Under the assumptions used in this study, the nuclear system is the clear economic winner when
compared with diesel, even when diesel prices are low and nuclear security staff requirements are high.
This result is due to the ability of the 10-MW nuclear plant to serve the entire residential heat load (about
8,000 MWh/yr and 2.3 MW peak) and the entire air station heat load (52 B Btu/yr). We have used a daily
dispatch model to verify that nuclear capacity is always adequate to meet daily energy requirements for
both of these large loads. When the nuclear power plant is unavailable, the air base can back up its own
heat load, and the Galena diesel system almost surely can back up the Galena residential loads.
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Project Title:

Task 1.04.2 Development and Assessment of Options for Potential CO:
Sequestration in Alaska

Program/Project Identification Number

DE-FC26-01NT41248 1.04.2

UAF Pl Name and address External PI Name and address
Shirish Patil Peter McGrail

University of Alaska Fairbanks PNNL

306 Tanana Drive, Room 415 pete.mcgrail@pnl.gov

Fairbanks, AK 99775
(907) 474-5127 ffslp@uaf.edu

Abstract

As evidence for global warming becomes more convincing, concern with the CO, emissions from fossil
fuel burning has led to suggestions of CO, separation and sequestration. In Alaska, significant CO,
emissions are generated by the Alaska North Slope (ANS) oil fields, both as a byproduct of electrical
production and as a component in natural gas. The ANS also has significant deposits of viscous oil, and
injecting CO, into these structures would enhance the production of heavy oils as well as sequester the
CO.. This task is intended to evaluate the feasibility of such a project.

Objectives

1) Determine sources and potential sinks for CO, on the ANS.

2)  Evaluate the economics of CO, flooding for improved oil recovery
3) Characterize sources and sinks of CO, statewide.

Final Summary

This study investigated CO, storage options by screening ANS oil pools amenable to enhanced oil
recovery (EOR), by evaluating the phase behavior of viscous oil and CO, mixtures, and by simulating
EOR through CO, flooding and migration of CO, in a saline aquifer. Phase-behavior studies revealed that
CO, gas was partially miscible with West Sak viscous oil at a pressure close to the reservoir pressure.
Compositional simulation of CO, flooding for a five-spot West Sak reservoir pattern showed an increase
in percent recovery with an increase in pore volume (PV) injected, but at the expense of an early
breakthrough. A sensitivity analysis of this CO, flooding project was found to be strongly dependent on
such variables as oil price and discount rate. Investigation of supercritical CO; injection in a saline
formation did not indicate an increase in temperature in this region of nearly continuous permafrost.
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Project Title:

Task 1.04.3 A Compilation and Review of Proposed Alaska Development
Projects

Program/Project Identification Number

DE-FC26-01NT41248 1.04.3

UAF Pl Name and address External PI Name and address
Steve Colt Arlon R. Tussing
University of Alaska Anchorage Alaska Pacific University
3211 Providence Dr. (206) 275-0665
Anchorage, AK 99508 tussing@mindspring.com

(907) 786-1753 afsgc@uaa.alask

Abstract
Alaska has abundant known natural resources, but much of this natural wealth remains untapped due to
lack of infrastructure. Public investment in infrastructure such as roads and power grids could encourage
development, but this infrastructure is expensive, given the vast distances and difficult construction
required in the Arctic. Economic analysis of many individual projects have been undertaken in the past,
but finding clusters of projects that could share infrastructure could change the economics sufficiently to
justify investment in one region of Alaska.

Objectives
This study will catalog timely and available economic-feasibility, benefit-cost, and similar study reports
regarding potential energy infrastructure and resource development projects in Alaska. Potential
inferences from this data will be summarized to suggest the most useful lines of further research to
remove development bottlenecks in energy supply and energy-related infrastructure.

Final Summary
Many energy projects have been proposed in Alaska over the past several decades. Proposed energy
projects have ranged from large-scale hydro projects that have never been built, to small-scale village
power projects for use of local alternative energy sources, many of which also have not been built. This
project was initially intended to review these rejected projects to evaluate the economic feasibility of the
ideas in light of current economics. This review included contacting the agencies responsible for
reviewing and funding these projects in Alaska, including the Alaska Energy Authority, the Denali
Commission, and the Arctic Energy Technology Development Laboratory; obtaining available information
about these projects; and analyzing the economic data. Unfortunately, the most apparent result of this
effort was that the data associated with these projects was not collected in a systematic way that allowed
this information to be analyzed in a coherent fashion.
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Project Title:

Task 1.05.1 Economic Analysis of Beluga Coal Gasification

Program/Project Identification Number

DE-FC26-01NT41248 1.05.1

UAF Pl Name and address

Steve Colt

University of Alaska Anchorage

3211 Providence Dr.

Anchorage, AK 99508

(907) 786-1753 afsgc@uaa.alask

Abstract
The Institute of Social and Economic Research (ISER) will provide economic analysis of options for the
gasification and use of coal from Alaska’s Beluga Coal Field. Project partners organized by the
DOE/NETL will provide engineering costs of mining, gasification, and product production options, as well
as projected market prices for possible products of gasification. In project phase 1, the model will
consider the feasibility of a gasification plant located at the Agrium fertilizer plant. In project phase 2, a
generalized plant located in Cook Inlet will be analyzed.

Objectives

Conduct economic analysis of Beluga Coal Field gasification project.

Final Summary
The ISER was requested to conduct an economic analysis of a possible “Cook Inlet Syngas Pipeline.”
The economic analysis was incorporated as section 7.4 of the larger report entitled “Beluga Coal
Gasification Feasibility Study, DOE/NETL-2006/1248, Phase 2 Final Report, October 2006, for Subtask
41817.333.01.01.” The pipeline would carry CO, and N,-H, from a synthetic gas plant on the western side
of Cook Inlet to Agrium’s facility. Economic analysis determined that the net present value of the total
capital and operating life-cycle costs for the pipeline ranges from $318 to $588 million. The greatest
contributor to this spread is the cost of electricity, which ranged from $0.05 to $0.10/kWh in this analysis.
The financial analysis shows that the delivery cost of gas may range from $0.33 to $0.55/Mcf in the first
year, depending primarily on the price for electricity.
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Project Title:

Task 2.01.1 Transportation Issues in the Delivery of GTL Products from the
Alaskan North Slope to Market

Program/Project Identification Number

DE-FC26-01NT41248 2.01.1

UAF Pl Name and address

Gang Chen

University of Alaska Fairbanks
315 Duckering Building
Fairbanks, AK 99775

(907) 474-6875 ffac@uaf.edu

Abstract
Alaska's North Slope oil fields contain large quantities of natural gas, currently being re-injected to
maintain pressure in the oil fields. A natural gas pipeline is proposed, but economic viability of such a
project is questionable. An alternative method of marketing the gas would be to use a gas-to-liquids
(GTL) process to create diesel length chains that could be shipped through the existing Trans Alaskan
Pipeline System (TAPS), thus extending the life of the pipeline by ensuring adequate liquid flow to keep
the system viable. This GTL product is sulfur-free, and properties can be altered during processing,
resulting in a high-value product. However, transporting this product in the pipeline presents some issues.
First, long length chains created in the Fischer-Tropsch (FT) process could cause waxing problems in the
pipeline and possible gelling of the liquid. Secondly, the liquid could be shipped either by mixing with the
crude oil (with a loss in value due to mixing with sulfur-containing crudes) or in slugs with pigs at either
end (but some mixing would occur due to bypass and mixing at pump stations)

Objectives

1)  Measure properties of GTL product that affect transportation in the TAPS, including viscosity, gel
strength, and wax content.

2)  Model the mixing behavior of GTL/crude slug methods.

Final Summary
The focus of this project was to study the operational challenges involved in transporting gas in converted
liquid form through the existing TAPS.

A three-year, comprehensive research program was undertaken by the Petroleum Development
Laboratory, University of Alaska Fairbanks, under Cooperative Agreement No. DE-FC26-98FT40016 to
study the feasibility of transporting GTL products through TAPS. Cold restart of TAPS following an
extended winter shutdown and solids deposition in the pipeline were identified as the main transportation
issues in moving GTL products through the pipeline. The scope of work in the current project
(Cooperative Agreement No. DE-FC26-01NT41248) included preparation of fluid samples for the
experiments to be conducted to augment the comprehensive research program.

Link to final report

19



Project Title:

Task 2.02.1 Solid Oxide Fuel Cell System for Remote Power Generation

Program/Project Identification Number

DE-FC26-01NT41248 2.02.1

UAF Pl Name and address External PI Name and address
Dennis Witmer Gary Allen

University of Alaska Fairbanks Fuel Cell Technologies, Ltd.
PO Box 755910 (613) 541-6114

Fairbanks, AK 99775 gallen@fct.ca

(907) 474-7082 ffdew@uaf.edu

Abstract
Solid oxide fuel cells (SOFCs) have been successfully demonstrated at the 200 kW size to be the most
efficient and reliable of the fuel cell technologies currently available. However, many applications in
Alaska require smaller power loads. This project will evaluate the performance of a small 5-kW fuel cell
system for possible use in remote Alaskan applications. The first task will be to establish the
thermodynamic energy balance for the system.

Objectives

1) Demonstrate the successful operation of a 5 kW SOFC, operating on natural gas.

2)  Measure thermodynamic efficiency of a 5 kW unit, including net electrical energy out and
recoverable useful heat.

3) Demonstrate a unit operating on propane, methanol, and GTL products.

4) Place unit in field for demonstration.

Final Summary
In this work, a 5 kW fuel cell was delivered to UAF from Fuel Cell Technologies of Kingston, Ontario. The
cell stack was a tubular design, and was built by Siemens Westinghouse Fuel Cell Division. This stack
achieved a run of more than one year while delivering grid-quality electricity from natural gas with virtually
no degradation and at an electrical efficiency of nearly 40%. The project was ended after two control-
system failures resulted in system damage.

While this demonstration was successful, considerable additional product development is required before
this technology can provide electrical energy in remote Alaska. The major issue is cost, and currently, the
largest component of system cost is the fuel cell stack cost, although the cost of the balance of plant is
not insignificant. While several manufacturers are working on schemes for significant cost reduction,
these systems do not yet provide the same level of performance and reliability as the larger-scale
Siemens systems, or levels that would justify commercial deployment.
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Project Title:

Task 2.03.1 Injection of CO: for Recovery of Methane from Gas Hydrate
Reservoirs

Program/Project Identification Number

DE-FC26-01NT41248 2.03.1

UAF Pl Name and address External PI Name and address
Tao Zhu James Bush

University of Alaska Fairbanks PNNL

411 Duckering Building (509) 376-6555

Fairbanks, AK 99775 jg.bush@pnl.gov

(907) 474-5141 fitz@uaf.edu

Abstract
Methane hydrates are clathrate structures that trap methane molecules in a solid phase, and are formed
under conditions of high pressure and temperatures just above 0°C. If natural gas can be produced from
these structures, total energy reserves are estimated to be far larger than from conventional geological
natural gas deposits. Methane hydrate formations are known to exist in the North Slope oil fields,
embedded with and just below permafrost soils. This project will investigate the possible use of CO, to
displace methane in hydrate structures for production of natural gas from methane hydrates. This process
is thermodynamically favorable, would stabilize the structures (important on North Slope applications
where even a few feet of subsidence would put the area below sea level), and would be carbon neutral.

Objectives

1) Establish the feasibility of using CO; to displace CH, in hydrate structures in porous media in
laboratory experiments.

2)  Model reservoir behavior to assess feasibility of using this method to produce natural gas on the
North Slope.

Final Summary
The EGHR (enhanced gas hydrate recovery) concept discussed in this report takes advantage of the
physical and thermodynamic properties of mixtures in the H,O-CO, system, combined with controlled
multiphase flow, heat, and mass transport processes in hydrate-bearing porous media. The results were
verified with computer modeling using the STOMP-HYD simulator, which showed more than three times
enhancement in production rate using the EGHR technique when compared with warm water injection
alone. The gas exchange technology (including EHGR) releases methane by replacing it with a more
thermodynamic molecule (e.g., carbon dioxide). This technology has four advantages: 1) it sequesters a
greenhouse gas (CO,); 2) it releases energy via an exothermic reaction; 3) it retains the mechanical
stability of the hydrate reservoir; and 4) the produced water can be used to form the emulsion and
recycled into the reservoir, thus eliminating a disposal problem in arctic settings.
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Project Title:

Task 2.03.2 Rural Alaska Coalbed Methane: Application of New Technologies
to Explore and Produce Energy

Program/Project Identification Number

DE-FC26-01NT41248 2.03.2

UAF Pl Name and address External PI Name and address
Shirish Patil James Clough

University of Alaska Fairbanks Alaska DGGS

306 Tanana Drive, Room 415 (907) 451-5030

Fairbanks, AK 99775 jim.clough@alaska.gov

(907) 474-5127 ffslp@uaf.edu

Abstract
Coal is widely distributed in Alaska, but most remote power generation depends on diesel electric
generators. Over 37 rural Alaska villages are situated on or are immediately adjacent to coalfields that are
potential coalbed methane (CBM) sources. Coalbed methane, particularly from low-rank coals, might be
an ideal alternative to current technology, but significant reductions must be made to the cost of drilling
production wells before this alternative is economic. Produced water management and gas production
rates need to be determined. This three-year program will test the producibility of low-rank coals using
slim-hole drilling techniques that are essential to reducing mobilization and drilling

Objectives
The objectives of this program are several:

1)  To determine the actual CBM energy requirements and surface facility needs for a medium-sized
rural village like Fort Yukon (population ~650).

2) To determine if low-rank coals, such as are present at Fort Yukon, are capable of CBM
production.

3) To determine if slim-hole drilling technology can be used to reduce gas production and dewatering
costs.

4) To determine if production of low volumes of gas, at temperatures well below freezing during
winter months, can be achieved.

5) To assemble a database of information on gas and water flow rates, gas content, coal seam
properties, well drilling, completion and stimulation techniques, and pumping and injection
systems for dewatering and water management.

Final Summary
It was concluded that the Fort Yukon coal deposit has neither an adequate gas content nor sufficient
permeability to supply the amount of gas required to meet the energy needs of Fort Yukon village. Even if
the required amount of methane could be produced, the cost of electricity may not be competitive with the
current method of diesel power generation. However, the project did show that slim-hole drilling with
lightweight, portable rigs is a technically feasible method for CBM gas production in remote areas. An
initially unanticipated outcome of the project was that drilling waste generated in the project could be
successfully used as a sealant in landfill areas without any significant environmental risk. This provides
for a method to dispose of drilling waste in remote areas at reduced cost.
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Project Title:

Task 2.04.1 Testing of a 5 KW SOFC on Diesel Reformate for Remote Power
Applications

Program/Project Identification Number

DE-FC26-01NT41248 2.04.1

UAF Pl Name and address External PI Name and address
Dennis Witmer Lyman Frost

University of Alaska Fairbanks INEEL

PO Box 755910 (208) 526-2491

Fairbanks, AK 99775 frosl@inel.gov

(907) 474-7082 ffdew@uaf.edu

Abstract
Solid oxide fuel cells (SOFC) have been demonstrated to generate electrical power at high efficiency at
the 5 kW range when operated on natural gas (this demonstration continues). However, natural gas is not
a readily available fuel in remote locations, where the value of electrical power is high. Thus, operating
these fuel cells on liquid fuels, preferably diesel fuels, is critical to the use of fuel cells in these locations.
This program is designed to test a SOFC on a diesel reformate, first using a large-scale fuel processor
currently being built at INEEL. The second phase of this program is to use the same fuel cell, but operate
it on a small 5 kW Pox fuel processor to be designed and built by SOFCo.

Objectives

1)  Continue operating existing fuel cell on natural gas to establish stack degradation and lifetime
data.

2) Demonstrate tubular SOFC system operating on dilute reformate stream provided by INEEL 500
kW diesel reformer.

3) Develop small-scale 5 kW diesel Pox reformer.

4) Demonstrate SOFC and diesel reformer operation in breadboard configuration.

Final Summary
Results from this project were somewhat encouraging, with laboratory breadboard integration of a small-
scale diesel reformer and demonstration of a SOFC in the first 18 months of the project. This initial
demonstration was conducted at INEEL in the spring of 2005, using a small-scale diesel reformer
provided by SOFCo and a fuel cell provided by Acumentrics. However, attempts to integrate and
automate the available technology have not proved successful yet. This is due both to the lack of
movement on the fuel processing side as well as to the rather poor stack lifetimes exhibited by the fuel
cells. A commercial product is still unavailable, and pre-commercial devices are extremely expensive and
require extensive field support.
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Project Title:

Task 2.04.2 Analysis of Actual Operating Conditions of an Off-Grid Solid Oxide
Fuel Cell

Program/Project Identification Number

DE-FC26-01NT41248 2.04.2

UAF Pl Name and address External PI Name and address
Dennis Witmer Tim Hudson

University of Alaska Fairbanks National Park Service

PO Box 755910 (907) 644-3381

Fairbanks, AK 99775 tim_hudson@nps.gov

(907) 474-7082 ffdew@uaf.edu

Abstract
The National Park Service (NPS) has purchased a 5 kW solid oxide fuel cell (SOFC) that operates on
propane to be deployed at the Exit Glacier Visitor Center in Seward, Alaska. This project will monitor the
performance of this fuel cell and provide independent third-party reporting and analysis of this
demonstration.

Objectives

1) Establish the efficiency, reliability, and suitability of small-scale SOFCs for use in remote areas
of Alaska.

2) Demonstrate the operation of a SOFC operating on propane.

Final Summary
This project was intended to demonstrate the operation of a 5 kW fuel cell that uses propane at a remote
site (defined as one without access to grid power, Internet, or cell phone, but on the road system). A fuel
cell was purchased by the NPS for installation in their newly constructed visitor center at Exit Glacier,
Kenai Fjords National Park. The DOE participation in this project as initially scoped was for independent
verification of the operation of this demonstration.

This project met with mixed success. The fuel cell has operated over six seasons at the facility with
varying degrees of success; it had one very good run of about 1049 hours late in the summer of 20086. In
general, however, the operation was below expectations. There were numerous stack failures, the
efficiency of electrical generation was lower than expected, and the field support effort required was far
higher than expected.

Based on the results, this technology has not developed to the point where demonstrations in off-road
sites are justified.
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Project Title:

Task 2.04.3 Alaska Coalbed Methane Water Disposal Methods: A Review of
Available CBM Information and Disposal and Treatment Options for Alaska

Program/Project Identification Number

DE-FC26-01NT41248 2.04.3

UAF Pl Name and address External PI Name and address
Debasmita Misra Mike Lilly

University of Alaska Fairbanks GW Scientific
307Duckering Building (907) 479-8891

Fairbanks, AK 99775 mlilly@gwscientific.com

(907) 474-5339 fldm1@uaf.edu

Abstract

Natural gas produced from coal seams—also referred to as coal bed methane (CBM)—is becoming an
increasingly important source of natural gas in the U.S. Coal seams suitable for this process are relatively
shallow (1000-3000 feet), but are saturated with groundwater. Production of natural gas requires that the
seam be de-watered before the methane can be released, resulting in large volumes of produced water.
While this water could be re-injected to the earth, such processes are expensive, and the water may be of
suitable quality for other uses. This study is intended to survey the issue of produced water and to
consider the water-use options available for Alaska.

Objectives

1)  Review relevant studies of CBM-produced water in the Lower 48, and the uses for this water (re-
injected, surface disposal, agricultural uses).

2) Review available relevant data on water quality from Alaskan shallow coal seams in the
Matanuska-Susitna Valley and other parts of the state.

3) Evaluate the possible uses of produced water in Alaska.

Final Summary
The review of CBM-produced water quantity and quality indicates that generalizations about what should
be expected in rural Alaska communities is very difficult without site information about the CBM reservoir
properties, formation water chemistry, infrastructure, and needs in each setting. The production of CBM
water can vary from near zero to requirements to pump for many years. The range of water quality can
also vary from near-drinking-water standards to water quality that could be costly to treat.
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Abstract
Methane gas is both an energy source, being the primary component in natural gas, and an atmospheric
gas of concern in global climate change models. Methane is produced in nature as a byproduct of the
decay of vegetation. Alaska’s North Slope contains large amounts of frozen peat that are significant
reservoirs of carbon, but as temperatures warm, there is concern that additional biological activity could
release significant quantities of methane, thus accelerating climate change. For this reason, researchers
have been attempting to quantify the rate of methane production from these areas. In January 2008, the
Pl led a small team of researchers to measure the flow rate of methane from a seep near Atqasuk. The
measurements consistently indicated that the flow rate was approximately 3000 cubic feet per day, and
that the gas is methane. This flow rate is considerably higher than found in typical lakes, where methane
is produced from decaying vegetation on the bottom of the lake at a rate of less than 1 cubic foot per day,
so the source of the seep near Atgasuk is of scientific interest. This quantity of methane is also enough to
supply energy for several homes, although, based on preliminary economic calculations, this single seep
is likely too far from the village and too small to power the entire village. However, if the seep is related to
either coal deposits or a deeper gas source, drilling for gas in or near the village may be feasible.

Objectives
The objectives of this study were to measure Atqasuk seep flow rates, characterize gas from this seep,
locate other seeps nearby, and evaluate the possible use of this gas in the village of Atgasuk to displace
diesel fuel.

Final Summary
The research team (1) quantified the amount of CH, generated by several seeps, and evaluated its
potential use as an unconventional gas source for the village of Atgasuk; (2) collected gas and analyzed
its composition from multiple seeps several miles apart to see if the source is the same, or if gas is being
generated locally from isolated biogenic sources; and (3) assessed the potential magnitude of natural CH,
gas seeps for future use in climate change modeling. This study determined that the seeps have a mixed
biogenic-thermogenic signature and likely have a coal seam origin. Our recommendation is that
transporting gas from the seep sites to Atgasuk is not cost-effective, but given the widespread distribution
of seeps, there is the potential for shallow drilling of coal seams beneath the town.
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Abstract

The Alaska North Slope (ANS) oil fields contain large reserves (in excess of 15 billion barrels) of cold,
heavy crude oil that cannot be produced without some form of enhanced oil recovery (EOR). These
reserves are relatively shallow (only a few thousand feet) and lie beneath permafrost. The presence of
permafrost prohibits the use of steam injection for EOR, and thus other methods are needed. Vapor
extraction, where light hydrocarbons are injected, shows promise as a method of reducing the viscosity of
these oils and allowing them to be produced.

Objectives

1) Develop model for vapor extraction processes.

2)  Compare vapor extraction model with laboratory experiments (at Stanford).
3) Compare model predictions with pilot well tests from the North Slope.

Final Summary

A one-year research program was conducted to evaluate the feasibility of applying solvent-based EOR
processes to develop West Sak and Ugnu heavy oil resources found on the ANS. During the first phase
of the research, background information was collected, and experimental and numerical studies of the
vapor extraction process (VAPEX) in West Sak and Ugnu were conducted. The experimental study is
designed to foster understanding of the processes governing vapor chamber formation and growth, and
to optimize oil recovery. A specially designed core holder and a computed tomography scanner were
used to measure the in-situ distribution of phases. A numerical simulation study of the VAPEX was
initiated during the first year. The numerical work completed during this period includes setting up a
numerical model and using the analog data to simulate lab experiments of the VAPEX process.
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Abstract
Wettability has a strong influence on the efficiency of oil recovery (EOR). Limited available data suggest
that the Alaska North Slope (ANS) reservoirs may be suitable targets for application of improved EOR
techniques based on wettability changes. New methods using interfacial tracers will be developed for
rapid, nondestructive characterization of mixed-wettability states of oil-bearing rocks in laboratory and
field settings. The new methods will be used to experimentally demonstrate the influence of injected and
reservoir fluid composition on wettability and, hence, on oil recovery efficiency in a variety of EOR
processes currently favored in ANS exploration, using representative Alaskan cores. The resulting
wettability, relative permeability, sweep and oil drainage, and imbibition data will be modeled as a function
of capillary number and bond number, in a form suitable for incorporation into a numerical simulator. The
new model will be used to predict optimal injection conditions for EOR operations that assist in expansion
of oil reserves on the ANS and to support Alaska’s historic lead in the development of new petroleum
production technology.

Objectives
In this project, new methods for a rapid, nondestructive wettability characterization will be developed. The
new techniques will be used to ascertain experimentally the influence of wettability on oil recovery
efficiency in representative Alaskan cores. Results from experiments and data analysis will be used to
demonstrate how influencing the wettability through injection of fluids with different salinity and altered
composition can be used to improve recovery efficiency in typical EOR processes of interest to ANS
exploration.

Final Summary
Numerous corefloods were conducted on reservoir rock material from representative formations on the
ANS. The corefloods consisted of injecting water (reservoir water and ultra low-salinity ANS lake water) of
different salinities in secondary as well as tertiary mode. Additionally, complete reservoir-condition
corefloods were conducted using live oil. In all the tests, wettability indices, residual oil saturation, and oil
recovery were measured. All results consistently led to one conclusion: that is, a decrease in injection
water salinity causes a reduction in residual oil saturation and a slight increase in water-wetness, both of
which are comparable with literature observations.

Link to final report

28



Project Title:

Task 3.03.2 Physical, Biological, and Chemical Implications of Mid-Winter
Pumping of Tundra Ponds

Program/Project Identification Number

DE-FC26-01NT41248 3.03.2

UAF Pl Name and address External PI Name and address
Larry Hinzman Mike Lilly

University of Alaska Fairbanks GW Scientific

PO Box 757340 (907) 479-8891

Fairbanks, AK 99775-7340 mlilly@gwscientific.com

(907) 474-6016 ffldh@uaf.edu

Abstract
Oil and gas development on the North Slope of Alaska is difficult due to the lack of roads, which are
expensive to build and maintain because of the presence of unstable permafrost soils. Ice roads are the
preferred method for providing access to drilling sites. Water to build these ice roads is pumped from
tundra ponds, which has resulted in some controversy, as there is little precipitation on the North Slope
and little water flow except during snowmelt in the spring. Current permitting regulations stipulate that a
maximum of 15% of the water in any lake may be pumped for ice road construction, but no scientific
justification for this limit exists. Direct impacts to fish and wildlife populations are difficult to quantify, and
may require the intentional stressing of a wetland to measure changes in water chemistry.

Objectives
The objective of this study was to establish a scientific basis for permitting regulations affecting the
pumping of tundra ponds for ice road construction.

Final Summary
Tundra lakes on the North Slope of Alaska are an important resource for energy development and
petroleum field operations. A majority of exploration activities, pipeline maintenance, and restoration
activities take place on winter ice roads that depend on water availability at key times of the winter
operating season. These same lakes provide important fisheries and ecosystem functions. In particular,
overwintering habitat for fish is one important management concern. This study focused on the evaluation
of winter water use in the current field operating areas to provide a better understanding of current water-
use practices. It found that under current water-use practices, there were no measurable negative effects
of winter pumping on the lakes studied, and current water-use management practices were appropriately
conservative. The study did find many areas where improvements in the understanding of tundra lake
hydrology and water usage would benefit industry, management agencies, and the protection of fisheries
and ecosystems.
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Abstract
The Bristol Bay region of Alaska is known to have significant hydrocarbon resources, but exploration in
the region has been limited because of the lack of nearby infrastructure. As the natural gas industry in the
Cook Inlet region matures, however, finding nearby sources of abundant natural gas has increased the
interest in the Bristol Bay region. This project is designed to improve the understanding of the
hydrocarbon potential in the Bristol Bay region as a necessary step in attracting exploration in the region.

Objectives

1) Develop a more complete understanding of the geology of the Bristol Bay region.
2) Prepare public reports and maps of this information for use by oil and gas exploration companies.

Final Summary
From 2004 through 2007, four partial field seasons focused on energy-related geology in the Port Moller,
Chignik, Ugashik Lakes, and Puale Bay areas of the Bristol Bay region, Alaska Peninsula. These new
geologic field data and laboratory analyses codify fundamental reservoir, source, seal capacity, and
thermal maturity characteristics of basin targets; places the Miocene Bear Lake Formation reservoir data
in a stratigraphic and sequence stratigraphic framework; and summarizes the petroleum system geology
and hydrocarbon potential of this frontier basin. All data are public. All data through the 2006 field season
were published in peer-reviewed Division of Geological & Geophysical Surveys (AKDGGS) reports:
www.dggs.dnr.state.ak.us/publications and www.dog.dnr.state.ak.us/oil.

Successful lease sales were held in Bristol Bay in 2006, with data from this study cited as an important
factor in the new interest in this area.
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Abstract
Seventy-five percent of Alaska's operating budget comes from hydrocarbon production, mostly from the
North Slope, especially from Prudhoe Bay, which is in the geologically simplest northern margin of the
large Colville basin. As this field ages, finding additional hydrocarbon resources is critical for Alaska's
economy. The southern Colville basin, near the Brooks Range, has abundant hydrocarbon potential, but
the timing of hydrocarbon generation and migration and/or reservoir development with respect to trap
formation is complex and poorly understood. This project is designed to study the geology of exposed
outcroppings in the Brooks Range to develop a clear picture of when and where fractures developed in
the Colville basin in order to better predict oil and gas migration pathways, timing of hydrocarbon
migration, and timing of trap formation.

Objectives
Map the structural geology, both surface and subsurface, based on two transects in the Brooks Range.
Document the fracture distribution and character throughout the stratigraphic column, the processes
associated with fracture formation, temperatures, pressures, and fluid compositions during fracturing.
Publish maps of information.

Final Summary
The results of the study indicate that fractures formed episodically throughout the evolution of northern
Alaska, due to a variety of mechanisms. Four distinct fracture sets were observed. The earliest fractures
formed in deep parts of the Colville basin and in the underlying Ellesmerian sequence rocks as these
rocks experienced compression associated with the growing Brooks Range fold-and-thrust belt. Across
northern Alaska, the early deep basin fractures were probably synchronous with hydrocarbon generation.
Initially, these early fractures were good migration pathways, but were destroyed where they were
subsequently overridden by the advancing Brooks Range fold-and-thrust belt. However, at these
locations, younger fracture sets related to folding and thrusting could have enhanced reservoir
permeability and/or served as vertical migration pathways to overlying structural traps.
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Abstract
Chemically bonded phosphate ceramic sealants have been developed at Argonne National Laboratory,
and are ideally suited for sealbore completions in arctic environments, especially in areas of permafrost.
This project is intended to modify the sealants as necessary to allow for their use in arctic climates, and to
demonstrate their use in the field.

Objectives

1)  Conduct simulated laboratory tests at UAF for oil field niche applications of phosphate sealants.

2) Formulate and optimize the ceramic borehole cement for use in permafrost regions.

3) Collaborate with industrial partner (BJ Services), and conduct field tests.

4) Test the formulations for other applications in the infrastructure development of Alaska with
additional industrial partner (Bindam Corporation).

Final Summary
Novel chemically bonded phosphate ceramic borehole sealant—Ceramicrete—has many advantages
over conventionally used permafrost cement at the Alaska North Slope (ANS). However, in normal field
practices when Ceramicrete is mixed with water in blenders, it has a chance of being contaminated with
leftover Portland cement. In order to identify the effect of Portland cement contamination, tests were
conducted at BJ Services in Tomball, Texas, as well as at UAF with Ceramicrete formulations proposed
by the Argonne National Laboratory. The tests conducted at BJ Services with proposed Ceramicrete
formulations and Portland cement contamination revealed significant drawbacks that caused these
formulations to be rejected. However, the newly developed Ceramicrete formulation at UAF showed
positive results, with Portland cement contamination as well as without Portland cement contamination,
for its effective use in oilwell-cementing operations at the ANS.
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Abstract
Crude oil contains a wide variety of chemical compounds, including waxes. Given proper conditions of
temperature and pressure, these waxes can deposit in wellbores, leading to reduced production and
significant downtime while the waxes are removed. The problem is exacerbated by cold ambient
temperatures on the Alaska North slope and by decreasing production volumes, which lead to lower
temperatures in the wellbores. If the problem becomes severe, it is no longer economical to operate
problem wells, and wells are shut down. However, wax production mechanisms vary from well to well,
leading to difficulty in providing universal solutions. Solving this problem could significantly reduce the
economic limit and spur development of smaller accumulations of oil on the North Slope.

Objectives

1)  Evaluate the mechanisms and environments leading to wax deposition in candidate wells of
selected Alaska North Slope oil fields.

2) Develop user-friendly models to predict wax deposition, and quantify its effects on oil production.

3) Design methods and techniques for preventing and controlling wax deposition.

Final Summary
The work completed during this study included measurement of density, molecular weight, viscosity, pour
point, wax appearance temperature, wax content, rate of wax deposition using cold finger, compositional
characterization of crude oil and wax obtained from wax content, gas-oil ratio, and phase behavior
experiments, including constant composition expansion and differential liberation. Also, included in this
study was the development of a thermodynamic model to predict wax precipitation. Comparison indicated
that Pedersen’s model gives better results, but the assumption of wax phase as an ideal solution is not
realistic. Hence, Won’s model was modified to consider different precipitation characteristics of the
various constituents in the hydrocarbon fraction. The results obtained from the modified Won’s model
were compared with existing models, and it was found that predictions from the modified model are
encouraging.
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The in-place resources of viscous oil on the Alaskan North Slope (ANS) are huge, estimated at between
20 and 25 billion barrels, as large as the nearby Prudhoe Bay oil fields. However, these viscous oils are
cold and thick, difficult to produce and transport, and not economical to produce. Increasing world prices
of oil and the decline in production of other ANS fields has led oil producers to focus more attention on
this resource. Successful production of viscous oils requires an understanding of the complex phase
behavior of these oils, especially in response to enhanced oil recovery (EOR) methods such as
steamflooding, in-situ combustion, or miscible gas injection. This study is intended to evaluate these
properties, and to share this information with ANS owners and producers.

Objectives

1)  Conduct experimental and simulation studies designed to elucidate the PVT (pressure/volume/

temperature) and fluid phase behavior of various representative ANS viscous oils in the presence
of solvents, gases, heat, and precipitating phases.

2) Demonstrate the application of the above information in better understanding of production issues
associated with viscous oils.

Final Summary

An experimental study was conducted to quantify the phase behavior and physical properties of viscous
oils from the ANS oil field. The oil samples were compositionally characterized by the simulated distillation
technique. Constant composition expansion and differential liberation tests were conducted on viscous oll
samples. Experimental results for phase behavior and reservoir fluid properties were used to tune the
Peng-Robinson equation of state and predict the phase behavior accurately. Based on the
comprehensive phase behavior analysis of ANS crude oil, a reservoir simulation study was conducted to
evaluate the performance of a gas injection EOR technique for the West Sak reservoir. It was found that a
definite increase in viscous oil production could be obtained by selecting the proper injectant gas and by
optimizing reservoir-operating parameters.
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Abstract
Significant deposits of viscous oil have been identified on the Alaskan North Slope (ANS), but production
of these reserves is limited by the difficulty in extracting this oil from the ground. While methods for
extracting this type of oil are known, knowledge of the physical and microbiological properties of the oil is
necessary to predict production rates and to optimize production strategies. This study will conduct
careful measurements of the properties of a statistically and geographically significant ANS viscous oil
target population to allow industry to develop effective recovery methods for this oil.

Objectives

1)  Collect and characterize a representative population of ANS viscous crude oils and their
substrates.

2) Determine if ANS viscous oils are amenable to viscosity reduction processes through natural or
induced microbiological populations, or modifications to the molecular structure of the oil by
chemical processes, or some combination of the two.

Final Summary
A microbial formulation containing a known biosurfactant-producing strain of Bacillus licheniformis was
developed in order to simulate microbially enhanced oil recovery (MEOR). Coreflooding experiments were
performed to simulate MEOR and quantify the incremental oil recovery. Properties like viscosity, density,
and chemical composition of oil were monitored to propose a mechanism for oil recovery. The microbial
formulation significantly increased incremental oil recovery, and molecular biological analyses indicated
that the strain survived during the shut-in period.
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Abstract
Ice road construction is an important aspect of oil and gas exploration on the Alaska North Slope, as this
allows access to undeveloped areas. Water for ice roads is taken from tundra lakes and ponds, as
allowed by permit. However, the scientific basis for permitted water volumes is not well established, as
rules have been created ad hoc, and this has become a trigger issue for those opposed to any
development in the Arctic. This issue is becoming more important as exploration pushes out of the
coastal areas, where ponds are common, into the National Petroleum Reserve, where lakes are less
common and will be pumped harder. Starting in 2002, AETDL funded a study to look at the impacts of
pumping on the physical and chemical characteristics of the lakes. One important parameter identified
was the watershed recharge area, that is, the area of snow-covered tundra that provides spring meltwater
to a lake to assure that sufficient flushing of concentrated ions takes place, and the lake returns to its
natural state after pumping. This study continues work in this area.

Objectives

1) Work closely with industry to identify lakes of interest for this study.

2) Measure the water balance of lakes of interest, and monitor the changes in pond water volume
and water chemistry.

3) Share this information with project participants, including the scientific community, regulatory
agencies, the oil industry, and environmental groups.

Final Summary
The study found that the chemistry of tundra lakes varied due to natural processes, such as ice formation
and exclusion of solutes from lake ice, but could not associate any changes in lake water chemistry to
water use. All study lakes were observed to recharge during spring snowmelt. L9312 was recharged both
by snowmelt from its contributing watershed and by overbank flooding from the adjacent Colville River in
2004, but was not flooded in 2005. The lake fully recharged by fall freeze-up, due to both spring snowmelt
recharge and summer precipitation.
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Abstract
Gas hydrates are considered an alternative energy resource of the future, as they exist in enormous
quantities in permafrost and the offshore environment. One of the primary mechanisms involved in
hydrate decomposition in porous media is the gas-water two-phase flow in the formations. Despite their
importance, these functions are poorly known due to a lack of fundamental understanding of gas-water
flows and the difficulty of direct measurements for hydrate systems.

Objectives
The objectives of this study are
1) to develop a laboratory method to form synthetic hydrates in field core samples for performing
unsteady-state relative permeability displacement experiments; and
2) to measure relative permeability across hydrate-saturated core samples.

Final Summary
In February 2007, core samples were taken from the Mt. Elbert site, situated between the Prudhoe Bay
and Kuparuk oil fields on the Alaska North Slope. Core plugs from those core samples were used as a
platform to form hydrates and perform unsteady-steady-state displacement relative permeability
experiments. The absolute permeability of Mt. Elbert core samples, determined by Omni Labs, was
validated as part of this study. Data taken with experimental apparatuses at the University of Alaska
Fairbanks, ConocoPhillips’ laboratories at the Bartlesville Technology Center, and at the Arctic Slope
Regional Corporation’s facilities in Anchorage, Alaska, provided the basis for this study.
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Abstract
The Alaska North Slope region presents one of the greatest opportunities the U.S. has to increase its
domestic production of oil and gas; but this region also presents some of the world’s most significant
environmental and logistical challenges to oil and gas production. A number of studies have shown that
weather patterns in this region are warming and that tundra is frozen fewer days each year. Operators are
not allowed to explore until the tundra is sufficiently frozen, and then break-up forces rapid evacuation.
Using the best available methods, exploration in remote arctic areas can take up to three years to identify
a commercial discovery, and then it takes years to build the infrastructure for development and
production. This makes exploration cost-prohibitive. New technologies are needed or oil and gas
resources may never be developed outside limited exploration stepouts from existing infrastructure.

Objectives
Team collaboration is designed to reduce environmental concerns for ecologically sensitive areas
currently open for extraction activities. The JIP addresses not only the engineering challenges that face
the energy industry but also the considerable environmental concerns that face preserves and protected
areas because of mineral extraction activities.

Final Summary
The team discussed various potential applications with industry, governmental agencies, and
environmental organizations. The benefits and concerns associated with industry’s use of technology
were identified. In this discussion process, meetings were held with five operating companies (twenty-two
people), including asset team leaders, drilling managers, HSE managers, and production and completion
managers. Three other operating companies and two service companies were contacted by phone to
discuss the project. A questionnaire was distributed and responses were provided, which are included in
the final report. Meetings were also held with State of Alaska Department of Natural Resources officials
and U.S. Bureau of Land Management regulators. Companies met with included ConocoPhillips,
Chevron, Pioneer Natural Resources, Fairweather E&P, BP America, and the Alaska Oil and Gas
Association.
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Abstract
The administration budget will be used for project management functions. These functions will include
meetings with industry, regulatory agencies, and university faculty to facilitate team formation, address
energy research needs, circulate RFPs for new projects, assemble and conduct panels for project
reviews, develop the annual work plan, conduct annual conferences and workshops on both fossil energy
and remote electrical energy, write quarterly reports to the DOE, maintain a database of contacts, travel
to conferences and meetings, and maintain a web presence with the above information.

Objectives

1) Create dialog between the DOE, the University of Alaska, and industry to address energy issues
in Alaska, through workshops, conferences, and individual meetings.

2)  Find projects of high priority to Alaskan industry, and recommend these projects for funding.

Final Summary

This report represents the final summary of the project selection process, and a brief summary of each
project undertaken. Final technical reports are attached.
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Appendix A Request for Proposals

University of Alaska

Arctic Energy Technology Development Laboratory

The Arctic Energy Technology Development Laboratory (hereafter referred to as AETDL) at the University of Alaska
requests pre-proposals to conduct projects to develop and deploy technologies for satisfying Alaska’s unique
energy needs. Proposals on electrical power generation technologies for rural and remote regions and fossil
energy will be accepted.

AETDL’s mission is to promote Research, Development and Deployment (RD&D) of energy technologies in Arctic
regions by bringing together resources from the University of Alaska (UA) and Alaska’s energy industry. Industry
will be involved in defining areas of research, reviewing proposals, and evaluating the results of the research
projects.

The U.S. Department of Energy (DOE) is providing financial assistance to the University of Alaska under
Cooperative Agreement No. DE-FC26-01NT41248. UA will submit projects selected under this RFP as new research
tasks under the Cooperative Agreement for DOE’s consideration. The Cooperative Agreement may be viewed at
http://www.uaf.edu/ine/erc/home.html.

Call for Proposals--FY 2003 and FY 2004 Funding Cycles

AETDL Technology Areas of Interest
Two broad areas of research will be funded:

1. Remote power generation technologies in arctic climates, including, but not limited to, fossil, wind,
geothermal, fuel cells, and small hydroelectric facilities.

Within this area, based on the results of meetings with Alaskan industry, special consideration may be
given to projects in the following sub-areas: economic analysis of the power cost equalization program,
development of fossil energy sources for local consumption, and the development of an energy
clearinghouse database.

2. Fossil energy areas including, but not limited to, enhanced oil recovery, heavy oil recovery, reinjection
of carbon, and extended reach drilling technologies; gas-to-liquids technology and liquefied natural gas
(including associated transportation systems); natural gas hydrates; coalbed methane; and shallow bed
natural gas.

Within this area, based on the meetings with Alaskan industry, special consideration may be given to
projects in the following sub-areas: coal technologies and coalbed methane projects, heavy oil recovery,
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and developing scientific information useful for setting appropriate parameters for environmental

permits.

ROUND 1
December 23, 2002:
January 31, 2003:
February 17, 2003:
February 28, 2003:
March 11, 2003:
March 12, 2003:
March 13, 2003:

April 11, 2003:

ANTICIPATED SCHEDULE

Request for proposals published.

One-page pre-proposals are due to the AETDL office by the close of business in electronic
format (format below).

Notification of results of preliminary round.

Two-page proposals (format below) due in electronic format to AETDL office.

Fossil Energy oral review panel meets in Anchorage.

Remote Power Generation oral review panel meets in Anchorage.

Notification of results from oral review panel distributed.

Final proposals due from selected projects, in format listed below.

All pre-proposals and proposals must be submitted electronically to Juli Philibert at the AETDL office at
fnjapl@uaf.edu no later than close of business on the date due.

Project awards are dependent on available funding, and will be announced after the DOE review is completed, and

the task is added to the AETDL cooperative agreement. Since AETDL has no guarantee of continued funding or any

control over the timing of the DOE review and approval process, project funding start dates cannot be given.

ROUND 2
May 30, 2003:
June 13, 2003:
June 28, 2003:
July 9, 2003:
July 10, 2003:
July 11, 2003:

August 9, 2003:

Deadline for one-page pre-proposals for consideration in FY 2004 funding cycle
Ranking completed. Projects selected for final review notified.

Two-page proposals due in electronic format to AETDL office.

Fossil Energy review panel meets in Fairbanks.

Remote Power Generation review panel meets in Fairbanks.

Notification of results from oral review panel distributed.

Final proposals due from selected projects, in format listed below.
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All pre-proposals and proposals must be submitted electronically to Juli Philibert at the AETDL office at
fnjapl@uaf.edu no later than close of business on the date due.

Project awards are dependent on available funding, and will be announced after the DOE review is completed, and
the task is added to the AETDL cooperative agreement. Since AETDL has no guarantee of continued funding or any
control over the timing of the DOE review and approval process, project funding start dates cannot be given.

PROJECT REVIEW PROCESS

Project proposals are reviewed and evaluated at each stage of a three-stage process. Increasingly detailed
proposals are required at each stage. Proposal submissions will be evaluated by advisory review panels composed
primarily of representatives from Alaska’s energy-related industries. Two review panels will be convened: one to
evaluate fossil energy research proposals and one to evaluate remote power generation research proposals.

At each stage of the review process, the panels will evaluate submissions based on the following criteria:
Relevance to the AETDL mission
Relevance to industry
Strength of the university/industry research partnership
Uniqueness of approach
Strength and viability of idea
Impact to Alaska if project succeeds
Leverage of funding

Clarity of proposal, milestones, and objectives

Although AETDL will rely heavily on the panels’ recommendations, the panels are advisory and their
recommendations do not obligate AETDL to support any particular project. The final project review and approval
will be conducted by DOE
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PROPOSAL CONTENTS AND FORM

Technical Discussion

The technical discussion section of the proposal application shall provide technical information as follows:

The applicant shall provide a discussion that clearly delineates the scientific and technical merit of the
technology to be developed in the proposed project. The application should address the following:

(1)

(2)

(4)

(5)

(6)
(7)

Statement of Problem/Project Objectives - How the proposed work relates to the “Research
Objectives for This Solicitation” in either of the two AETDL Technical Areas of Interest and how it
supports pertinent AETDL program missions and goals.

Statement of the Problem - Describe the problem the proposal seeks to solve or result in
improvements to the current technological state-of-the art. Describe issues (identify current
deficiencies) and how the intended results will overcome barrier (technical, economic, market,

regulatory, environmental) issues, and the potential of a scientific or engineering breakthrough.

Statement of Work/Technical Approach - Describe the scientific and technical basis and merit of the
proposed work. Describe the proposed technical strategy and rationale for choosing that strategy,
i.e., a technical approach with a logical flow. A reviewer must be able to comprehend the rationale of
the proposed work for achieving the intended results.

Impact to Alaska of a successful project - Anticipated benefits of the proposed work, such as
performance improvements, cost savings, and environmental benefits. Suggest any crosscutting or
technology spin-off benefits.

Proposed Products of R&D, - Describe the tangible products such as new knowledge bases, a new
approach, etc. anticipated from the proposed project.

Dissemination of Project Results - Describe how new technologies and/or new knowledge resulting
from the project will be disseminated to the public through commercialization or other means.
Additional background information the applicant wishes to include about the project.

Pre-Proposals

One-page pre-proposals should be submitted by filling out the Pre-proposal Application/Cover form, and attaching

a one-page project description. This form is available on the AETDL web site at www.uaf.edu/AETDL. Please note

that AETDL reserves the right to reject any pre-proposals that exceed the one-page limit.

Two-page Proposals

Applicants whose projects are selected for evaluation in the second phase will be required to submit a two-page

proposal for evaluation by the review panel prior to the oral review. The format required will be the same as for

the one-page document, but with two additional requirements: 1) cost share detail, including letters from

industrial partners, and 2) a list of project milestones and deliverables.
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Full Review Panel Process

Each applicant submitting a two-page proposal will be required to make a 15-minute presentation to an industry
review panel. This presentation must be prepared in Power Point, and must be brought to the review session on
CD. Following each presentation, panel members will have a five-minute discussion and question period. An
additional five-minute period will follow for review panel members to complete their scorecards. After the
presentations, panel members will discuss their combined scoring efforts and present their recommendations for
funding to AETDL. In addition to numeric scores, reviewers will be encouraged to provide written comments
concerning each research proposal. After the review process, AETDL will make copies of their respective scorecards
available to each applicant. AETDL will submit the successful proposals as research tasks under the work plan as
required by the Cooperative Agreement.

Final proposal format for inclusion in the AETDL Work Plan

The following additional information shall be required within 30 days of notification of being selected for review by
DOE.

=  Standard Form 424 - Application for Federal Assistance

= NEPA Environmental Questionnaire

=  DOE F4600.4 - Federal Assistance Budget Information Form

= Supporting Cost Detail - Detailed budget including estimated unbigoted balances from the previous
budget period (if applicable), identifying elements of cost for both the Government’s and the third
party’s cost, their basis of estimate, and supporting documentation. See guidance below.

= Cost Share Commitment Letter - Must identify the composition and the source of cost share. (Cash, In-
Kind) Cost share must be allowable costs under Federal Regulations. (See 10 CFR 600.123). Cost Share
detail shall be provided for each budget period along with the Supporting Cost Detail information for
each budget period.

All forms and instructions needed for preparation of the above referenced forms can be found on the NETL
homepage at: http://www.netl.doe.gov/business/faapiaf/main.html. Instructions for completion of the forms are

contained on the back of each form.

The SF424 and the NEPA Environmental Questionnaire can be found at the above website address in Volume | —
Offer and Other Documents. The DOE 4600.4 form can be found in Volume Ill — Cost Application under Budget
Forms. Guidance regarding Supporting Cost Detail can be found in Volume Il under Supporting Cost Detail
Requirements. An Excel Spreadsheet, V3-GUIDE.XLS may be used as a format in which to prepare this supporting
cost detail. The format can be changed to reflect your company’s specific cost elements.

Industry/University Collaboration and Cost Sharing

Joint proposals between industry and the University of Alaska are strongly encouraged. Projects demonstrating
such a partnership will receive a scoring bonus used to rank the research proposals.
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All applicants will be required to submit cost sharing at a minimum of 20% of the project total. In order to be
recognized as allowable cost sharing, a cost must be included in the total project value, be necessary for
completion of the proposed work effort, and be otherwise allowable in accordance with applicable Federal cost
principles and DOE regulations governing cost sharing (See 10 CFR 600.123). Allowable cost sharing includes funds-
in to UA or in-kind contributions. In-kind contributions can include donated equipment, labor costs for laboratory
or fieldwork, or major work activities such as drilling.

Although not all-inclusive, provided below is a list of costs that are unallowable as project costs and, therefore,
unallowable for cost sharing:

e Valuation for property sold, transferred, exchanged, or manipulated in anyway to acquire a new basis for
depreciation purposes or to establish a fair use value in circumstances that would amount to a transaction
for the purpose of the Cooperative Agreement.

e DOE will not share in both the direct cost and depreciation on the same item. Depreciation is not
allowable for cost sharing on any item previously charged to the project as a direct cost. For example, DOE
will cost share the direct cost on equipment or facilities purchased or constructed for the project, but will
not also cost share the depreciation.

e Interest on borrowing (however represented) and other financial costs such as bond discounts, cost of
financing and refinancing capital (net worth plus long-term liabilities), are unallowable project costs. This
includes interest on funds borrowed for construction.

e  Facilities capital cost of money shall be an unallowable cost on all real property or equipment acquired by
or on behalf of the Participant in connection with the performance of the project.

e  Previously expended research, development, or exploration costs, including existing data are unallowable.

e Forgone fees, forgone profits, or forgone revenues are unallowable. Business losses are unallowable.

o Allowable costs under past, present, or future Federal government contracts, grants or cooperative
agreements may not be charged against the Cooperative Agreement. Likewise, the participant may not
charge costs allowable under this project, including any portion of its cost share to the Federal
government under any other contracts, grants, or cooperative agreements.

Funding Request Considerations

Participants are obliged to develop realistic budgets and schedules. The dollar size of individual AETDL projects is
not fixed, but the goal is to fund multiple projects in each research area. As a general rule, individual proposals are
suggested not to exceed $350,000 per year from AETDL. Larger projects may be suitable for funding within other
DOE funding streams, and submission to these programs will be encouraged where appropriate.

Depending on the availability of funding, and how a particular project is prioritized in the review, AETDL may
recommend that a project be funded at less than the requested amount, provided that the project can proceed
under a reduced scope-of-work, or an extended schedule.

Continuity, Completion, and Close-out of Projects

AETDL will endeavor to adequately fund each worthy project for a period of time sufficient to achieve success.
However, there is no guarantee that a multi-year project, once started, will be funded at the requested level over
the planned number of years. Beginning with the FY 2003 funding cycle, ongoing projects will be exempt from the
one-page pre-proposal requirement, but must still participate in the Full Review Panel Process. While new
proposals will be strictly limited to two pages, proposals for on-going projects will have a third page containing a
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table showing the project funding history and accomplishments by year. Projects that extend beyond a single year
are anticipated, but projects should be limited to three years.

Although not all-inclusive, possible reasons for the premature termination of a multi-year project include:

e The industry review panel assigns a low priority on the basis of relevance (e.g., the problem has been
solved or is no longer important).

e Lack of funds available to AETDL.

e  Programmatic considerations as judged by the AETDL program manager or DOE.

e lack of performance or accomplishment of milestones (e.g., the investigators are not meeting their
objectives).

e The principal investigator has left the project and there is no replacement.

For projects that are discontinued, the industry panel may recommend to AETDL “close-out” funding so that final
reports can be prepared and steps to transfer the technology to industry can be made.

Funding of Projects

AETDL will use the recommendations of the review panels to create an annual work plan to be submitted to DOE
for funding of the work. Applicants whose proposals are selected for funding will be required to submit a detailed
report to AETDL showing the proposed use of DOE funds, the source of matching funds, and the schedule for
deliverables, including quarterly progress reports.

REPORTING REQUIREMENTS: Those applicants whose projects are selected for funding will be required to
submit the following reports:

Quarterly Project Status Reports - A format for this quarterly report will be posted on the AETDL web site. This
report is a concise narrative describing the current status of the effort. The report allows Recipients to
communicate developments, achievements, changes and problems. The award Recipient enters an abstract, along
with a brief narrative discussion of the following topics: objectives, milestones, and highlights; approach changes,
performance variances, accomplishments, or problems; open items; and status assessment and forecast. Each of
these topics is addressed, as appropriate, and the report is submitted quarterly during the life of the project.

Topical Report - This is a final technical report, required in addition to the written quarterly report, which shall
document and summarize all work performed over the duration of the project in a comprehensive manner. It shall
also present findings and/or conclusions produced as a consequence of this work. This report shall not merely be a
compilation of information contained in subsequent quarterly, or other technical reports, but shall present that
information in an integrated fashion and shall be augmented with findings and conclusions drawn from the
research as a whole. This final Topical Report will be due 30 days from the completion of the project.
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In addition to the required written reports, projects will be required to participate quarterly in televideo
conferences. These televideo conferences will be held bi-weekly, with two projects presenting in each session.
Project PI's will be presented with a tentative schedule prior to the beginning of the quarter. Each project will be
required to prepare a 15-minute Power Point presentation, and must be available for answering questions at the
end of the presentation. The Power Point presentations will be posted to the AETDL web site.

Annual DOE Project Review

Under the terms of the Cooperative Agreement, AETDL, in coordination with DOE, will conduct annual reviews of
each project’s progress, problems, and accomplishments, and provide a forum for identifying and resolving
significant problems (The review required under the Cooperative Agreement is separate and independent from the
industry panel process used to select projects described above). Principal investigators will be responsible for
preparing information packages, visual aids, and other data and providing such other assistance as may be
necessary for efficient conduct of these reviews. Final date, place, agenda, and list of attendees for each such
project review meeting will be coordinated between the principal investigators, AETDL and DOE.

Contact Information

For questions concerning this RFP, please contact Dennis Witmer at ffdew@uaf.edu

The University of Alaska is an affirmative action/equal opportunity employer and educational institution.
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Appendix B Enabling Legislation

114 STAT. 1654A—-482 PUBLIC LAW 106-398—APPENDIX

SEC. 3197. OFFICE OF ARCTIC ENERGY.

(a) EsTABLISHMENT.—The Secretary of Energy may establish
within the Department of Energy an Office of Arctic Energy.
(b) Purposes.—The purposes of such office shall be as follows:
(1) To promote research, development, and deployment of
electric power technology that is cost-effective and especially
well suited to meet the needs of rural and remote regions

of the United States, especially where permafrost is present
or located nearby.

(2) To promote research, development, and deployment in
such regions of—

(A) enhanced oil recovery technology, including heavy

oil recovery, reinjection of carbon, and extended reach drilling
technologies;

(B) gas-to-liquids technology and liquified natural gas
(including associated transportation systems);

(C) small hydroelectric facilities, river turbines, and

tidal power;

(D) natural gas hydrates, coal bed methane, and shallow

bed natural gas; and

(E) alternative energy, including wind, geothermal, and

fuel cells.

(c) LocaTioN.—The Secretary shall locate such office at a
university with expertise and experience in the matters specified
in subsection (b).
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National Energy Technology Laboratory

626 Cochrans Mill Road
P.O. Box 10940
Pittsburgh, PA 15236-0940

3610 Collins Ferry Road
P.O. Box 880
Morgantown, WV 26507-0880

One West Third Street, Suite 1400
Tulsa, OK 74103-3519

1450 Queen Avenue SW
Albany, OR 97321-2198

539 Duckering Bldg./UAF Campus
P.O. Box 750172
Fairbanks, AK 99775-0172

Visit the NETL website at:
www.netl.doe.gov

Customer Service:
1-800-553-7681
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ABSTRACT

Alaska has spent billions of dollars on various energy-related activities over the past
several decades, with projects ranging from smaller utilities used to produce heat and
power in rural Alaska to huge endeavors relating to exported resources. To help provide
information for end users, utilities, decision makers, and the general public, the Institute
of Northern Engineering at UAF established an Energy Information Clearinghouse
accessible through the worldwide web in 2002. This clearinghouse contains information
on energy resources, end use technologies, policies, related environmental issues,

emerging technologies, efficiency, storage, demand side management, and developments
in Alaska.
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INTRODUCTION:

Alaska has spent billions of dollars on various energy related activities over the past
several decades. Such projects range from smaller utilities used to produce heat and
power in rural Alaska to huge projects relating to exported resources. Alaska has vast
energy resources with petroleum, coal, and natural gas receiving the most attention to
date. But there are also abundant renewable resources, including geothermal, wind,
hydropower of various forms (including tidal, waves, and currents), and solar power for
up to eight months of the year. With the high cost of heat and power -- especially in rural
Alaska -- the state is eager to find ways of reducing state subsidies.

To help provide information for end users, utilities, decision makers, and the general
public, the Institute of Northern Engineering at UAF submitted a proposal to AETDL in
2001 to develop an Energy Information Clearinghouse accessible through the worldwide
web. This clearinghouse was established in 2002 and contains information on energy
resources, end use technologies, policies, related environmental issues, emerging
technologies, efficiency, demand side management, and developments in Alaska. This led
to the development of a www page discussed below. Efforts to secure funding to
maintain this site have not been successful to date.

EXPERIMENTAL: - not applicable for this project



EXECUTIVE SUMMARY:

To help provide information for end users, utilities, decision makers, and the general
public, the Institute of Northern Engineering at UAF established an Energy Information
Clearinghouse accessible through the worldwide web in 2002. This clearinghouse
contains information on energy resources, end use technologies, policies, related
environmental issues, emerging technologies, efficiency, demand side management, and
developments in Alaska.

Energy resources discussed include oil, coal, and natural gas as fossil fuels; geothermal
and nuclear power; and renewable resources, including hydropower, wind, wave and
tidal, and solar electric as well as solar thermal. Conventional end use technologies
discussed are steam, combustion, and hydraulic and wind turbines plus diesel electric
generators for the production of electric power; and furnaces and boilers for the
production of heat. Steam turbine plants generally have a history of achieving up to 95%
availability and can operate for more than a year between shutdowns for maintenance and
inspections. Their unplanned or forced outage rates are typically less than 2% or less than
one week per year. This technology leads the others in total production of electric power
in the US. Emerging technologies include fuel cells and thermoelectric generators.
Energy storage via electrochemical batteries, flywheels, and hydrogen is also addressed.

Under environmental impacts, we address disposal of spent nuclear fuel, greenhouse
gases, CO emissions in Alaska, fuel spills, and impacts of renewable technologies. As an
example of a contentious national and global issue, the US DOE spent 14 years and $4.5
billion on studies before recommending in January of 2002 that Yucca Mountain, a
barren volcanic structure about 90 miles from Las Vegas, be used to bury thousands of
tons of highly radioactive nuclear waste from power plants and nuclear weapons
factories. The project faces substantial technical, legal and political challenges, and could
be derailed by either house of Congress, the courts or engineering problems. In Alaska,
the major ambient air quality issue associated with our use of fossil fuel resources is
excessive levels of ambient CO in urban areas during the winter. This places Anchorage
and Fairbanks in jeopardy of being sanctioned by the US EPA. Indoors, Alaska has the
highest age-adjusted death rate from accidental CO poising in the nation.

“Energy conservation” refers to a variety of strategies employed to reduce the demand for
energy. This can include adding extra insulation on building exteriors, setting building
thermostats closer to ambient temperatures, or carpooling. Conservation is a different
practice than increasing energy efficiency, which refers to increasing the useful output for
a given energy input. This could involve replacing incandescent light bulbs with compact
fluorescent ones, driving more fuel-efficient motor vehicles, and buying more efficient
appliances.

With transportation accounting for roughly 25 percent of our nation's energy
consumption, a key ingredient for future savings in energy is improving the corporate
average fuel economy (CAFE) for motor vehicles. Other important components are use
of more efficient lighting by homes and businesses, the use of more efficient electric



motors by industry, and increased use of solar energy for space and water heating. In
Alaska, there is a large potential for fuel oil savings in villages by using heat captured
from the jacket water of diesel - electric generators for space heating.

Alaska’s electrical energy infrastructure differs from that of the rest of the United States
in that most consumers in the Lower 48 states are linked to a huge, transcontinental
electrical energy grid through transmission and distribution lines. In Alaska, there are at
least 175 rural communities in the state that are not interconnected and must rely on their
own power sources. These communities rely almost exclusively on diesel electric
generators. In the central part of the state, from Fairbanks to the Kenai Peninsula south of
Anchorage, (an area called the Railbelt), there is an interconnected grid. Natural gas is
the primary fuel used in south central Alaska. Barrow, in far northern Alaska, also relies
on natural gas. The largest hydroelectric plant is the state-owned 90 MW Bradley Lake
Hydroelectric Project, near Homer, which provides approximately 10 percent of the
electrical energy needs of the Railbelt. The Alaska Rural Electric Cooperative
Association (ARECA) is the trade association for most electric utilities in Alaska. It
provides advocacy and program services to help member utilities in their efforts to serve
consumers with affordable, reliable electricity and improve the quality of life in Alaska’s
communities.



RESULTS AND DISCUSSION:

The opening page narrative plus a picture from the homepage appears below.
This site is accessible over the www at
http://www.uaf.edu/energyin/webpage/opening page.htm.

Energy Information Clearinghouse
University of Alaska Fairbanks

A guide to issues associated with the production of heat and electric power with
an emphasis on northern applications. Additional information on energy conservation,
environmental issues and energy storage.

Technologies for producing heat and electric power are central to modern
civilization and are essential for well-being during much of the year in Alaska and other
northern communities. Today, those most widely deployed in Alaska for electric power
production include gas and steam turbines in urban areas, diesel-electric generators in
rural regions, and hydropower in both rural and urban regions. The first three utilize
fossil fuels while the latter together with wind and solar are examples of technologies
based on renewable resources. Nuclear power, although widely used worldwide, is not
currently utilized in Alaska.

Heating is typically accomplished using furnaces and boilers fueled with oil or
natural gas or wood stoves. But dwellings and commercial buildings may also be heated
by operating the electric power generators in a
cogeneration mode.

Energy storage is a critical issue for renewable-
based technologies. The storage mechanism is elevated
water in the case of hydropower while electrochemical
batteries are commonly used to store electricity directly.

Other important issues include energy
conservation, environmental impacts, resources, end
uses, demand side management and efficiencies.

Examples of emerging technologies worth
mentioning include fuel cells, thermoelectric generators,
flywheels, and energy storage using hydrogen. These
technologies are not now in widespread use.

—
ﬁfgﬂ 3

Erection of wind turbine at Kotzebue
FElectric Association

The University of Alaska as well as various
utilities and State and Federal agencies are currently
pursuing energy related activities in Alaska.



As an example of one of the inside pages accessed from the opening page. see the below.

STEAM AND GAS TURBINE POWER PLANTS

Fossil-fuel fired central station power plants world-wide normally use either steam or gas
turbines to provide mechanical power to electrical generators. Pressurized high
temperature steam or gas expands through various stages of a turbine, transferring energy
to the rotating turbine blades. The turbine is mechanically coupled to a generator that
produces electricity. Steam turbine power plants operate on a Rankine cycle, where the
steam is created externally to the turbine in a boiler, where water under pressure passes
through a series of tubes until it boils, eventually becoming superheated steam. The heat
is provided by a furnace, normally burning coal, natural gas, or fuel oil. However, the
heat could also be provided by biomass or solar or nuclear energy. Then, the plants
wouldn't be fossil-fuel fired. After the steam exits the turbine, it is condensed in a
condenser, pumped to boiler pressure, and reintroduced into the boiler. Heat is normally
rejected from the condenser to a body of water such as a river.

Combustion Gases

Stack
Steam Turbine
Generator

Pulverized
Coal

Air
Courtesy of TXU Boiler Condenser Electricity
Coal-fired Power Plant with Steam Turbine: courtesy of TXU.

A gas turbine plant uses a compressor to compress the inlet air upstream of a combustion
chamber. Then, the fuel (normally natural gas) is introduced and ignited to produce high
temperature combustion products (mostly nitrogen and uncombusted oxygen) which
enter the turbine. The turbine powers the generator plus the compressor. The cycle
efficiency can be increased by installing a recuperator after the turbine exhaust to preheat
the inlet air after compression.



GAS-TURBINE WITH REGENERATION

FUEL

C OSB USTOR

INLET MR

COMPRESSED
AlR

>
=

COMPRESSOR

NAATAY

FREHEATED
AlR

POWER TURBINE

EHAUS
GAS

Gas Turbine with Recuperation. Image by www.nyethermodynamics.com.

About 50% of Alaska's installed capacity is combustion turbines and 13 % steam turbines
with 60% of the electricity produced using natural gas. Worldwide, 40 % of the
electricity is produced from coal-fired steam turbines and 13 % from natural gas.

Modern large condensing steam turbine plants have efficiencies approaching 40-45%,
with boiler/steam turbine installation costs between $800-$1000/kW or greater,
depending on environmental requirements. The steam turbine itself is generally
considered to have an availability at least 99 %, with longer than a year between
shutdowns for maintenance and inspections.

Gas turbine development accelerated in the 1930’s as a means of propulsion for jet
aircraft. It was not until the early 1980°s that the efficiency and reliability of gas turbines
had progressed sufficiently to be widely adopted for stationary power applications. Gas
turbines range in size from 30 kW (microturbines) to 250 MW (industrial frames).
Industrial gas turbines have efficiencies approaching 40% and 60% for simple and
combined cycles respectively.

The gas turbine share of the power generation market has climbed from 20 % to 40 % of
capacity additions over the past twenty years, with this technology seeing increased use
for baseload power. Much of this growth can be accredited to large (>50 MW) combined
cycle plants that exhibit low capital cost (less than $550/kW) and high thermal efficiency.

The capital cost of a gas turbine power plant can vary between $300-$900/kW, with the
lower end applying to large industrial frame turbines in combined cycle. Availability
when fueled with natural gas is in excess of 95%. In Canada, there have been 28 natural
gas-fired combined cycle and cogeneration plants with an average efficiency of 48 %.
The average power output was 236 MW and installed cost was around $ 500/kW.



Pruden, D., 2001, Hydrogen system efficiency targets, pp 87 — 91 IN: McLean, G. (ed.),
Proceedings of the 11" Canadian Hydrogen Conference, Victoria, B. C.

Review of Combined Heat and Power Technologies, 1999, ONSITE SYCOM Energy
Corporation for the California Energy Commission under grant number 98R020974 with
the U.S. Department of Energy, Office of Energy Efficiency and Renewable Energy.

Links on this page are:
Steam and Gas Links

Turbomotor Works
Dresser-Rand

How it Works: Small Gas
Turbine Engine

How Gas Turbines Work

And clicking on the second link leads to http://www.dresser-rand.com/steam/default.asp

One more section is presented below.

"!"‘i

What is geothermal energy?

Geo, meaning (earth) and thermal meaning
heat) is a naturally occurring energy in the
form of heat under the surface of the earth.
This energy source can be only a few feet
below the surface, in water that comes to the
surface of the ground, in hot rocks miles
below the surface, or even further down in

Pacific Gas & Ekciric

Ty steam poower 1&11’(
The Grewyeels in Califorrda.

Photo courtesy of U.S. Department of Energy

Geothermal Energy Program. molten rock called magma. This energy
(http://www.eren.doe.gov/geothermal/geobasics.ht  originates from radioactive decay deep
ml) within the earth’s crust. The following

websites give detailed information of
geothermal energy.
How is geothermal energy a resource?
http://www.iclei.org/efacts/geotherm.htm
http://solstice.crest.org/renewables/geothermal/grc/supply.html
http://www.eren.doe.gov/geothermal/geobasics.html

What are the methods of harvesting this resource and how is it used?
http://www.iclei.org/efacts/geotherm.htm
http://solstice.crest.org/renewables/geothermal/gre/supply.html
http://www.eren.doe.gov/geothermal/geobasics.html
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What is the potential for this resource?
http://www.iclei.org/efacts/geotherm.htm
http://solstice.crest.org/renewables/geothermal/grce/supply.html
http://www.eren.doe.gov/geothermal/geobasics.html

How does geothermal energy compare to other energy resources?

What is the electrical capacity of a geothermal power plant and how does this
compare to other sources of energy? “The Geysers”, near San Francisco, having a
generating capacity of 1360MW. is the largest geothermal electric plant in the U.S. It is
one of only two locations in the world where a high-temperature, dry steam is found that
can be directly used to turn turbines and generate electricity (the other being Larderello,
Italy). The Geysers is comparable to the hydroelectric Hoover dam project, which has a
generating capacity of 1,345MW.. Nuclear and coal-fired power plants may have
generating capacities on the order of 1000MW,

http://www.energy.ca.gov/geothermal/

California's geothermal power plants produce about 40 percent of the world's
geothermally generated electricity. U.S. geothermal power plants have a total generating
capacity of 2,700 megawatts and produce electricity at 5¢ to 7.5¢ per kilowatt-hour.
Iceland gets about one-third of its total energy from geothermal resources. (Ristinen, R
and J. Kraushaar, 1999, Energy and the Environment).

http://www.nrel.gov/documents/geothermal energy.html

What is the net positive environmental impact as compared to other energy sources?
Geothermal power plants have sulfur-emissions rates that average only a few percent of
those from fossil-fuel alternatives. The newest generation of geothermal power plants
emits only 0.3 1b of carbon (as CO,) per MW-hr of electricity generated. This is 1000
times lower than that for a plant using natural gas (methane) and even more for a coal-
fired plant. Nitrogen oxide emissions are much lower in geothermal power plants than in
fossil power plants. Nitrogen-oxides combine with hydrocarbon vapors in the atmosphere
to produce ground-level ozone, a gas that causes adverse health effects and crop losses as
well as smog.

See - http://solstice.crest.org/renewables/geothermal/gre/what-is.html

What are some negative effects on the environment? Only hot water and natural
steam reservoirs are being used today to create large amounts of electricity. Many of the
hot water reservoirs, particularly those of higher temperature and salinity, pose the
potential for contamination of the soil by salination if the extracted water is not re-
injected into the ground. There is also the risk of aquifer disruption when large amounts
of water are extracted from the ground. Gaseous air pollutants such as hydrogen sulfide
can be liberated into the atmosphere by some hot water reservoirs and by natural steam.
But again, this is often less than that emitted by other energy sources. Other possible
environmental effects include induced seismic activity if water is injected into dry rock
formations or if explosive fracturing techniques are used in normally impermeable rock
formations (Ristinen, R and J. Kraushaar, 1999, Energy and the Environment).
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What is the potential for this energy source in Alaska?

There are many geothermal sources in Alaska but only a few are available for producing
good quality steam for direct use with a turbine, for producing electricity, and those that
are available generally are not always in the place they are most needed. For use of
steam directly from the source it is preferable the steam be well over 200°C, those at
200°C or lower will generally require the use of a binary cycle. A binary cycle plant is
similar in construction to a direct-use-plant but the main difference is in the medium that
goes through the turbine. Because steam that is lower than 200°C should not be sent
through the turbine, a substance that vaporizes at much lower temperatures should be
used as the medium through the turbine. The low temperature steam is sent through a
heat exchanger in which the other substance, usually iso-butane, is on the other side of
the heat exchanger and then this substance is sent through the turbine. The provided map
shows some geothermal sources, in the form of surfacing water, in Alaska. The map
reveals that the most productive sources for good quality steam at higher temperatures are
on the Alaska Peninsula in the close proximity of volcanic activity. The closest source,
over 200°C, to Alaska’s largest city is across Cook Inlet from Anchorage and is well over
100 miles away. This is an obvious inconvenience since electric lines would need to be
routed such a long distance and around such an obstacle as Cook Inlet. Most of the
geothermal springs in Alaska are under 200°C and currently are being used to heat homes
locally, for recreation at resorts, or are not being tapped. Low ground temperatures near
the surface and permafrost limits the use of heat pumps. Because geothermal energy is
associated with low emittance of SO,, CO; and other pollutants and because there are
many geothermal sources in the state, there is potential.
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Information provided by the International Geothermal Association, last updated in 1999,
indicates that there was a plan to build a 15SMW, plant at Unalaska, Alaska. With a
population of over 4,300 and containing one of the United States' most productive fishing
ports, Unalaska would be a great place to test geothermal electric generation in Alaska.
Electricity currently costs $0.24/kWh in Unalaska. State subsidized power cost
equalization benefits provided for many remote villages in Alaska, including Unalaska,
help to reduce electrical costs there because the cost of producing energy is so high. The
current mode of electric generation at Unalaska is via diesel generators. One of the main
obstacles to implementing a geothermal plant there is the difficult terrain that separates
the source and the city. This would increase capital costs.

A third section follows

Environmental Impacts of Energy Use

The way we produce and consume heat and electricity can have profound effects on our
environment. Such impacts can range from immediate consequences such as fuel oil
spills or emission of carbon monoxide [CO] from motor vehicles to longer term issues
such as safe disposal of radioactive wastes from nuclear power plants. In addition to the
above direct impacts, there are also indirect or external consequences. These can include
National security costs associated with safeguarding our infrastructure including power
plants or rising sea levels due to global warming associated with greenhouse gases such
as CO; (http://www.aip.org/pt/vol-53/iss-11/p29.html).

As an example of a contentious national and global issue, the US DOE spent 14 years and
$4.5 billion on studies before recommending in January of 2002 that Yucca Mountain, a
barren volcanic structure about 150 km [90 miles] from Las Vegas, be used to bury
thousands of tons of highly radioactive nuclear waste from power plants and nuclear
weapons factories. The project faces substantial technical, legal and political challenges,
and could be derailed by either house of Congress, the courts or engineering problems.
Nevada officials and environmental groups have questioned the ability of engineers to
reliably predict that it will not leak significantly for 10,000 years, as government rules
require.

Those in favor of this recommendation cite the 103 operating power reactors in the US
that are running out of storage space or spending money to extend their storage capacity
plus the danger from terrorist attacks. Most of the spent fuel is stored in giant steel-lined
pools, which were intended to hold only a few years of their reactors’ outputs, but now
have decades of fuel. They are built to withstand earthquake, tornado and other threats,
but could overheat and spread large quantities of radiation if drained in a terrorist attack.

On the other hand, some opponents say that the waste would be even more at risk on
trucks and trains en route to Nevada. The mayor of Las Vegas, Oscar B. Goodman, said
he would oppose the use of Yucca by rallying the mayors of cities along the
transportation routes. He said that there were 109 cities with populations of at least
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100,000 on those routes, and 52 million people living within 0.8 km [half a mile] of the
routes.

The federal effort to find a place to put wastes began in the 1960's. In 1982, Congress
promised to have a repository open by January 1998, and the Energy Department signed
contracts with the reactor owners to take their wastes, beginning at that time, in exchange
for a payment of a tenth of a cent per kilowatt hour generated by nuclear power plants.
Since then the government has collected about $17 billion
(http://www.nytimes.com/2002/01/1 1/national/1 INUKE.html).

In the US, ambient air quality is guided by the National Ambient Air Quality Standards
[NAAQS] which are part of the Clean Air Act last amended in 1990. This sets guidelines
on allowable levels of CO, SO,, NOy, PM¢, Pb, and Os. Electric power plants are major
emitters of SO, and NOy, with combustion processes having emitted 27 M tons in the US
in 1997. These compounds are the precursors to acid rain and have adverse health
impacts on humans and animals mainly by impacting respiration. Motor vehicles are the
major source of carbon monoxide [CO] having emitted 67 M tons in 1997. [deNevers,
1999]. Ozone is a pollutant at sea level and is formed from hydrocarbons and NOy
catalyzed by sunlight. On the other hand, ozone is necessary in the stratosphere to filter
our harmful UV rays.

Much attention has been devoted worldwide to climate change issues. The Third
Assessment Report of Working Group I of the Intergovernmental Panel on Climate
Change was prepared and reviewed by hundreds of scientists worldwide. It concludes
that the global average surface temperature has increased by 0.6 + 0.2 °C over the 20"
century and that it is very likely the 1990s was the warmest decade since 1861. It also
concluded that is was very likely the temperature increase in the Northern hemisphere
was the largest of any century of the past 1000 years. Most of the warming over the past
50 years is likely to be caused by increases in greenhouse gas concentrations. Greenhouse
gases such as CO, and CHy4 help trap the longer wavelength infrared radiation that is
emitted from the earth's surface.

Suggestions for reducing emissions of greenhouse gases include: improved efficiencies of
end use and energy conversion devices, shifting to lower carbon and renewable biomass
fuels, zero emissions technologies, improved energy management, and reduction of
process gas emissions (http://www.ipcc.ch/).

In Alaska, the major ambient air quality issue associated with our use of fossil fuel
resources is excessive levels of ambient CO in urban areas during the winter. This places
Anchorage and Fairbanks in jeopardy of being sanctioned by the US EPA. Indoors,
Alaska has the highest age adjusted death rate from accidental CO poising in the nation
with almost 10% of the homes in 5 villages studied having elevated levels (Howell et al,
1997). The most common cause was improperly ventilated hot water heaters.

A current issue in rural Alaska [and elsewhere] is the potential for ground water
contamination resulting from bulk fuel oil storage. This has resulted in a major effort
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funded by the Denali Commission to upgrade bulk fuel storage facilities. Besides leading
to occasionally ambient air CO violations, transportation can also be associated with
ground water contamination resulting from fuel spills of diesel fuel and gasoline at
service stations.

Even renewable-based technologies can have adverse impacts such as noise and bird kills
from wind turbines and fish migration issues associated with hydropower. This leads to
the saying "there is no free lunch". In deciding which technology to adopt, one must
balance the pluses and minuses and look at total life cycle costs including environmental
impacts.

Denver Temperature Inversion. Photo courtesy of NREL.

References:
deNevers, N., 2000, Air Pollution Control Engineering, McGraw-Hill, NYC

Howell, J., M. Kieffer, and L. Berger, 1997, Carbon monoxide hazards in
rural Alaskan homes, Alaska Medicine, 39, pp. 8-11.

As this project ended over a year ago, the web pages have not been updated.

CONCLUSION:

The Energy Information Clearinghouse is useful as one site that integrates a wide variety
of information relating to energy issues both world-wide and within Alaska. The
information is presented in such a way as to be intelligible to the general public as well as
to provide details with links to relevant www sites for those with technical backgrounds.
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Abstract

New developments in fuel cell technologies offer the promise of clean, reliable affordable
power, resulting in reduced environmental impacts and reduced dependence on foreign
oil. These developments are of particular interest to the people of Alaska, where many
residents live in remote villages, with no roads or electrical grids and a very high cost of
energy, where small residential power systems could replace diesel generators.

Fuel cells require hydrogen for efficient electrical production, however. Hydrogen
purchased through conventional compressed gas suppliers is very expensive and not a
viable option for use in remote villages, so hydrogen production is a critical piece of
making fuel cells work in these areas. While some have proposed generating hydrogen
from renewable resources such as wind, this does not appear to be an economically viable
alternative at this time. Hydrogen can also be produced from hydrocarbon feed stocks, in
a process known as reforming. This program is interested in testing and evaluating
currently available reformers using transportable fuels: methanol, propane, gasoline, and
diesel fuels. Of these, diesel fuels are of most interest, since the existing energy
infrastructure of rural Alaska is based primarily on diesel fuels, but this is also the most
difficult fuel to reform, due to the propensity for coke formation, due to both the high
vaporization temperature and to the high sulfur content in these fuels.

There are several competing fuel cell technologies being developed in industry today.
Prior work at UAF focused on the use of PEM fuel cells and diesel reformers, with
significant barriers identified to their use for power in remote areas, including stack
lifetime, system efficiency, and cost. Solid Oxide Fuel Cells have demonstrated better
stack lifetime and efficiency in demonstrations elsewhere (though cost still remains an
issue), and procuring a system for testing was pursued.

The primary function of UAF in the fuel cell industry is in the role of third party
independent testing. In order for tests to be conducted, hardware must be purchased and
delivered. The fuel cell industry is still in a pre-commercial state, however.

Commercial products are defined as having a fixed set of specifications, fixed price, fixed
delivery date, and a warrantee. Negotiations with fuel cell companies over these issues
are often complex, and the results of these discussions often reveal much about the state
of development of the technology. This work includes some of the results of these
procurement experiments.

Fuel cells may one day replace heat engines as the source of electrical power in remote
areas. However, the results of this program to date indicate that currently available
hardware is not developed sufficiently for these environments, and that significant time
and resources will need to be committed for this to occur.
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Introduction

The University of Alaska Fairbanks (UAF) Arctic Energy Technology Development
Laboratory (AETDL) was formed with the mandate of evaluating new technologies for
electrical production in remote areas. In the enabling legislation that created the office,
fuel cells were specifically named as one technology of interest.

Fuel Cell work was begun at UAF several years prior to the formation of AETDL, in the
Rural Alaska Power Program (RAPP), funded through the US DOE EE Hydrogen office.
This work involved independent third party evaluation of PEM fuel cell technologies for
residential stationary power. This report will discuss the results of that program,
including the desire of AETDL to broaden the technology evaluation to include other fuel
cell technologies, especially SOFC systems.

Executive Summary

Alaska’s rural communities experience very high energy costs, especially for electrical
power, due to the lack of electrical grids and roads, resulting in electricity production
mostly using Diesel Electric Generators (DEGs). Electrical power costs in these
communities ranges from $.20 to $.80 per kilo-Watt hour, which is a burden to both the
residents and businesses of these communities. The high costs are from several factors,
including the cost of transporting and storing diesel fuel, the cost of maintaining the
generators in small communities where maintanence crews need to be flow in from
outside to make necessary repairs, and the poor economies of scale from running a small
utility.

Fuel cells designed for residential power offer several attractive benefits over the existing
system. First, higher efficiency electrical power generation means less fuel would need
to be transported to the village, reducing costs. Secondly, small, quiet units could be
placed within individual residences, allowing efficient heat recovery, further reducing the
fuel consumed by the village. High reliability would also result in significant cost
savings, reducing the dependence on outside expertise for necessary repairs. Reliability
of the system could also be improved, as a distributed network of units could provide
back-up power for each other, much as larger grids improve reliability to all users by
compensating for outages at individual plants.

While the benefits of these proposed fuel cell systems are quite apparent, the fuel cell
hardware currently under development is still not readily available for use in remote
villages in Alaska. Most fuel cell technology is still very much in the early product
development stages, with manufacturers building prototypes for internal evaluation, or
releasing hardware to carefully selected sites for evaluation. In 1998, UAF became
involved in the Rural Alaska Power Program, intended to evaluate diesel fueled PEM fuel
cell systems for residential power. This project was fueled by suppliers who claimed
that they had beta test units capable of achieving 40% net electrical power out from diesel
fuel, with system lifetimes of 40,000 hours, and that these units would be commercially
available in 2001, with a project cost of $3,500 for a 5 kW unit. The UAF role in the
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project was to provide independent third party verification of this performance so that
these units could be deployed in rural Alaska.

Unfortunately, the results of the project were not encouraging. First, the overall system
efficiency of PEM fuel cell reformer systems was measured to be about 25%, which is
lower than the current diesel generators operating in the field. Secondly, PEM fuel cell
stacks failed in testing rapidly, and none of the systems tested in the program achieved
more than a few hundred hours of run time operating on pure hydrogen. The diesel
reformers provided to the program also experienced significant difficulties, with solid
carbon formation, materials degradation, and balance of plant and control system issues
contributing to the poor performance. Furthermore, costs remained high (well over
$10,000 per kW for units operating on natural gas), and no commercial production of
these units occurred.

Based on these results, using diesel/PEM residential fuel cell systems in rural Alaska did
not appear to be a viable alternative to diesel electric generators. However, Solid Oxide
Fuel Cell (SOFC) technology appeared to be advancing rapidly. Preliminary discussions
with SOFC suppliers indicated that higher system efficiencies (50% net AC out on large
systems operating on natural gas) and longer stack lives (more than 69,000 hours in
laboratory tests), as well as the onset of the SECA program, with aggressive price targets
for this technology.

Fuel cells are still very much pre-commercial devices, with each of the technologies in
the product development stage, with differing technical barriers to success. (Commercial
product is defined by several characteristics: fixed product specifications, a fixed
delivery date, a fixed delivery price, and a warrantee.) Visiting web sites or booths at
industry conferences may give the impression that commercial deployment is imminent,
but the only way to determine the true state of product development is to purchase a fuel
cell. This exercise can be thought of as an experiment, which in this work will be
referred to as a “procurement experiment.” Many times, these procurement experiments
do not result in the delivery of a product to the purchaser, and can be thought of as
failures, but, in fact, this null result contains much information about the state of
technology development of the product.

Experimental

By the summer of 2001, experience with PEM fuel cell systems for distributed electrical
power production indicated that suppliers of these systems had vastly overstated the
capabilities of their product, and near term commercial deployment of these systems for
use in rural Alaska was unlikely. Based on this conclusion, a decision was made to
abandon further testing of this technology.
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Procurement Experiment #1: The FCT Solid Oxide Fuel Cell

At a meeting in September 2000, a staff member of NETL stated in a meeting thata 5
kW SOFC operating on propane was scheduled for delivery to the Presidio Trust near
San Francisco sometime in the next few months, and that the company that was
supplying this unit was intending to market these units starting in late 2001 at a cost of
$5,000 per kW, or $25,000 for a 5 kW unit.

Attempts to track down the source of this fuel cell were at first unsuccessful, but
eventually it became clear that the supplier of this unit was a company called Fuel Cell
Technologies, of Kingston Ontario. This company had entered into an agreement with
Siemens Westinghouse for delivery of 5 kW fuel cell bundles, with FCT building the
balance of plant and control systems. This agreement was announced in a press release
found on the FCT web site. Also on the web site was an announcement on June 11,
2001 of the purchase order for the supply of the unit to the Presidio, as well as a second
unit to the National Fuel Cell Research Center at the University of California.

Initial contact was made with FCT during the summer of 2001, when FCT indicated via
e-mail on July 23, 2001 that they had “a limited number of field demonstration units
available between July and December 2002. These initial units are available at a price of
US $5000 / kW, or $25,000 per unit, FOB Kingston, Ontario, and excluding applicable
taxes. This does not include any cost for installation. Scheduled maintenance cost will
be low due to the very few moving parts in the system. We request a down payment of
20% with the purchase order.”

During the fall of 2001, UAF entered into an agreement with the USDOE through NETL
to fund the Arctic Energy Technology Development Laboratory. Enabling legislation for
this agreement included language indicating that the funds were to be used for research
into improving the delivery of electrical power to rural communities in Alaska, with fuel
cell technologies specifically named as a technology of interest. A project selection
process was created using industry panels to review and select projects, and FCT elected
to submit a proposal in this process, in cooperation with the staff at UAF.

During discussions with FCT in the early part of 2002, FCT indicated that the current
price for the systems had risen to $50,000 for new orders. However, we also discussed
the fact that the University was interested in engaging in cooperative research, and would
entertain a proposal in which development costs were included as part of the proposal.
After a few weeks, FCT indicated that they would be interested in engaging in this kind
of an arrangement, and proposed delivering and installing one of their first systems for a
total contract value of $170,000 from DOE, with additional cost share from FCT. This
proposal was review and ranked highly by the industry panel, and so was selected as a
project to be funded under AETDL. A subcontract was sent to FCT in July, 2002 for this
work.

During the summer of 2002, UAF was told that the system would be delivered to
Fairbanks in early fall of 2002, in keeping with the announced schedule of FCT. AETDL
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sponsored a conference titled “Reliable and Affordable Energy for Rural Alaska” on
September 17-19, 2002 in Fairbanks, and was hoping to have the fuel cell up and
operating for that conference. However, shortly before this event, FCT called with the
news that the stacks being supplied to them were failing in early tests, and were being
sent back to the supplier. They felt it would be unwise on their part to ship a product they
felt was not up to standards.

During the fall of 2002, discussions with FCT indicated that a stack delivered to them in
late November was performing well, and that they expected delivery of the stack to FCT
in early 2003, with delivery of the system to Fairbanks several weeks after they received
it.

In February of 2003, a stack was to be shipped from the supplier to FCT for the UAF
system. However, this stack was dropped and broken while being prepared for shipment
at the supplier, and it was not clear when another stack would be ready for the system.

At this time, there was also discussion with regards to the fuel to be used in the system.
Because our interest in Alaska is primarily to provide power to remote villages, our
ultimate interest is to test units operating on fuels readily available in these places. For
this reason, we indicated our interest in testing a unit operating on propane initially,
followed later by a unit operating on diesel fuel. However, discussions with FCT
indicated that they would be more comfortable shipping a unit designed to operate on
natural gas. While this fuel is abundant in parts of Alaska (Anchorage and the North
Slope, and parts of Fairbanks), it is not readily available in most rural communities.
However, UAF was eager to test the operation of the fuel cell, and agreed to operate the
unit on natural gas. A site at the Fairbanks Natural Gas Company in Fairbanks several
miles from the university was located, and the cooperation of the site owners was
obtained.

There were also several other issues that were raised with regards to the installation and
operation of this fuel cell. First, the natural gas pressure needed was 40 psig, which is
considerably higher than typical line pressure in most natural gas delivery systems.
Fortunately, this pressure was available at the Fairbanks Natural Gas site, so we did not
need to install a gas compressor to make the system work. The second issue was that the
fuel cell needs to be heated before it can be started, and the heating in the alpha units is
done electrically. The energy required for this heat-up is significant—about 12kW for a
24 hour period. Once again, since the unit was being installed in an industrial warehouse
facility, this power was available, but this is an electrical load significantly higher than
most residential loads. The third issue was the need for a 4% hydrogen / 96% nitrogen
gas mix needed to maintain a reducing atmosphere in the unit during start-up. All of
these changes in specifications--the sole use of natural gas, the pressure of the natural gas
feed, the need for electrical power during start-up, and the need for the H2/N2 gas during
start up—had an effect on the ability of this unit to meet the intended market needs in
rural Alaska.
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The good news is that the completed unit was shipped from FCT in late June, 2003,
arrived in Fairbanks in mid-July, and was started up on August 1, 2003. The operation of
this unit has been nearly flawless, and the project is a real success. The unit is producing
both AC electrical power and usable heat, and is operating in a very stable manner. The
results of the demonstration project will be covered in the report from that project, and
will not be dealt with in detail here.

Procurement Experiment #2: The Diesel Reformer

Operating high efficiency fuel cells from diesel fuels is a high priority for military
operations, where field deployments are often limed by fuel supply lines. Using
logistical fuels for electric power generation would simplify field logistics (in the first
Gulf war, small portable generators operating on gasoline were the only devices taken to
the field that did not use diesel fuel, and carrying and tracking that fuel was a logistical
problem for the soldiers). Use of fuel cells could also reduce noise and heat signatures
from operations.

Diesel fuel is also the most common fuel used in rural Alaska, as this is the primary fuel
for electrical generation in most remote villages and industrial sites. The high energy
content, the relative safety with which the fuel can be handled (a match can be dropped in
a bucket of diesel fuel without igniting), and the investment in current infrastructure are
all reasons why the continued use of diesel fuel for operating high efficiency electrical
generators is desirable. If fuel cells are to be used in these places, the development of a
reformer technology for diesel fuel is critical.

In the RAPP program, two different diesel reformer technologies were tested. The first
was a steam reformer, based on the design of a methanol reformer, with a palladium
membrane to separate the hydrogen, providing pure hydrogen suitable for operation of a
PEM fuel cell. However, the efficiency of this reformer (H2 out/ Diesel fuel in) was at
best about 35%, leading to an extremely poor overall efficiency. This reformer also
experienced significant issues with materials degradation and coking. A second reformer
from a different supplier used an Autothermal process to reform diesel. This unit
demonstrated a higher efficiency (about 65%) but the gas stream produced was a
hydrogen rich stream, also containing significant amounts of CO. This gas stream
needed to be purified before a fuel cell could be connected to the system, and the gas
purification system never operated properly. Other issues with the system included an
unstable auxiliary burner, catalyst substrate breakdown, and oscillations in output.

Fundamental work being done in National Laboratories in the past few years has led to
some understanding of the difficulties involved in the reformation of diesel fuels. This
include the fact that all components of distillate fuels do not react in reformers at the
same rate, with aromatic hydrocarbons breaking down at significantly slower rates than
parafins, and the role of sulfur in the nucleation of solid carbon (coking). Another issue
has been the need to completely vaporize the fuel before the reaction begins (liquid
droplets create local environments rich in fuel, which then thermodynamically favor the
formation of solid carbon).
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SOFC systems often permit internal reforming of natural gas. However, natural gas is
considerably easier to reform than diesel fuel, since this has the most hydrogen per
carbon, there are no aromatics in the fuel, and the fuel is a vapor at standard atmospheric
conditions. The Siemens technology is designed to do reforming inside the fuel cell stack,
taking advantage of the heat generated from the stack as the source of energy for the
reformation process. However, heavier hydrocarbons require the presence of additional
steam for the reformation to occur, and there is the increased risk of coke formation
inside the stack. One possible way to deal with these issues is to separate the fuel cell
and the reformer into two separate units. Doing this, however, changes dramatically the
heat management of the fuel cell stack, as additional heat must be removed from the fuel
cell, and (for steam reforming) supplied to the external reformer.

As part of this program, we attempted to purchase diesel reformers from several suppliers.
Most reformer developers indicated to us that diesel reformers were not yet packaged for
commercial deployment, and were more than happy to consider cooperative R&D
projects in which small scale diesel reformers would be built and tested. However, these
R&D projects are expensive, and success is not guaranteed.

One supplier did indicate, in the fall of 2002, that a diesel reformer was being packaged
with a PEM fuel cell, and they were willing to provide units for testing for $80,000.
However, the longevity of these units was not very good, with a system lifetime of only a
few hundred hours expected.

Another party, a reformer developer, indicated a willingness to partner on a R&D effort,
using an Autothermal reformer being developed and tested for a Navy program. This
reformer was intended to provide a hydrogen rich fuel stream for a 500 kW PEM fuel cell,
but no 500 kW PEM fuel cell system is available for testing. The proposed plan was to
use a slipstream from the reformer to operate a SOFC stack designed for natural gas.
Two issues were identified, however: 1) The energy content of the hydrogen rich gas is
90 BTU/ft of gas, vs 1000 BTU/ft3 of natural gas, and 2) The heat generated in the fuel
cell normally absorbed by the natural gas steam reformation needs to be removed from
the system in some other way, most likely through an increase in airflow through the
stack. Our original intention was to operate the FCT SOFC on this gas, but when we
contacted FCT with this proposal, initial permission gradually gave way to a suggestion
that we purchase an additional system engineered to handle the new gas stream.

Experiment #3: Methanol Fuel Reformer with PEM fuel cell

Methanol is a commonly available industrial substance, usually made in petrochemical
refineries from natural gas, used for a variety of uses, most frequently for de-icing
applications, including auto fuel tanks and airplane wings. Methanol was also a
precursor to MTBE, an oxygenator added to gasoline to reduce air pollution. Due to
environmental concerns associated with the rapid transport of MTBE in water tables from
leaking fuel tanks, MTBE has been removed from the market, and refineries currently
have excess capability for producing methanol.
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Methanol is an ideal fuel for use in fuel cell applications due to the fact that it forms
hydrogen at much lower temperatures than conventional hydrocarbons, at 350 C rather
than at 800 C. This means that the heat required to drive a steam reformer is
considerably lower, resulting in less energy loss due to heat leaving the system. Also, the
lower temperatures enable the use of less costly materials in the construction of the
reformer. Furthermore, since methanol and water a miscible, the fuel can be mixed with
water to create a single feedstock, providing both a constant steam to carbon ration, as
well as a simplified mechanical system, since only a single pump is required for system
operation. In Arctic applications, the fuel mix remains a liquid to -126 F, a temperature
38 degrees colder than the record recorded in Alaska.

Methanol also has significant disadvantages as a fuel. It has a much lower energy density
per unit volume or weight (about half that of conventional liquid hydrocarbons), so is
more expensive to transport to the final user. Creating a methanol/water premix for fuel
only increases this disadvantage. Methanol is hazardous for human consumption, and
the miscibility issue with MTBE is also an issue with methanol, where spills could
contaminate large groundwater areas quickly. Also, since methanol is a product derived
from natural gas, a “well to wheels” analysis of efficiency needs to be done if this fuel is
proposed for a dominant fuel. Estimates of the efficiency of producing methanol (heating
value of methanol/ heating value of natural gas) vary depending on the plant design
where the fuel is produced, but estimates are typically about 65%.

After the difficulties experience with diesel reformers in the RAPP program, this program
investigated the feasibility of using PEM fuel cells operating on methanol for powering
remote sites, especially applications such as remote communications repeaters. Idatech,
from Bend, Oregon, is marketing methanol reformers, and integrated PEM systems. As
part of the FY02 funding request, a project was started to create a system designed for
Arctic environments using methanol/water premix as the fuel. The details of the
performance of that system will be covered in the final report for that project.

The procurement experiment for the methanol/PEM system was quite interesting. First,
the suppliers of both sides of the system admitted reliability issues. On the reformer side,
the metering pumps used to supply the fuel premix were the weak link in the system, with
the expected lifetime of these pumps only about 500 hours. This weakness has been
remedied, with a new pump supplier located, with an expected lifetime of at least several
thousand hours. (The cost of these pumps is an issue—currently the available price of the
pump alone is comparable to the stated target price of the entire reformer.) On the Fuel
Cell side, stack longevity remains an issue. While some progress is being made in
understanding the failure mechanisms in membrane failure, currently stack life is
extended mostly by reducing the maximum power extracted from the stack, limiting the
maximum current density to no more than about half the maximum predicted from the
polarization curve. While this may extend stack life, it de-rates the system power, thus
increasing the cost per unit output of an already expensive system.
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Phase 2 of the project, which was not funded, included funds for purchasing a second
reformer. However, in the fall of 2002, Idatech announced the commercial launch of a
methanol/PEM system based on a Ballard stack. Initial conversations indicated that the
cost of these systems would be $30,000 for a 1 kilo-Watt system, which was less than the
$40,000 in our budget for the purchase of a second methanol reformer. When UAF
requested a formal quote for the system, however, the price had risen significantly, to
$45,500 for the base price, plus a charge of $7,900 for spare parts and training. Cost
share was listed as a 6 month parts and labor agreement, including a 500 hour warranty,
parts, and labor, valued at $14,500, for a total system value of $67,900. This total is
more than twice the initial price.

Experiment #4: The perfect procurement experiment

My clearest understanding of the level of development of the fuel cell industry came in a
brief conversation with an individual who has been working on fuel cell development for
more than a decade, in several companies. He announced that he was starting a new
company and asked me if [ was interested in buying a fuel cell. I said, “sure, but how
much does it cost?”, and he replied “how much money do you have?”

Results and Discussion

Fuel Cells have been proposed as an ideal solution for providing efficient electrical
power for remote villages in Alaska. However, successful deployment of this
technology depends on affordable and reliable commercially available fuel cell hardware.

UAF has used the funding provided by DOE to attempt to purchase small scale fuel cells
and reformers from a wide variety of suppliers. The performance of individual products
is not covered in this paper, but the attempts to negotiate product delivery is documented.

The first obvious result of this investigation is that fuel cells for residential power are not
commercially available. All product currently being produced is available only through
cooperative R&D agreements intended as early demonstration projects, and most of the
information generated is protected through non-disclosure agreements. No supplier
currently meets the requirements of commercial product: fixed product specifications,
fixed price, fixed delivery date, and a warrantee. In the Solid Oxide Fuel Cell industry,
manufacturing of the cells and stacks in a timely and affordable manner appears to be the
fundamental barrier. In the PEM industry, stack lifetime and low system efficiency are
major barriers to successful use of this technololgy

The reforming of suitable fuels also remains problematic. Natural gas and methanol are
easy to reform, but are not ideal for use in remote areas. Heavier hydrocarbons are more

difficult to reform, and reliable reformers are not currently available.

Conclusions
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Fuel Cells promise high efficiency, low emissions, high reliability, and low cost.
However, these promises have yet to be fulfilled, as all fuel cell technologies are still
very much in the product development stage.

Fuel cell developers are under tremendous pressure to produce commercial product from
their investors, both private and public. Frequently, optimistic targets are set for product
performance and release, and those who promise the most are rewarded with funding for
product development.

Obtaining accurate information about the true state of product development is nearly
impossible to obtain, unless one attempts to purchase product. This program has
purchased several fuel cell systems for pre-commercial testing. While the original intent
of these programs was to verify the performance of these fuel cells prior to deployment of
these technologies in rural Alaska, the conclusion that we have reached is that none of the
systems we have obtained are developed to the point where they would be likely to
succeed in a field demonstration in remote areas.
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ABSTRACT

Defects and Flaws control the structural and functional property of ceramics. In
determining the reliability and lifetime of ceramics structures it is very important to
quantify the crack growth behavior of the ceramics. In addition, because of the high
variability of the strength and the relatively low toughness of ceramics, a statistical
design approach is necessary. The statistical nature of the strength of ceramics is
currently well recognized, and is usually accounted for by utilizing Weibull or similar
statistical distributions. Design tools such as CARES using a combination of strength
measurements, stress analysis, and statistics are available and reasonably well developed.
These design codes also incorporate material data such as elastic constants as well as flaw
distributions and time-dependent properties. The fast fracture reliability for ceramics is
often different from their time-dependent reliability. Further confounding the design
complexity, the time-dependent reliability varies with the environment/temperature/stress
combination. Therefore, it becomes important to be able to accurately determine the
behavior of ceramics under simulated application conditions to provide a better
prediction of the lifetime and reliability for a given component.

In the present study, Yttria stabilized Zirconia (YSZ) of 9.6 mol% Yttria composition
was procured in the form of tubes of length 100 mm. The composition is of interest as
tubular electrolytes for Solid Oxide Fuel Cells. Rings cut from the tubes were
characterized for microstructure, phase stability, mechanical strength (Weibull modulus)
and fracture mechanisms. The strength at operating condition of SOFCs (1000°C)
decreased to 95 MPa as compared to room temperature strength of 230 MPa. However,
the Weibull modulus remains relatively unchanged. Slow crack growth (SCG) parameter,
n = 17 evaluated at room temperature in air was representative of well studied brittle
materials. Based on the results, further work was planned to evaluate the strength
degradation, modulus and failure in more representative environment of the SOFCs.
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Executive Summary

Increasing demand for clean fuel and raising global concerns on environmental issues in
burning of fossil fuels has fuelled the search for alternate source of clean energy. Fuel
cells represent an important opportunity to utilize fossil fuels in an efficient and
environmentally friendly manner. Fuel cells produced in small expandable modules and
manufactured cheaply by taking advantage of economies of production are well suited to
meet a growing worldwide demand for energy. The modules produced could be made
scalable allowing application of capital in smaller incremental amounts as electrical
power demands increase.

Solid Oxide Electrolyte Fuel Cells (SOFC) has been widely identified as one such
possible source of clean energy. Although for these fuel cells, the preferred fuel is
hydrogen, it has been shown that more commonly available fuels such as natural gas
could also be used. Importantly, controlled oxidation of fuels such as natural gas can be
carried out in the cell to produce chemical by-products to acts as feeders for the chemical
industries.

Solid-oxide fuel cells were once considered the most technically challenging fuel cell
type. However, many recent breakthroughs in ceramic materials, fuel cell design, and
manufacturing technology have changed this view. Advances in ceramic thin film
processes enabling the development of high power density electrode supported cells;
compact fuel processing technology; and adoption of manufacturing methods developed
in related industries such as the semiconductor industry are enabling the quick maturing
of the technology and making the solid oxide fuel cells a viable option for mass
applications in the future. A solid-oxide fuel cell is highly efficient. Even without
cogeneration a solid-oxide fuel cell system can be twice as efficient as competing
technologies due to the direct conversion of fuel to electrical power. With thermal
recovery, system efficiency could reach as high as 85%. In addition, SOFC systems are
clean. They generate no solid wastes, and due to the higher efficiency and the
replacement of fossil fuel combustion with a lower temperature electrochemical
conversion, fuel cells significantly lower emissions of nitrogen compounds and
greenhouse gases.

One of the most common fuel cells presently in use is the Zirconia based cell. Fully
stabilized and Yttria doped Zirconia (YSZ) ceramics, have been successfully used as fuel
cell for about 10,000 hours. The fuel cells are typically in the form of thin walled tubes
with fuel passing on one surface and air on the other. However, as all ceramics YSZ are
by nature brittle and are prone to catastrophic failure. The high temperature and harsh
environment make the ceramics more susceptible to slow crack growth and thus exhibit
time-dependent failure. While this behavior is relatively simplistic (in reality it is
complex) in bulk and regular bar test specimens, they tend to be more complex when
irregular components (such as tubes) are involved. Predictions of, and improvements to,
the reliability of components and systems are thus to be developed by combining the
approaches of materials science and mathematical reliability analysis



Introduction

Fuel cells are electrochemical devices that convert the chemical energy of a reaction directly into
electrical energy. The basic physical structure or building block of a fuel cell consists of an
electrolyte layer in contact with a porous anode and cathode on either side. In a typical fuel cell,
gaseous fuels are fed continuously to the anode (negative electrode) compartment and an oxidant
(i.e., oxygen from air) is fed continuously to the cathode (positive electrode) compartment; the
electrochemical reactions take place at the electrodes to produce an electric current. The fuel cell
is thus an energy conversion device that theoretically has the capability of producing electrical
energy for as long as the fuel and oxidant are supplied to the electrodes. In reality, degradation,

primarily corrosion, or malfunction of components limits the practical operating life of fuel cells.
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Solid Oxide Fuel Cells

Much of the recent effort in the development of fuel cell technology has been devoted to
reducing the thickness of cell components while refining and improving the electrode structure

and the electrolyte phase, with the aim of obtaining a higher and more stable electrochemical



performance while lowering cost.  Of the various fuel cell being developed Solid Oxide Fuel
Cell (SOFC) the tubular design has been with the longest continuous development period and has
since grown in recognition as a viable high temperature fuel cell technology. The operating
temperature of ~800°C allows internal reforming, promotes rapid kinetics with non-precious
materials, and produces high quality byproduct heat for cogeneration or for use in a bottoming
cycle. The high temperature of the SOFC, however, places stringent requirements on its
materials. The development of suitable low cost materials and the low cost fabrication of ceramic
structures are presently the key technical challenges facing SOFC’s. However, since the
electrolyte is solid, the cell can be cast into flexible shapes, such as tubular, planar, or monolith.
The solid ceramic construction of the cell also alleviates any cell hardware corrosion problems
characterized by the liquid electrolyte cells and has the advantage of being impervious to gas
cross-over from one electrode to the other. The absence of liquid also eliminates the problem of
electrolyte movement or flooding in the electrodes. At the temperature of presently operating
SOFC’s (1000°C) fuel can be reformed within the cell and some of the rejected heat used to
preheat the incoming process air. The high temperature of the SOFC has its drawbacks. There
are thermal expansion mismatches among materials, and sealing between cells is difficult. The
high operating temperature places severe constraints on materials selection and results in difficult
fabrication processes. The two major impediments to the widespread use of fuel cells are: 1)
high initial cost and 2) high-temperature cell endurance operation. These two aspects are the

major focus of manufacturer’s technological efforts.



The solid-state character of all SOFC components means that, in principle, there is no restriction
on the cell configuration and moreover, it is possible to shape the cell according to criteria such

as overcoming design or application issues. Cells are presently being developed in different

* TUBULAR ® FLAT PLATE

Solid Oxide Fuel Cell Designs at the Cathode

configurations; however the flat plate and the tubular design are emerging as the most popular

designs.

A brief description of the materials currently used in the various cell components of the more
developed tubular SOFC, and those that were considered earlier is presented. Because of the high
operating temperatures of present SOFC’s (approximately 1000°C), the materials used in the cell
components are limited by chemical stability in oxidizing and reducing environments, chemical
stability of contacting materials, conductivity, and thermo-mechanical compatibility. These
limitations have prompted investigations of developing cells with compositions of oxide and

metals that operate at intermediate temperatures in the range of 650°C.

Present SOFC designs make use of thin film concepts where films of electrode, electrolyte, and
interconnect material are deposited one on another and sintered, forming a cell structure. Often
various thin layers of refractory oxides suitable for the electrolyte, anode, and interconnection

are deposited. This procedure has also been used to fabricate the solid electrolyte Yttria



stabilized zirconia (YSZ). The anode consists of metallic Ni and an Y,0; stabilized ZrO,
skeleton. The latter serves to inhibit sintering of the metal particles and to provide a thermal

expansion coefficient comparable to those of the other cell materials

Evolution of Cell Component Technology for Tubular Solid Oxide Fuel Cells

Component Current Status

Anode oNi/ ZrO; cermet
eDeposit slurry, EVD fixed
e 12.5x 10 *cm/cm/°C
o~150 mm thickness
020-40% porosity
Cathode ¢ Doped lanthanum manganite
eExtrusion, sintering
e ~2 mm thickness
e11 x 10° cm/cm/°C expansion from room
temperature to 1000°C
e 30-40% porosity
Electrolyte | e Yttria stabilized ZrO, (8 mol% Y,03)
sEVD d
¢ 10.5x 10 -6 cm/cm °C expansion from
RT-1000°C
e 30-40um thickness
Cell e Doped lanthanum Chromite
Interconnect | o Plasma spray
10 x 10 -6 cm/cm °C
e ~100um thickness

The anode structure is fabricated with a porosity of 20 to 40% to facilitate mass transport of
reactant and product gases. Doped lanthanum Magnetite is most commonly used for the cathode
material. Similar to the anode, the cathode is a porous structure that must permit rapid mass
transport of reactant and product gases. The cell interconnection material (doped lanthanum
Chromite), however, must be impervious to fuel and oxidant gases and must possess good
electronic conductivity. In addition, the cell interconnection is exposed to both the cathode and

anode environments thus, it must be chemically stable under O, partial pressures of about ~1 to



10" atmospheres at 1000°C (1832°F). The solid oxide electrolyte must be free of porosity that
permits gas to permeate from one side of the electrolyte layer to the other, and it should be thin
to minimize ohmic loss. In addition, the electrolyte must have a transport number for O™ as close
to unity as possible, and a transport and a transport number for electronic condition as close to
zero as possible. Zirconia-based electrolytes are suitable for SOFC’s because they exhibit pure
anionic conductivity over a wide range of partial pressures (1 to 10° atmospheres). The other
cell components should permit only electronic conduction, and inter-diffusion of ionic species in
these components at 1000°C (1832°F) should not have a major effect on their electronic
conductivity. Other severe restrictions placed on the cell components are that they must be stable
to the gaseous environments in the cell and that they must be capable of withstanding thermal

cycling. The materials listed above appear to have the properties for meeting these requirements.

As with the other cell types, it is necessary to stack SOFC’s to increase the voltage and
power being produced. Because there are no liquid components, the SOFC can be cast into
flexible shapes. As a result, the cell configurations can respond to other design prerequisites.
This feature has resulted in two major configurations and variations of them. The predominant
oxide fuel cell configuration at this time is tubular. This tubular configuration (i.e., cylindrical
design) adopted for SOFC’s minimizes the use of seals, especially in the highest temperature
parts of the cell. Overlapping components (i.e., electrodes, electrolyte, cell interconnection) in
thin layers (10-50 um) are deposited on a porous support tube of Calcia-stabilized Zirconia. The
very high efficiency cycle uses a configuration that requires seals at the high temperature parts of
the cells. An early tubular design is illustrated in the schematic representation of the cross

section of a SOFC stack In this tubular design, individual fuel cells are arranged in bands along



the support tube and are connected in series by a ceramic interconnect material. The seal-less

tubular design, however, is the most advanced among the several SOFC configuration concepts.

Interconnection ___— Interconnection

Contact —

Electrolyte — : ]

Fuel
Electrode —

Air Electrode

Cross Section of Present Tubular Configuration for SOFCs (2)

Seal-less Tubular Configuration: This approach results in eliminating seal problems between
adjacent cells. A major advantage of this design over earlier designs is that relatively large single
tubular cells can be constructed in which the successive active layers can be deposited without
chemical or material interference with previously deposited layers. Materials and design
approaches have been developed so that SOFC technology, particularly the tubular cell
configuration, is technically feasible. However, the application of the materials used in the non-
restrained tubular cell to the restrained alternative planar configurations results in excessive
mechanical stresses. Moreover, the present approaches exhibit lower than desired performance
(higher operating costs) and difficult designs and fabrication (higher capital costs). Cost
reduction of cell components and simplification of the manufacturing are an important focus of
ongoing development. The major issue for improving SOFC technology is to develop materials
that sustain good performance while withstanding the high operating temperature presently used

(1000°C), or to develop alternate cells with mixtures of ceramics and metals that operate at an



intermediate temperature of approximately 650°C. Two approaches are being pursued to
alleviate the many materials and design concerns:

1) Research to address material and design improvements that allow operation within
the high temperature environment (1000°C) of the existing state-of-the-art
components

2) Lowering the operating temperature (600 to 800°C), so that metals could be
substituted for ceramics, especially in the cathode and interconnect. A wider variety
of materials could be used with lower temperature operation, with a subsequent
reduction in cost.

High Temperature Cell Development (Present Operating Temperature, 1000°C)

Development work for cells operating at 1000°C is focused on increasing the mechanical
toughness of the cell materials to alleviate the impact of thermal mismatch and to develop
techniques that will decrease interfacial changes of the various material layers during thin film
cell fabrication. Interfacial issues among cell components include diffusion, volatization, and
segregation of trace constituents. For example, La;Zr,O; and SrZrO; may form at the
cathode/electrolyte interface, and Sr and Mn ions diffuse across the interface at temperatures as
low as 800°C for up to 400 hours. Approaches to resolving the mismatch caused by different
component materials' thermal expansion coefficient include increasing the fracture toughness of
the electrolyte, controlling the electrolyte processing faults, varying the component thickness,
and adding minor constituents to alter the anode properties. The electrolyte of choice at present is
Yttria, fully stabilized ZrO,. Researchers are investigating partially stabilized ZrO, and adding
Al O3 to fully Yttria stabilized ZrO; to strengthen the electrolyte matrix. This increased strength

is needed for self-supporting planar cells. An increase in bending strength of 1200 MPa was



observed in the TZP material compared to 300 MPa for cubic zirconia stabilized with > 7.5
mol% Y,0s3. The TZP was stabilized by taking advantage of fine particle technology and minor
doping of Y,0s

Scientific Discussion
A broad program for resolution of the material and component issues prior to integration into a
fuel cell require a research program to address various issues such as:

1) Magnitudes of ionic and electronic conduction,

2) Thermal expansion issues for compatibility with other cell components,

3) Phase stability in the fuel cell environment,

4) Mechanical strength,

5) Chemical interactions with the electrode materials, and

6) Stability of ionic conduction in reducing and oxidizing environments.

In addressing the structural issues of the cell it is essential to have a detailed knowledge of
constitutive behavior of monolith and composite structures (ex: electrolyte materials over porous
electrodes etc.). Along with functional aspects such as conductivity etc., issues such as
mechanical integrity, long-term performance, and stability in a reducing environment, are of
paramount importance. The various subtleties in the process conditions and its effect on the fuel
cell materials structural properties are not entirely understood and have been a fertile area for
research. There are also no definitive studies on the long term behavior of fuel cell materials at
high temperatures and under severe reducing conditions/oxygen gradients. Specifically, it is
important to be able to predict long-term behavior of fuel cells using short term and accelerated
tests. However, experimental and reliable data on the materials behavior in the application
environment are few or severely lacking. The results from the proposed study thus intend to
provide important inputs for the design of fuel cell by characterization of material components in

various environments.



Task 1.2.1 Determination of Crack Growth Parameters

A) YSZ characterization:

Yttria stabilized Zirconia (YSZ) of 9.6 mol% Yttria composition were procured in the form of
tubes of length 100 mm. The tubes were processed by slip casting and are of the dimensions 9.6
O.D and wall thickness of ~ 1-1.2 mm. Rings were cut from the tubes and characterized for

microstructure, phase stability and mechanical strength.

Microstructure:

The YSZ rings were ground and polished to 0.25 um finish. The polished sample were thermally
etched at 1400°C for 2 hours and observed under an optical microscope.
Microstructural analysis indicated a dense and equi-axial grain size of ~ 15 um. Isolated porosity

were observed at triple grain boundary points. Micro pores in the grain were closed and did not

contribute to the porosity.

Figure 1: a) Optical micrograph of the thermally etched YSZ indicating uniform grain
size.
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Figure 1: b) Higher magnification of a single grain of the thermally etched YSZ
indicating closed porosity in the grain

The YSZ tubes were analysed for phase stability. The X-ray analysis as shown in figure 2,

indicated full stabilization of the YSZ structure with the Yttria composition.

xrd1
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Figure 2: X-ray analysis of the YSZ tube indicating full stabilization of the cubic phase.
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Mechanical Testing:

The YSZ tubes were sliced into rings and the strength of the rings was determined according to
ASTM C 1323 - 96 (Standard test method for ultimate strength of advanced ceramics with
diametrally compressed C-Ring specimens at ambient temperature). Rings of length ~ 4.4 mm
were cut from the tubes in a low speed saw. The surfaces of the rings were ground and polished
to a 1um finish using successive grades of SiC paper and finally with a diamond compound. The
edges of the rings were chamfered to minimize preferential failures from edge flaws and notched
by a 0.5mm low speed saw to form a C-ring specimen. The C-rings were placed in an autoclave
(to ensure uniform temperature and humidity) between two alumina platens in a hydraulic testing
frame (MTS 858 MiniBionix II). Stabilized Zirconia cloth (0.5 mm) was used as pressure pads to
reduce frictional stresses and to prevent slippage of the rings during testing (Fig. 1). All the tests
were done by monotonically loading in plane strain diametral compression (induces a tensile
field at the mid plane) to fracture at a constant crosshead speed of 1 mm./min. The maximum

fracture strength of the C-Ring specimens were calculated from the equation

Zircnngids/J

Figure 3: C-ring test configuration for strength evaluation of YSZ tubes
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Where 7, - is the outer radius of the C-Ring, b — the width of the ring, # — thickness and P the
fracture load. However, the actual fracture strength is calculated from the measure angle of

fracture from the mid plane.

o _PR|r -r, 1
g btr)| r,—R

A total of 12 rings were evaluated and the results plotted as a Weibull graph. For this the sample
were ranked in a ascending order of their measured strength. The failure probability was

determined according to:

Where F is the failure probability, # is the order of ranking and N is the total number of samples
tested.

The results were analyzed in a parameter Weibull distribution, where m is the modulus and o, is
the characteristic strength. The parameter m in ceramics gives a measure of the strength

distribution with a higher value denoting higher reliability.

—j(d)mdv ;
F=1-c¢ 7o
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Figure 4: Weibull plot for strength evaluation of YSZ tubes at room temperature
The Weibull modulus for the YSZ tubes was determined as 5.6 and o, as 275 MPa. A detailed
examination of the fractured surfaces will be important in characterizing the flaws and fracture

origins to complete the study at room temperature.

Slow Crack Growth Tests:

The YSZ tubes were sliced into rings and the strength of the rings was determined according to
ASTM C 1323 - 96 (Standard test method for ultimate strength of advanced ceramics with
diametrally compressed C-Ring specimens at ambient temperature). Rings of length ~ 4.4 mm
were cut from the tubes in a low speed saw. The surfaces of the rings were ground and polished
to a 1um finish using successive grades of SiC paper and finally with a diamond compound. The
edges of the rings were chamfered to minimize preferential failures from edge flaws and notched
by a 0.5mm low speed saw to form a C-ring specimen. The C-rings were placed in an autoclave

(to ensure uniform temperature and humidity) between two alumina platens in a hydraulic testing
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frame (MTS 858 MiniBionix II). Stabilized Zirconia cloth (0.5 mm) was used as pressure pads to
reduce frictional stresses and to prevent slippage of the rings during testing (Fig. 1). All the tests
were done by monotonically loading in plane strain diametral compression (induces a tensile
field at the mid plane) to fracture. Tests for evaluation of slow crack growth parameters were
done in accordance with ASTM designation C 1368-97 and in plane strain conditions. The
applied strain rates were calculated from the specimen geometry (ASTM C 1323-96) and the
strength tests done in displacement control at a constant crosshead speed of 0.035, 0.3, 1 and 2.5
mm./min. according to the test standard, five samples were tested at each strain rate. The

maximum fracture strength of the C-Ring specimens were calculated from the equation

PR|r —r,
cyemax =T | 4
btr)| r,— R

In very low speed tests (0.035 mm/min), the time required for testing was minimized by applying
a preload to the test specimen prior to testing. The preloads were approximately 0.5 times the
fracture loads at that stress rate. The fracture strengths determined in this case was not observed
to show any significant change.

Results of the strength tests at different crosshead speeds are reported in Table 1. The actual
stress rates were calculated from the slope in the load vs. displacement curves of the individual

strength tests in accordance with ASTM C 1368-97.

Table 1: Strength values of YSZ tubes at varying stress rates
Specimen No Cross-head Stress Rates, Fracture strength,
Speeds, mm/min MPa/s MPa
1 0.035 0.47604 181.92
2 0.035 0.41663 130.46
3 0.035 0.43918 194.06
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4 0.035 0.43956 192.85
5 0.035 0.49566 170.21
6 0.3 4.9393 206.43
7 0.3 4.4950 197.04
8 0.3 4.3665 222.55
9 0.3 4.0640 166.03
10 0.3 4.4046 224.38
11 1 30.539 240.67
12 1 30.300 270.05
13 1 31.506 266.79
14 1 31.448 283.16
15 1 32.141 363.44
16 2.5 53.066 213.95
17 2.5 53.473 189.72
18 2.5 51.343 176.95
19 2.5 56.633 202.83
20 2.5 50.528 161.96

The strength values of the YSZ tubes decreased with decreased applied test rates. This behaviour
is expected, as at lower stress rates, the strength is probably affected by sub-critical growth of
cracks. The strength value at higher stress rates is however anomalous, since a drop in strength
values were observed. This observed drop in strength could not be further verified as testing at
higher stress rates were not possible in the present experimental set up. A detailed analysis of
fracture surfaces could possibly provide clues to the observed effects.

The results of the strength tests as a function of stress rates are plotted in Fig 5. The plots are

conventionally represented as a plot of Log (Fracture Strength) versus Log (Stress Rates) as

shown in Fig 5b.
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Fracture analysis:

The tested samples were sputtered with gold and observed in a SEM for study of fracture.
Fracture was observed to be dominated from flaws originating from the surface. Although,
volume pores were observed in the fractured surfaces, their contribution to the fracture processes
was not significant.

Fracture in the YSZ material was by brittle trans-granular mode. The grains indicated presence
of micro-cleavage planes. Micro-cleavage planes were significantly higher in specimens fracture
at lower stress rates (Fig 2 a and b) indicating sub critical crack growth in the grains. At a stress
rates of 30 MPa/s (Fig 2 ¢ and d), the specimens indicated less roughness and reduced cleavage

planes. Specimen fractured at higher stress rates are to analysed to study the reason for drop in

strength.
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Fig. 6 Fracture surfaces examined under SEM indicating transgranular fracture. At low
stress rates (a and b), higher incidence of micro-cleavage in grains in visible. At
higher stress rates (S0MPa/s), grains are relatively smoother with reduced micro-
cleavage planes.

Slow Crack Growth Analysis

The ASTM test method C-1368, specifically deals with characterising ceramic materials with
susceptibility to slow crack growth (SCG). SCG may e a product of both mechanical and
chemical driving process. The present report is on the room temperature behaviour and the only
consideration is the mechanical driving force. Latter studies will concentrate on the chemical
driving forces (gas atmosphere and temperature).

The SCG parameters n and D can be determined by a linear regression analysis using log
strength values over the complete range of individual log stress rates, based on the following

equation.

logo, = ! 1lo‘g0'+ log D

n+

The slope of the linear regression line can be calculated as:
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Where a = slope, K is the total number of specimens tested (=20), o; and o is the stress rate and
fracture strength of the individual test specimen respectively.

The SCG parameter n is calculated as
n=/a)—-1 7

The intercept of the linear regression line is calculated as

Jj=1 Jj=1 Jj=1

Ki(logo.',-jz —Lglog(;j}z

j=1
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Where [3 is the intercept and the SCG parameter D is calculated as D= 10°
From the above calculations, the SCG parameter for the YSZ tubes at room temperature under
constant humidity was calculated as # = 16.6 and D = 184.74. Fitting these values in equation

2, it is possible to calculate the strength values at various loading rates, typically of static fatigue

conditions.

The values of n = 16.6 implies a low susceptibility to SCG at room temperature. Typically, if a

ceramic materials exhibits a high susceptibility the values of 7 would be lesser than 5.
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Elevated Temperature studies:

AIR

Results of the strength tests at elevated temperature are reported in Table 1. As shown below,
the strength of the YSZ tubes degraded significantly upon exposure to test condition of 1000°C

in air. A maximum of 134 MPa corresponded to 37% of the strength observed at room

temperature.

Table 2: Strength values of YSZ tube at 1000°C in air.
Test Condition Air, RT Air, 1000°C
No of Samples 11 11
Minimum Strength | 97 MPa 73.4 MPa
Maximum Strength | 363.4 134.3 MPa
Mean Strength 231.3 95.4 MPa

- 1000°C, m = 6.2
1 L

Ln(Ln{1/(1-F)))

a2k ]
RT.m=586
3k O o N
Y TR R | A B
4 4.5 a 8.4 B
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Fig. 7: Weibull plots of C-ring fracture strength at room temperature and at
1000°C in air.
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The strength values plotted as Weibull distribution was similar to data of that of room
temperature. However, a slight increase in Weibull modulus, m, from 5.6 to 6.2. Although, the
change is not significant, there are possibilities of change in flaw distribution upon exposure to
elevated temperature. Macroscopic observation indicated roughening of outer and fracture
surfaces of the YSZ tubes. Microscopic and SEM studies should reveal more information on the

strength controlling flaws and their influence on measured strength.
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CONCLUSIONS

Yttria stabilized Zirconia with 9.6% mol composition of Yttria exhibited reasonable strength but
with low Weibull Modulus 'm’. In air at 1000°C, the strength of the YSZ component was
reduced to less 50%. However the Weibull modulus of the YSZ remains relatively unchanged.
The SCG parameter for the YSZ tubes at room temperature under constant humidity was
calculated as # = 16.6 and D = 184.74 and implied a low susceptibility to SCG at room
temperature. SEM analysis of failed C-rings indicated flaws originating from the surface and
crack progressing transgranularly as the primary mode of fracture as. At low stress rates higher
incidence of micro-cleavage in grains in visible as compared to grains failing at higher stress
rates (5S0MPa/s). The higher incidences of micro-cleavage planes are due to the slow crack

growth in the YSZ specimens.
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Abstract

The intent of this project was to demonstrate that Alaskan low-rank coal, which is high in
volatile content, need not be ground as fine as bituminous coal (typically low in volatile
content) for optimum combustion in power plants. The grind or particle size distribution
(PSD), which is quantified by percentage of pulverized coal passing 74 microns (200
mesh), affects the pulverizer throughput in power plants. The finer the grind, the lower
the throughput. For a power plant to maintain combustion levels, throughput needs to be
high. The problem of particle size is compounded for Alaskan coal since it has a low
Hardgrove grindability index (HGI); that is, it is difficult to grind. If the thesis of this
project is demonstrated, then Alaskan coal need not be ground to the industry standard,
thereby alleviating somewhat the low HGI issue (and, hopefully, furthering the salability
of Alaskan coal).

This project studied the relationship between PSD and power plant efficiency, emissions,
and mill power consumption for low-rank high-volatile-content Alaskan coal. The
emissions studied were CO, CO,, NOy, SO,, and Hg (only two tests). The tested PSD
range was 42 to 81 percent passing 76 microns. Within the tested range, there was very
little correlation between PSD and power plant efficiency, CO, NOy, and SO,. Hg
emissions were very low and, therefore, did not allow comparison between grind sizes.
Mill power consumption was lower for coarser grinds.
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1. Executive Summary

The intent of this project was to demonstrate that Alaskan low-rank coal, which is high in
volatile content, need not be ground as fine as bituminous coal (typically low in volatile
content) for optimum combustion in power plants. The grind or particle size distribution
(PSD) affects the pulverizer throughput in power plants. The finer the grind, the lower the
throughput. For a power plant to maintain combustion levels, throughput needs to be
high. The problem of particle size is compounded for Alaskan coal since it has a low
Hardgrove grindability index (HGI); that is, it is difficult to grind. If the thesis of this
project is validated, then Alaskan coal need not be ground to the industry standard,
thereby alleviating somewhat the low HGI issue (and, hopefully, furthering the salability
of Alaskan coal).

A total of 26 field tests were conducted at the Golden Valley Electric Association’s
(GVEA) Healy Unit #1 to study the relationship between the PSD of pulverized coal
being burnt at a power plant and its impact on power plant performance. The PSD was
quantified, as is commonly done in the power industry, as the percentage passing 76
microns (PSD76). Performance was measured through power plant efficiency (ratio of
megawatt [MW] generated to MW burned as coal), mill power consumption, emissions
(S0O,, NOy, CO, and CO,) as measured by a continuous emissions monitoring system
(CEMS), carbon content in fly ash and bottom ash, and Hg emissions in the stack. Other
data collected included proximate analysis of raw coal, HGI of raw coal, and proximate
analysis of pulverized coal. Operational data collected included mill amps, coal flow rate,
air flow rate, and oxygen.

The project reached the following conclusions about low-rank high volatile Alaskan coal:

o For PSD in the tested range (40—80), there is very little correlation between the
PSD of pulverized coal and power plant efficiency.

° There is very little correlation between PSD and SO,, NOy, and CO.

o The data displayed a correlation between PSD and CO,, with finer grinds
resulting in higher concentration of CO,. However, this correlation has been
difficult to explain. It could be a new revelation or an artifact of measurement
erTors.

e  Mill power consumption is greater when coal is ground more. Additionally, the
HGI and coal flow rate impact mill power consumption. Harder coal was found
to consume more power than softer coal, and power consumption went up as the
coal flow rate increased.

o If coal were to be burned at a PSD of 50 instead of 70, the 28 MW Healy
Unit #1 would see a savings of over $56,000 per year.
e  Total Hg emissions are very low.



When the tests are split into two groups, one that averaged 50% passing 76 microns (the
“coarse” group) and the other that averaged 73% passing 76 microns (the “fine” group),
the following is observed:

(@)

o

The coal burned in the fine group had more moisture (17.4%) and less
heating value (18,774 kJ/kg or 8078 BTU) compared to the coarse group
(15.2% and 19,337 kJ/kg or 8320 BTU). On a HGI basis, the coal was
harder in the coarse group (HGI=34) than in the fine group (HGI=37.8).
The fixed carbon content was higher in the coarse group (32.3%) than in
the fine group (29.5%). There was no difference in the ash and volatile
contents.

The coarse group had higher unburned carbon in fly and bottom ash.
However, this could be explained by its higher fixed carbon content.
The fine group had an efficiency of 23.75% compared to 23.05% for the
coarse group. Given that the fine group only had six data points, the
observed difference could be due to the very low number of tests in the
fine group or due to differences in the coal type.

The coarse group had lower SO, emissions, though the two groups had
similar sulfur contents.

e Observations not central to the project, but interesting nonetheless, included the
following:

(@)

(@)

Pulverized coal samples that were underweight had PSDs similar to
recommended weight samples.

PSD sometimes varied between pipes. The coal in pipe A1 was generally
coarser than the coal in pipe A2.



2. Experimental
2.1 The Power Plant

A total of 26 field tests were conducted at Golden Valley Electric Association’s 28 MW
Healy Unit #1 power plant. The power plant, located on the banks of the Nenana River, is
adjacent to the Usibelli Coal Mine (UCM). The mine provides low-rank high volatile coal
to its customers, including GVEA.

The power plant (Figure 2.1a shows the system) has been described in detail in Malav
(2005). It has two pulverizers (or mills), A and B, which feed the combustion chamber
through four pipes: A1, A2 and B1, B2.

2.1.1 Pulverizers

Unit #1 has two Foster-Wheeler MBF-19.5 pulverizers, each with a capacity of
approximately 10,800 kg (24,000 Ib) per hour. These medium-speed pulverizers (Figure
2.1b) are air swept and have fixed rollers and vertical spindles. The plant is designed for a
particle size of 65% passing 76 microns. The raw coal to the pulverizers is designed to be
-32 mm (-1% in.) in size. The primary air, which comes to the pulverizers from the wind
box, carries the pulverized coal to the classifiers. Particles that are finer than the desired
size proceed through the classifiers to the combustion chamber, while the coarser
particles continue to be retained in the pulverizer.

2.2 Overview of Tests

The basic goal of the project was to conduct the different tests at different PSDs (within
operational limits) to examine how plant efficiency (ratio of MW, or MW generated to
MW fed as coal) and emissions varied with PSD. However, since there is no direct way
to “set” the PSD at a plant, tests were conducted by varying the primary air flow and
classifier openings to achieve a target PSD. These two parameters affect the PSD of grind
the most. The primary air flow through the pulverizer ensures that the coal remains in
suspension. If the primary air flow is increased (without increasing the coal feed), coal
does not reside in the pulverizer as long as before, resulting in coarser particles exiting
the pulverizer. Similarly, the PSD is coarser when the classifiers are more open. The
classifiers are simply vanes that direct the primary air to the outlet of the mill.
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Given that the PSD was never known at the time of testing (it was only known weeks
after the test when the results returned from the lab), lab results often revealed that target
PSD76 was not achieved for a given test. However, given the number of tests done, the
required spectrum of PSD76 (from really coarse grind to really fine grind) was achieved.

Test duration was usually in the two- to three-hour range. It depended on the duration for
which the power plant could maintain experiment conditions. Factors such as load
response or classifier settings could affect the power plant’s ability to maintain stable
experiment conditions.

The samples collected (and analysis done on them) during the tests are listed in Table 2.1.

Table 2.1. Samples collected during tests

Sample collected Analysis done on samples

Raw coal feed HGI. -
Proximate analysis

Pulverized coal PSD. -
Proximate analysis

Bottom ash Unburned carbon

Fly ash Unburned carbon

Stack gas” Hg

Done only in two tests

The samples shown in Table 2.1 were sent to commercial labs (SGS or Intertek) for
analysis. In addition, the automated continuous emissions monitoring system (CEMS)
was used to obtain data on various emissions such as CO, CO,, NO,, and SO,, and
operational data such as mill amps, oxygen, coal flow rate, and primary air flow rate.

2.3 Sampling
2.3.1 Raw Coal Sampling

Raw coal samples were collected from a sampling port located just above the pulverizers.
Each mill, A and B, had a port for collecting raw coal samples. During a test, two
samples, each approximately 9.5 L (2.5 gal) in volume were collected from each port.
The diameter of the sampling port was 38 mm (1.5 in.). The two samples from the same
port were combined, ultimately resulting in just two raw coal samples per test. Figure 2.2
shows Dr. Terril Wilson and Mr. Abhishek Chowdhury (both with UAF) collecting the
feed samples.



Figure 2.2. Raw (feed) coal sampling.

2.3.2 Pulverized Coal Sampling

Sampling of pulverized coal was by far the most challenging aspect of the project. ASTM
standard D-197 was used as a guideline for this part for the first 22 tests, with the more
stringent ISO 9931 standards used for the last 4 tests. See the next section for details on
the number of pulverized coal samples that were taken during each test.

Figure 2.3 shows the layout of the plant relevant to pulverized coal sampling. Two pipes
from each mill carry air-pulverized coal mixture to the combustion chamber. Each of
these four pipes, Al, A2, B1, and B2, have sampling ports, with each pipe having two
perpendicular ports.

Furnace

Sampling two
perpendicular
cross-sections of
each pipe

Pipes Al, A2, B1, and B2 carry
the pulverized coal-air mixture
from the two mills, A and B, to the
burners.

— 0
Bde)

Al A | B1 B2

Section C-C
Mill A Mill B

Figure 2.3. Schematic showing pulverized coal sampling (Malav et al., 2008).



ASTM D-197 Sampling Procedure

The ASTM D-197 sampling procedure is described in detail in ASTM manuals. For the
sake of the reader, however, it is described briefly here.

The process requires two sampling ports (in the pipe being sampled) that are
perpendicular to each other, with the intent being to sample the pipe in two perpendicular
directions (Figure 2.4). The sampling device consists of a probe connected to a cyclone
collector (Figure 2.5). It connects to the port through a dustless connection.

Figure 2.5. The sampling probe connected to the cyclone collector.
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The procedure calls for isokinetic sampling of the air-coal mixture flowing through the
pipe. The probe, which contained a sampling aperture of 197 sq. mm (0.305 sq. in.) near
its tip, is inserted into the port. Over a period of 1 minute, it is slowly withdrawn from the
pipe. During the withdrawal, the probe is stopped at 12 locations for about 5 seconds so
that equal areas are sampled each time. This process is illustrated in Figure 2.6.

Figure 2.6. Equal area method of sampling. Each sampling “stop” shown by a dark circle.

The process is repeated at the other (perpendicular) port as well, resulting in a total
sampling duration of two minutes per pipe. Due to limitations in the equipment, the
sampling was not isokinetic. However, sample validity was verified using the Rosin-
Rammler plot (as directed by the ASTM method).

Figure 2.7 shows the probe being set up for sampling.

11



Figure 2.7. From left to right, Srdhar Dutta, Dinesh Malav, and Rajive
Ganguli (all with UAF) setting up the probe.

1SO 9931 Sampling Procedure

During the course of this investigation, the sampling probe for the ASTM method got
damaged. Therefore, GE Energy, which uses the ISO 9931 isokinetic sampling
procedure, was hired to obtain the pulverized coal samples. This process is described in
detail in ISO’s official manual'. However, it is described here briefly for the benefit of
the reader.

The method uses the Rotorprobe™, a GE Energy device certified for this method. The
device (Figure 2.8) is similar to the ASTM method probe (shown in Figure 2.5), but with
a major difference. The Rotorprobe has two sampling tips (each with two sampling
apertures for a total of four apertures) that rotate on a vertical axis at the end of the probe.
During sampling, the tips are rotated, resulting in the collection of samples from all
around the pipe and not just from two perpendicular diameters.

! www.iso.org
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Figure 2.8. GE Rotorprobe and control box.

Figures 2.9 and 2.10 show sampling using the Rotorprobe procedure. A four-minute

sample is collected from each pipe, during which time the tips are rotated twice (720°).

During this rotation, however, the tips are paused for 15 seconds at 8 sampling points
(similar to what is done in the previous method).

13



Figure 2.10. Frank Coen (GE Energy) and Rupali Panda (UAF) operating the
Rotorprobe control box.
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Quantification of PSD

All pulverized coal samples were analyzed for PSD as percent passing 1180 microns, 600
microns, 300 microns, 150 microns, 76 microns, and 38 microns (16 mesh, 28 mesh, 48
mesh, 100 mesh, 200 mesh, and 400 mesh). This analysis was necessary for the Rosin-
Rammler plots. However, in the power plant industry, it is common to quantify the PSD
of grind as percent passing 76 microns (200 mesh). Therefore, the same nomenclature is
used throughout the report. The “PSD76” of a test implies the percentage of samples that
are smaller than 76 microns, while “PSD” implies the entire particle size distribution.

2.3.3 Bottom Ash Sampling

Prior to the start of each test, the bottom ash was flushed out of the combustion chamber
by flooding the bottom with water. At the conclusion of the test, the process was
repeated, though modified slightly, so that a sample could be collected during the
flushing. There was no other way to sample the bottom ash. This was a tedious process
and somewhat hazardous. If not done carefully, hot embers flew out of the chamber when
the access door was opened. GVEA staff was required to help take the samples. Figure
2.11 shows the bottom ash sample being scooped up against the flaming red combustion

chamber in the background. The wet sample was always air dried before being sent to the
lab.

Figure 2.11. Dr. Terril Wilson (UAF) scoops up the bottom ash sample.
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2.3.4 Fly Ash Sampling

GVEA Healy Unit #1 has a total of 12 fabric filters (bag houses), arranged in 2 columns,
A and B, of 6 each. Figure 2.12 shows this arrangement.

Figure 2.12. The arrangement of fabric filters on either side of the aisle.
Rupali Panda and Abhishek Choudhury are seen at a distance handling the
samples.

The fabric filters were emptied prior to each test. Every fabric filter had a sampling port
and required a probe to obtain the samples. Samples from the same two rows in each
column were pooled to obtain a composite sample. Therefore, each test resulted in three
fly ash samples. Figure 2.13 shows a fly ash sample being taken.
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Figure 2.13. Abhishek Choudhury collecting a fly ash sample.

2.4 Reduction in the Number of Pulverized Coal Samples
When the project was started, it was decided to take as many pulverized coal samples as

possible during a three-hour test. However, given how expensive the analysis was, the
team decided to examine if indeed that many samples were needed.

17



Initially, the team took six cycles of pulverized coal samples in three hours. A cycle is
described as samples from all four pipes. Thus, a test typically yielded 24 samples. To
examine the possibility of reduction in the number of samples, the obtained PSD76
values from Test 1 were used in a statistical simulation, where “n” samples (out of 23 for
Test 1) were randomly selected. Selection was such that a value was picked from every
pipe (Al, A2, B1, and B2); that is, the selection was in complete cycles. Using the #-test,
the selected group was compared to the entire sample group (size 23). This experiment
was repeated 500 times for each “n.” The selected group was identical to the entire group
over 95% of the time according to the 7-test for all n>4. Similar results were produced for
Test 2 (24 samples total).

Thus, the simulation from the first two tests showed that four samples were sufficient to
estimate the average PSD76 during the test. Also, according to the same simulation, there
was no improvement in the standard deviation of the means after 12 samples per test.
Therefore, it was decided that there was no need to take more than 12 samples per test.

Std. Dev. of Means

1.80
1.60 - S
1.40
1.20 n .
1.00 = o Test 1
0.80 - = [ m Test 2
0.60
0.40
0.20 -
0.00 ‘ ‘

0 5 10 15 20 25

L 4

Percent Passing 76 microns
|

Num. Samples Per Test

Figure 2.14. Lack of significant improvement of the standard deviation of means after
10—-12 samples.
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3. Results and Discussion

The data are first presented followed by analysis. Tests 1 and 2 were part of the initial

seed grant project and, therefore, did not include coal quality analysis. The only sample

analysis that was done in Tests 1 and 2 was PSD of pulverized coal.

3.1 Data from Tests

3.1.1 Feed (Raw) Coal

The data from raw coal that was fed into the pulverizers are shown in Table 3.1. The
main goal of the raw coal analysis was determining the HGI. Other analyses (proximate)
were done based on budget outlook. Note that proximate analysis was always done on
pulverized coal.

Table 3.1. Raw coal quality data

Ash Moisture | Volatile | Sulfur | Fixed kJ/kg (BTU/Ib) | HGI
Carbon

Test 3 11.7 27.2 343 0.21 26.9 16,907 (7275) 34
Test 4 10.2 28.7 34.3 0.19 26.8 16,865 (7257) 31
Test 5 11.9 25.2 35.2 0.22 27.7 17,309 (7448) 31
Test 6 32
Test 7 33
Test 8 31
Test 9 12.7 27.5 31.2 0.20 28.3 16,331 (7027) 37
Test 10 12.2 274 31.7 0.19 28.7 16,479 (7091) 34
Test 11 11.8 27.5 32.2 0.19 28.5 16,633 (7157) 36
Test 12 12.3 27.5 32.0 0.21 28.2 16,461 (7083) 36
Test 13 13.5 27.5 31.3 0.21 27.8 16,349 (7035) 36
Test 14 12.3 27.0 31.6 0.22 29.2 16,747 (7206) 34
Test 15 114 27.3 32.4 0.22 28.9 16,954 (7295) 32
Test 16 12.7 27.1 32.3 0.21 28.0 16,540 (7117) 33
Test 17 14.0 27.2 31.7 0.19 27.1 35
Test 18 13.9 27.2 32.3 0.19 26.7 35
Test 19 13.6 26.6 323 0.20 27.5 36
Test 20 12.3 26.1 33.1 0.18 28.5 36
Test 21 14.1 28.2 30.8 0.20 27.0 40
Test 22 12.8 28.3 31.2 0.20 27.7 40
Test 23 13.8 29.3 32.5 0.21 24.5 39
Test 24 13.3 31.3 31.8 0.20 23.6 37
Test 25 11.4 37.2 29.5 0.18 21.8 35
Test 26 13.4 29.0 33.2 0.20 24.4 36

NOTE: All values are as received (unless otherwise mentioned).
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3.1.2 Pulverized Coal
The pulverized coal was sampled for proximate analysis and PSD analysis.

Table 3.2. Quality analysis of pulverized coal

Ash Moisture | Volatile | kl/kg (BTU/Ib) | Fixed Sulfur
Carbon

Test 1 15.8 14.1 38.7 19,094 (8216) 31.4
Test 2 14.1 12.9 39.2 20,026 (8617) 33.9
Test 3 13.8 15.6 40.0 19,329 (8317) 30.5 0.26
Test 4 12.9 16.7 40.0 19,324 (8315) 30.4 0.24
Test 5 13.0 16.0 40.4 19,552 (8413) 30.7 0.25
Test 6 11.1 19.9 37.6 18,838 (8106) 31.4 0.23
Test 7 11.6 18.4 37.7 19,096 (8217) 32.7 0.24
Test 8 10.3 18.5 37.9 19,296 (8303) 333 0.23
Test 9 13.6 17.5 36.3 18,564 (7988) 32.6 0.24
Test 10 14.3 13.3 38.8 19,640 (8451) 33.9 0.24
Test 11 14.1 13.1 38.0 19,856 (8544) 34.9 0.24
Test 12 14.2 12.5 38.2 20,038 (8622) 35.2 0.24
Test 13 15.5 15.5 36.7 18,941 (8150) 323 0.25
Test 14 14.9 15.3 37.4 19,236 (8277) 32.5 0.27
Test 15 14.5 15.0 37.6 19,310 (8309) 32.9 0.26
Test 16 16.1 15.2 37.0 18,766 (8075) 31.7 0.24
Test 17 15.6 15.1 39.9 19,868 (8162) 29.4
Test 18 16.2 13.4 39.0 19,154 (8242) 31.4
Test 19 15.6 12.9 39.3 19,459 (8373) 32.2
Test 20 15.8 13.1 38.9 19,347 (8325) 32.2
Test 21 15.1 17.9 37.4 18,357 (7899) 29.6
Test 22 16.5 14.9 36.7 18,917 (8140) 31.9
Test 23 13.9 17.9 39.0 19,029 (8188) 29.2
Test 24 13.2 18.5 40.3 18,957 (8157) 28.1
Test 25 14.9 18.0 38.1 18,671 (8034) 29.1
Test 26 16.3 16.9 37.8 18,713 (8052) 29.0

NOTE: All values are as received (unless otherwise mentioned)

Note (by comparing Tables 3.1 and 3.2) the seeming enrichment of the coal (in terms of
heating value) by grinding. This occurs due to the loss of moisture during grinding.
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The PSD76 data in the form of average percentage passing 76 microns (200 mesh) are
given in Table 3.3.

Table 3.3. The average PSD76 (% passing 76 microns or 200 mesh) for the tests

PSD76
Test 1 49
Test 2 42
Test 3 46
Test 4 48
Test 5 48
Test 6 50
Test 7 52
Test 8 46
Test 9 55
Test 10 54
Test 11 52
Test 12 46
Test 13 51
Test 14 52
Test 15 52
Test 16 51
Test 17 46
Test 18 49
Test 19 48
Test 20 50
Test 21 66
Test 22 70
Test 23 75
Test 24 67
Test 25 78
Test 26 81

The average entire PSD, or percentage passing 1180 microns, 600 microns, 300 microns,
150 microns, 76 microns, and 38 microns (or 16 mesh, 28 mesh, 48 mesh, 100 mesh, 200
mesh, and 400 mesh, respectively), is presented as Rosin-Rammler (RR) plots in
Appendix I. This is because such data are best understood graphically. RR plots are a
standard way to visualize pulverized coal PSD. Notice how very little coal is retained
coarser than 300 microns; that is, the points to the right of 300 microns (50 mesh) are
close to zero. Also, as should be expected, the 3 points at 300, 150, and 76 microns
usually form a straight line.
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3.1.3 Fly Ash Data

The fly ash samples were analyzed for ash; the carbon content in them was computed as

100 - percent ashgyy pasis- The unburned carbon in fly ash for the various tests is given in

Table 3.4.

Table 3.4. The average unburned carbon in fly ash for the tests

Carbon in fly
ash (%)
Test 3 3.6
Test 4 3.1
Test 5 4.1
Test 6 3.1
Test 7 2.6
Test 8 2.7
Test 9 3.6
Test 10 3.7
Test 11 3.7
Test 12 4.2
Test 13 2.8
Test 14 3.0
Test 15 34
Test 16 32
Test 17 1.9
Test 18 1.9
Test 19 2.6
Test 20 2.6
Test 21 2.4
Test 22 2.5
Test 23 1.2
Test 24 1.3
Test 25 1.0
Test 26 0.8
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3.1.4 Bottom Ash Data
The bottom ash samples were analyzed for ash; the carbon content in them was computed
as 100 - percent ashayy pasis. The unburned carbon in bottom ash for the various tests is

given in Table 3.5.

Table 3.5. The average unburned carbon in bottom ash for the tests

Carbon in
bottom ash (%)

Test 3 18.1
Test 4 4.6
Test 5 22.6
Test 6 17.4
Test 7 22.3
Test 8 254
Test 9 5.0
Test 10 59
Test 11 3.5
Test 12 4.3
Test 13 6.9
Test 14 -
Test 15 34
Test 16 4.4
Test 17 3.6
Test 18 3.6
Test 19 5.8
Test 20 5.8
Test 21 1.9
Test 22 0.9
Test 23 4.3
Test 24 7.1
Test 25 32
Test 26 52
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3.1.5 Emissions Data

Table 3.6 lists the total Hg (mercury) data (particle bound, oxidized, and elemental) on
the stack gas samples taken for Tests 23 and 24. Note that Hg testing was added to the
project at the very end. A contractor (Alaska Source Testing, Anchorage, AK) was hired
to sample the stack gases and measure Hg emissions using the Ontario-Hydro method.

Table 3.6. Hg emissions through the stack

Hg, kg/hr (Ib/hr) Hg type (percent of total)
Particle | Oxidized | Elemental
bound
Test 23 (finer) 0.000408 (0.000760) | 0.19 34.03 65.78
Test 24 (coarser) 0.000300 (0.000663) | 0.66 14.02 85.31

The other emissions—SO,, NOyx, CO, and CO,—were measured using the automated
CEMS. The data are presented in Table 3.7.

Table 3.7. Emissions data from continuous emissions monitoring system

SO, NO, CcO CO,
(ppm) | (ppm) | (ppm) (%0)
Test 3 113 164 817 11.3
Test 4 104 158 1423 11.2
Test 5 113 175 1474 10.6
Test 6 120 151 937 11.9
Test 7 119 150 918 11.9
Test 8 131 157 797 11.8
Test 9 121 147 1654 11.6
Test 10 107 145 2708 11.7
Test 11 115 149 1779 113
Test 12 121 150 1725 11.4
Test 13 120 153 1300 11.8
Test 14 129 156 2715 11.8
Test 15 107 165 561 113
Test 16 119 168 1990 11.7
Test 17 114 165 363 11.2
Test 18 115 166 411 113
Test 19 107 161 483 11.4
Test 20 144 164 549 11.5
Test 21 137 159 321 12.9
Test 22 135 153 718 12.5
Test 23 112 134 1096 12.3
Test 24 123 136 1489 12.4
Test 25 133 154 221 12.4
Test 26 136 156 201 12.5
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3.1.6 Operational Data

The operational data from CEMS are given in Table 3.8.

Table 3.8. Operational data from CEMS

Coal flow | Oxygen | Mean Mill
rate kg/hr MW amps
generated
Test 3 22,615 2.60 28.12 83.5
Test 4 23,709 2.54 28.29 88.9
Test 5 22,828 2.96 27.92 87.4
Test 6 22,850 2.30 28.47 89.5
Test 7 23,780 2.37 28.24 90.0
Test 8 22,460 2.29 28.45 88.6
Test 9 22,778 3.18 28.28 80.9
Test 10 22,505 3.20 28.33 717.5
Test 11 22,377 3.66 28.26 75.3
Test 12 22,429 3.79 28.29 72.1
Test 13 23,346 2.29 28.11 90.3
Test 14 23,084 2.57 28.11 88.3
Test 15 22,729 2.76 28.07 85.8
Test 16 23,466 2.75 28.03 81.2
Test 17 22,635 2.75 28.14 74.6
Test 18 22,719 2.74 28.05 74.2
Test 19 22,279 249 28.04 74.1
Test 20 22,365 2.51 27.99 74.8
Test 21 22,761 2.75 28.41 91.1
Test 22 22,967 2.73 28.55 91.9
Test 23 22,663 2.00 27.88 93.7
Test 24 22,721 2.08 28.06 91.5
Test 25 22,465 2.33 28.07 93.7
Test 26 22,688 2.25 28.05 92.9

Note that the oxygen data are presented here to satisfy reader curiosity. The presented

oxygen data are very difficult to use in any analysis since the plant setup (the path taken
by the air and the location of the oxygen sensor) does not allow a direct relationship to be
drawn between the oxygen and the nature of combustion.
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3.2 Analysis

In this section, the important relationships are presented first, followed by other
interesting observations.

3.2.1 PSD Versus Power Plant Efficiency

The efficiency of the power plant was computed as the ratio of energy burned as coal to
energy generated as electricity. The energy burned as coal is computed from the coal
flow rate (Table 3.8) during a test and the coal calorific value (Table 3.2), while the MW
generated is directly obtained (Table 3.8).

Table 3.9 presents the efficiency of the tests.

Table 3.9. The average PSD76 (% passing 76 microns or
200 mesh) and power plant efficiency for the tests

PSD76 | Efficiency
Test 1 49 0.2299
Test 2 42 0.2305
Test 3 46 0.231
Test 4 48 0.222
Test 5 48 0.225
Test 6 50 0.238
Test 7 52 0.224
Test 8 46 0.236
Test 9 55 0.240
Test 10 54 0.230
Test 11 52 0.229
Test 12 46 0.226
Test 13 51 0.228
Test 14 52 0.228
Test 15 52 0.230
Test 16 51 0.229
Test 17 46 0.236
Test 18 49 0.232
Test 19 48 0.232
Test 20 50 0.233
Test 21 66 0.244
Test 22 70 0.236
Test 23 75 0.2323
Test 24 67 0.2342
Test 25 78 0.2406
Test 26 81 0.2377
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The relationship between the PSD76 and efficiency is weak, as shown in Figure 3.1.
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Figure 3.1. PSD of pulverized coal vs. plant efficiency.

The plot in Figure 3.1 makes the presence of two clusters of PSD76, one to the left of 60
(coarser PSD76) and the other to the right (finer PSD76), very evident. Therefore, it is
tempting to compare the two clusters. The coarser PSD76 averaged 50% passing 76
microns, while the finer PSD76 averaged 73% passing 76 microns.

Table 3.10 presents the previous table (Table 3.9) as two separate clusters.
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Table 3.10. The two separate groups of PSD76 tested in the project

Cluster 1: Coarse PSD76 Cluster 2: Fine PSD76
PSD76 | Efficiency PSD76 | Efficiency

Test 2 42 0.2305 Test 21 66 0.244

Test 3 46 0.231 Test 24 67 0.2342

Test 8 46 0.236 Test 22 70 0.236

Test 12 46 0.226 Test 23 75 0.2323

Test 17 46 0.236 Test 25 78 0.2406

Test 4 48 0.222 Test 26 81 0.2377

Test 5 48 0.225

Test 19 48 0.232

Test 1 49 0.2299

Test 18 49 0.232

Test 6 50 0.238

Test 20 50 0.233

Test 13 51 0.228

Test 16 51 0.229

Test 7 52 0.224

Test 11 52 0.229

Test 14 52 0.228

Test 15 52 0.23

Test 10 54 0.23

Test 9 55 0.24

The average efficiencies of the two groups are 0.2305 and 0.2375, with the finer PSD76
having an efficiency about 3% higher than the coarser PSD76. However, the almost
similar efficiencies are statistically different (¢-stat: 3.44) when their means are compared
by #-tests (assuming unequal variances). The #-test could be done since efficiency and
PSD76 data in the two groups were normally distributed.

To explore if the difference in efficiency can be explained by factors other than PSD76,
the coal quality (ash, volatile content, moisture, unburned carbon in fly ash and bottom
ash, and oxygen) differences were studied. Note, however, that coal quality can only be
used as a very broad guide when discussing combustion, since similar coals can often
have very different combustion performance/characteristics while different coals have
similar performance/characteristics (Carpenter et al., 2007).
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Fuel Type Comparison

Table 3.11a summarizes the coal quality comparison. A comparison based on #-test was
not done for any data group that failed the Anderson-Darling test for normality. Such
groups are identified with an “N/A” under the #-stat column.

Table 3.11a. Comparison in the coal quality of the coal burned in coarser PSD76 tests
and finer PSD76 tests (quality values are for pulverized coal unless mentioned otherwise)

Average t-stat | Significant’

Coarser | Finer difference?
Ash 14.15 14.98 1.28 No
Volatile content 38.43 38.22 0.37 No
Volatile content" 32.5 31.5 1.66 No
Moisture 15.2 17.35 N/A N/A
Moisture"® 27.1 30.6 MWT Yes
Heat Val, kl/kg 19,337 | 18,774 4.1 Yes
(BTU) (8320) | (8078)
Fixed carbon content 32.3 29.5 N/A N/A
HGI 34 37.8 3.8 Yes
at 95% confidence RC: Raw Coal MWT: Mann-Whitney Test

The ash and volatile contents are statistically similar for the two groups, with the
pulverized coal volatile content being almost identical. However, there appears to be a
difference in the moisture content, though the significance of the difference cannot be
estimated for pulverized coal. The Mann-Whitney” test, which could be applied to the
raw coal data (for moisture), implied that the moisture content was higher for finer
PSD76. Higher moisture coals are more reactive, leading to more complete combustion
and higher efficiencies. In this case, the finer grinds had over 14% more moisture than
coarser PSD76. But higher moisture also means loss of heat in converting the moisture to
steam, thereby lowering efficiency.

The fixed carbon content is higher in the coarser test coals. Since the fixed carbon data
for the fine group were not normally distributed, a significance test could not be done to
compare the two groups based on fixed carbon. Therefore, whether the difference is
significant is unknown. When combined with their lower moisture contents, it is no
surprise that they (coarser test coals) have higher heating values, though the heating value
is impacted by more than just moisture and fixed carbon. Also, heating value is not an
indicator of the quality and nature of combustion (Carpenter et al., 2007).

While the moisture content and fixed carbon probably help improve the efficiency of the
coarser tests, their lower HGIs probably hurt their efficiencies. It is not possible to know,

of course, if these two factors compensated for each other.

Unburned Carbon Comparison

? http://faculty.vassar.edu/lowry/utest.html
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The unburned carbon (Table 3.11b) was also examined to understand the performance of
the tests. The #-test was not applicable for bottom ash data, as the data for unburned
carbon in bottom ash (coarse group) were not normally distributed.

Table 3.11b. Comparison of unburned carbon

Average t-stat | Significant
Coarser | Finer difference?
Unburned carbon 3.1 1.53 4.65 Yes
(fly ash)
Unburned carbon 9.56 3.77 N/A N/A
(bottom ash)

at 95% confidence

The unburned carbon in both fly ash and bottom ash are higher for coarser PSD76, which
would suggest that there was loss of carbon when coal was burned coarser. This type of
observation is standard in bituminous coal and could explain the lower efficiencies of
coarser grind combustion. However, with Alaskan low-rank coal (according to US DOE
researchers Freeman et al., 1996), almost complete burnout is typical even at significantly
coarser grinds. Also, the higher unburned carbon contents can be very easily explained by
the fixed carbon contents of the two groups. As presented earlier, the coarser tests had
higher fixed carbon content than finer grinds, which could have resulted in higher
unburned carbon. This is especially possible since the fixed carbon content percentage
applies to the entire tonnage that is burned, while the unburned carbon percentage applies
only to a small portion of the total tonnage.

An additional issue that prevents the aggressive use of unburned carbon values in
differentiating the two groups would be the quality of bottom ash samples. As described
in section 2.3.4, the bottom ash sampling was not ideal since samples had to be collected
from whatever bottom ash washed out. Whether these samples are representative of the
bottom ash is anybody’s guess. As seen in Table 3.5, bottom ash values have had a wide
range.

Coarse Versus Fine Efficiency Comparison: Summary

The aforementioned factors provide a fuzzy picture with regard to efficiency. One should
also take into account that the finer grind group has only 6 data points compared with the
coarse group, which has 18-20 data points. Since the difference in efficiency is small, a
single high/low data point in the finer group (in a future test) could blur the differences.
Also notable is that 7 out of the 20 tests in the coarse group have efficiency values that
are within the fine group PSD76 range.
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3.2.2 PSD76 Versus SO,, NO,, CO, and CO; Emissions

Figures 3.2 to 3.5 show the relationship between PSD76 and SO, (ppm), NOx (ppm), CO
(ppm), and CO; (%).

y = 0.4386x + 96.274

150

S02(ppm)

Figure 3.2. PSD76 vs. SO, (ppm).
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Figure 3.3. PSD76 vs. NOyx (ppm).
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Figure 3.4. PSD76 vs. CO (ppm).
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Figure 3.5. PSD76 vs. CO; (%).

32



Other than PSD76 versus CO», all the other relationships appear weak. As was done
before, the tests were split into two groups: coarse (percent passing 76 microns at 55 and
below) and fine.

Table 3.12. Comparison of emissions between coarser PSD76 tests and finer PSD76 tests

Average t-stat | Significant

Coarser | Finer difference?
SO, 118 129 2.5 Yes
NOy 158 149 1.9 No
CcO 1256 674 2.1 No
CO, 11.5 12.5 8.8 Yes

at 95% confidence interval

SO; and CO, emissions seem to rise with finer grind. When sulfur (from Table 3.1) was
explored as a possible reason for higher SO, it was found that there was no correlation
(R? 0f 0.001) between the two (S and SO,). The sulfur contents of the coarse group could
not be compared to the fine group since the sulfur data of the fine group was not normally
distributed.

As regards CO,, fixed carbon was explored as a reason. As presented earlier, the fixed
carbon contents of pulverized coal were higher for coarser grinds (mean: 32.3%) than for
finer grinds (mean: 29.5%). Thus, the CO; emissions are contrary to what would be
suggested by the fixed carbon contents. The finer tests did have higher moisture content,
as seen in Table 3.11a. Higher moisture content could have increased CO; and SO,
emissions, though a direct correlation between them (moisture content of pulverized coal
and CO; and SO, concentration) shows negligible correlation (Figure 3.6).

CO2 Trendline
150 " 14.000 y=0.1282x + 9.7026
145 . 2_
—_— = = -+ R"=0.2345
= 140 e — T X 12.000
S 135 o o ° 1 10.000 £
e ] o Ave SO2 ppm
g 130 o ° 18000 & .
) 125 ® x  Ave CO2%
@ . o ‘%/o 1 6.000 g — — Linear (Ave CO2%)
LIEJ — ° y Linear (Ave SO2 ppm)
§ 115 e 1 4000 O
» 110
0 4
105 < . 2.000
100 ‘ ‘ j ; : 0.000 SO2 Trendline:
1000 12.00 14.00 1600 18.00 20.00 22.00 y=10329x+104.28
. R”=0.0413
Moisture Content, % (Pulv Coal)

Figure 3.6. Negligible correlation between moisture content of coal and SO, and CO,
emissions.
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Note that higher moisture content (as for finer grinds) usually results in higher amounts
of flue gases. Therefore, higher concentrations (in higher amounts of flue gases) of
emissions are especially significant.

The CO; observation is critical in light of the current global sensitivity to CO, emissions.
The implication of Figure 3.5 and Table 3.12 is that by burning low-rank Alaskan coal at
a PSD76 of 50% instead of 70%, one could reduce the CO, emissions concentration by
about 8% (the difference between 11.5% and 12.5% concentration), though reducing the
concentration of emissions is not the same as reducing the fotal quantity of emissions.
Unfortunately, total CO, emissions could not be studied, as neither the power plant nor
the research was set up to conduct a carbon mass balance at the level necessary to
conclude on CO; emissions. Additionally, it is difficult to explain the relationship.
Measurement bias in the CEMS is a possibility since CO; data from 2005 (on days of the
test but not during the test) reveal lower values of emitted CO, compared to 2006 and
2008. Since CO, tonnage values are based on many constants and assumptions, it is
possible that a change was made to a factor that resulted in slightly higher values of CO,.
Note that this is only a suspicion and could not be verified.

Given the current importance of CO,, PSD — CO, relationship may be worth examining.
3.2.3 PSD76 Versus Hg

Not much can be said about the relationship of PSD76 versus HG besides to note that Hg
emissions through the stack are very small. These emissions are so close to detection
limits that the difference evident in Table 3.6, where the coarser test had the lower Hg
emissions, is negligible.

3.2.4 PSD76 Versus Mill Power Consumption

Ganguli and Bandopadhyay (2008) examined the relationship between mill power

consumption and PSD76 based on data from Tests 3—22. A direct relationship between
mill power consumption and PSD76 was not observed (Figure 3.7a).

34



Specific Amps vs PSD y = 10733x + 12.545
R?=0.2188
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Figure 3.7a. Almost negligible relationship between PSD76 and specific
mill amperage (Ganguli and Bandopadhyay, 2008).

When HGI and coal flow rates were factored in, the following relationship was observed:
Amps =-26.3113 + 0.908*PSD76 — 1.652*HGI + 0.00523*Flow 3.1

where Amps is the combined amperage of the two mills and Flow is the coal flow rate in
kg/hr.

The correlation coefficient for the relationship jumped from 0.22 (Figure 3.7a) to 0.64.
Additionally, the coefficients for PSD76, HGI, and Flow were all significant, implying
that these factors play a role in influencing Amps. Since PSD76 and Flow had positive
coefficients, the relationship implies that as PSD76 and Flow go up, so do Amps, which
makes sense.

When Figure 3.7a was updated with data from Tests 23-26, a direct correlation between
PSD76 and power consumption appeared (Figure 3.7b).
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PSD vs. Mill Power Consumption y = 0.4300x + 60.743

R? = 0.4004
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PSD

Figure 3.7b. Power consumption increases as PSD76 increases (becomes finer).

Equation (3.1) was updated also with the data from Tests 23-26:
Amps =-76.7 + 0.584*PSD — 0.942*HGI + 0.0071*Flow (3.2)

The addition of the new data further improved the correlation coefficient to 0.68. The
coefficients for PSD76, HGI, and Flow were all significant. The residuals from applying

Equation (3.2) were centered at zero and passed the Anderson-Darling test for normality,
thus validating Equation (3.2).

When the mill power consumption was studied on a coarse grind versus fine grind basis

(Tables 3.8 and 3.10), the coarse grind tests consumed 13.34% less power (0.0036 amps

per kg/hr) than the fine grind tests (0.0041 amps per kg/hr). The #-test was not applicable
to the data; hence, no estimate of the significance of the difference is provided.

Equation (3.2) can be utilized to compute the savings in mill power consumption from
coarse grinding. The electricity costs for the mill can be computed by the equation

Amps*Voltage* V3 *power factor*Hours*Cost of saving electricity
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Since the mills are run at about 2.4 kV, 0.7 power factor, 365 days a year, with a 95%
availability, the cost is (at 20 cents per kwh’ at Healy Unit #1)

Cost = Amps*2.4*1.732%0.7*(365%24)*0.95*0.2 (3.3)

If the power plant were to be run at 50% passing 76 microns instead of 70% passing 76
microns, the savings would be (from Equation [3.3])

(Amps7o — Ampss))*4843 (3.4)
For the same HGI and Flow, applying Equations (3.2) to (3.4),
Savings = 0.584%(70-50)*4843 (3.5)
= $56,566

Ganguli and Bandopadhyay (2008) did not consider power factor, three-phase motors
(which introduces the /3 in Equation [3.3]), and power source selection methodology in
their computation.

3.2.5 Other Relationships

In this section, issues or relationships not directly related to project objectives are
discussed/presented.

3.2.5.1 Effect of Lower Weight Sample

As evident from the previous sections, Alaskan low-rank coal is very moist, which makes
sampling difficult. The moist pulverized coal had a tendency to run and clog the sampler.
This often caused samples to be lower in weight than the recommended weight.
Therefore, it was of interest to see if the lower-weight (LW) samples had a different PSD
(and PSD76) than the recommended-weight samples.

The recommended weight is computed based on the coal flow, sampling aperture, and
sampling duration as follows:

W= (a/ A)*Flow in Pipe/minute

where W is the sample to be collected per minute, a is the area of the aperture in the
sampling probe, 4 is the internal area of the pipe, and Flow in Pipe/minute is self-
explanatory. Since the sampling duration was 2 minutes for the first 22 tests, the
computed sample weight was 2W. The recommended weight, W,, was

90% of 2W <= W, <= 110% of 2W

3 The in-plant cost to generate electricity is 6.5¢/kwh. However, reduced mill power consumption makes
more electricity available for the grid. Since the cheapest power source is always selected by the grid, more
available power implies cutting down on electricity that is otherwise 20-25¢/kwh.
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For example, in Test 1 the flow rate was 11,583 kg/hour for mill A, or 5791.5 kg/hr
through pipes Al and A2. The ratio of the areas was 0.001726, resulting in W = 333.2
grams. Therefore, the recommended weight was between 299.9 grams and 366.5 grams.
Note that the above method does not apply to data from tests that used the ISO sampling
method (Tests 23-26).

Tests 1 and 2 had samples that were either recommended weight or under weight.
Therefore, they presented an excellent opportunity for comparison. WR is the ratio of the
actual weight of the sample to the recommended weight. Since multiple samples were
taken in each test, each sample usually being just minutes apart from the next one, this
was an appropriate comparison. The comparison is done on a pipe basis as PSDs between
pipes can and do vary (discussed later).

Tables 3.13a—3:13e present the results, while Figures 3.8-3.12 present the Rosin-
Rammler (RR) plots. Note in the figures that the x-axis is labeled in SI units at the top
and in US mesh sizes at the bottom, while the y-axis is percentage retained (and not
percentage passing, as in the tables).

From the tables, it is apparent that particle sizes coarser than 150 microns are captured in
identical proportions in samples of all sizes, while the RR plots and Figure 3.13 show that
the PSD76 (the benchmark number since it was used in all analyses) is near-identical
between lower-weight and recommended-weight samples in each case. In other words,
the same line is a good fit no matter whether we fit the “red” dots or the “blue” dots.
Table 3.13a. PSD76 (% passing) of lower-weight samples vs. recommended-weight
samples for Pipe Al in Test 1

Sample Lower weight Recommended weight
size Ave Ave
WR 81.5 60.5 86.5 76.2 93.2 94.6 93.9
1180+ 100 100 100 100.0 100 100 100
?(l)g()_ 100 100 100 100.0 100 100 100
300 — 600 100 100 100 100.0 100 100 100
150-300 | 98.9 100 98.9 99.3 98.7 100 99.4
76 — 150 83 87.21 87.5 85.9 84.3 86.9 85.6
38-76 44.5 57.0 524 51.3 49.1 50.0 49.6
0-38 19.9 27.7 25.0 242 23.1 20.3 21.7
PSD76 51.3 49.6
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Figure 3.8. Rosin-Rammler plot of the average particle size distribution for the lower-weight



Table 3.13b. PSD76 (% passing) of lower-weight samples vs. recommended-weight

samples for Pipe A2 in Test 1
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Figure 3.9. Rosin-Rammler plot of the average particle size distribution for the lower-
weight samples and those of recommended weights (Pipe A2, Test 1).
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Table 3.13c. PSD76 (% passing) of lower-weight samples vs. recommended-weight
samples for Pipe A2 in Test 2

Sample

Lower weight

Recommended weight

size

Ave

Ave

WR

55.6

73.8

86.6

72

103.9

91.2

97.55

1180+

100

100

100

100

100

100

100

600 —
1180

100

100

100

100

100

100

100

300 — 600

100

100

100

100

100

100

100

150 — 300

98.7

98.7

100.0

99.1

100

98.37

99.2

76 — 150

86.2

80.5

80.1

82.3

80.35

80.51

80.4

3876

52.0

47.6

43.4

47.6

46.48

40.75

43.6

0-38

26.5

25.2

21.9

24.5

21.14

19.31

20.2

PSD76

47.6

43.6
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Figure 3.10. Rosin-Rammler plot of the average particle size distribution for the lower-
weight samples and those of recommended weights (Pipe A2, Test 2).

41



Table 3.13d. PSD76 (% passing) of lower-weight samples vs. recommended-weight
samples for Pipe B1 in Test 2

Sample

Lower weight

Recommended weight

size

Ave

Ave

WR

88.5

82.0

85.3

92.1

104.2

97.1

97.8

1180+

100

100

100

100

100

100

100

600 —
1180

100

100

100

100

100

100

100

300 — 600

100

100

100

100

100

100

100

150 —300

97.3

100

98.7

97.6

100

100

99.2

76 — 150

70.6

73.5

72.1

75.4

71.35

75.0

73.9

38-76

36.6

38.5

37.5

38.7

36.4

38.9

38.0

0-38

17.5

17.7

17.6

17.5

17.5

18.81

17.9

PSD76

37.5

38.0
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Figure 3.11. Rosin-Rammler plot of the average particle size distribution for the lower-

weight samples and those of recommended weights (Pipe B1, Test 2).
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Table 3.13e. PSD76 (% passing) of lower-weight samples vs. recommended-weight
samples for Pipe B2 in Test 2

Sample Lower weight Recommended
size Ave | weight

WR 863 | 774 70.9 54.5 54.8 | 68.78 92.1
1180+ 100 | 100.0 | 100.0 | 100.0 | 100.0 | 100 100
600—1180 | 100 | 100.0 | 100.0 | 100.0 | 100.0 | 100 100

300 — 600 100 | 100.0 | 100.0 | 100.0 | 100.0 | 100 100
150-300 | 97.6 | 100.0 97.7 97.7 | 100.0 | 98.6 100

76 — 150 749 | 743 77.9 78.3 77.3 | 76.5 71.9
3876 383 | 44.1 44.4 46.4 47.0 | 44.0 43.2
0-38 18.6 | 20.6 22.9 23.5 240 | 219 22

PSD76 44.0 43.2
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Figure 3.12. Rosin-Rammler plot of the average particle size distribution for the lower-
weight samples and those of recommended weights (Pipe B2, Test 2).
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Figure 3.13. Comparing the PSD76 of the samples that are lower weight (LW) to those
that are of recommended weight (RW).

The average PSD76 of the two sets were 46 and 45, respectively, for LW and RW.

In summary, it can be concluded that underweight samples were similar to the samples
with the recommended weight.

3.2.5.2 PSD in Different Pipes

Table 3.14 presents the average PSD76 (percent passing 76 microns) in each of the four
pipes for the various tests. Remember that A1 and A2 carry coal from mill A, while B1
and B2 carry coal from mill B. From Figures 3.14 and 3.15, it appears that while A1 and
A2 seemed to have a consistent difference in their PSD76 (with A2 always being a bit
finer), that was not the case for B1 and B2. However, the data demonstrate that in any
particular test it was possible that the four pipes could have PSD76s that are different
from each other. In other words, in any test, all four pipes should be sampled to
determine the average PSD76 being burned.
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Table 3.14. The average PSD76 in the four pipes for the tests

Al A2 Bl B2
Test 3 41.2 47.2 44.9 51.0
Test 4 40.3 42.8 56.2 54.2
Test 5 41.5 51.7 49.0 50.4
Test 6 48.4 54.9 48.9 47.3
Test 7 52.7 55.6 51.7 49.5
Test 8 46.7 50.1 40.3 46.0
Test9 52.1 56.4 54.7 60.0
Test 10 | 43.2 58.9 55.2 57.6
Test 11 42.3 65.3 48.3 53.8
Test 12 | 33.2 46.5 55.7 47.6
Test 13 | 49.1 50.2 57.0 59.0
Test 14 | 40.3 56.5 55.2 54.6
Test 15 | 56.1 44.7 52.1 54.5
Test16 | 40.9 54.0 61.5 46.0
Test17 | 37.1 50.0 51.0 44.8
Test 18 | 38.8 47.5 64.5 44.7
Test 19 | 38.6 45.8 59.9 46.9
Test20 | 399 49.7 58.4 50.4
Test 21 62.0 64.0 69.0 68.1
Test22 | 64.6 66.3 72.9 74.2
Test 23 79.2 77.5 74.7 68.5
Test24 | 66.8 68.6 66.2 63.4
Test 25 83.8 85.7 71.4 72.7
Test26 | 84.8 86.8 77.9 76.1
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Figure 3.14. The coal in pipe A2 is usually finer than Al.
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Figure 3.15. No consistent difference in the PSD76 between pipes B1 and B2.

46



4. Conclusions and Recommendations
4.1 Conclusions

Through a series of field tests at GVEA’s Healy Unit #1, this project reached the
following conclusions about low-rank high-volatile-content Alaskan coal:

o For PSD76 in the tested range (40—80), there is very little correlation between
the PSD76 of pulverized coal and power plant efficiency.

° There is very little correlation between PSD76 and SO,, NOy, and CO.

o The data displayed a correlation between PSD and CO,, with finer grinds
resulting in higher concentration of CO,. However, this correlation has been
difficult to explain. It could be a new revelation or an artifact of measurement
erTors.

o Mill power consumption is greater when coal is ground more. Additionally,
HGI and coal flow rate impact mill power consumption. Harder coal was found
to consume more power than softer coal, and power consumption rose as the
coal flow rate increased.

o If coal were to be burned at a PSD76 of 50 instead of 70, the 28 MW
Healy Unit #1 would see a savings of over $56,000 per year.

e  Total Hg emissions are very low.

e When the tests are split into two groups, one that averaged 50% passing 76
microns (the “coarse” group) and the other that averaged 73% passing 76
microns (the “fine” group), the following is observed:

o There was a difference in the quality of coal in the two groups. The coal
burned in the fine group had more moisture (17.4%) and less heating value
(18,774 kJ/kg or 8078 BTU) compared with the coarse group (15.2% and
19,337 kJ/kg or 8320 BTU). On a HGI basis, the coal was harder in the
coarse group (HGI=34) than in the fine group (HGI=37.8). The fixed
carbon content was higher in the coarse group (32.3%) than in the fine
group (29.5%). There was no difference in the ash and volatile contents.

o The coarse group had higher unburned carbon in fly and bottom ash.
However, this could be explained by its higher fixed carbon content.

o The fine group had an efficiency of 23.75% compared with 23.05% for the
coarse group. Given that the fine group only had six data points, the
observed difference could be due to the very low number of tests in the
fine group or due to differences in the coal type.

o The coarse group had lower SO, emissions, though the two groups had
similar sulfur contents.

e Observations not central to the project, but interesting nonetheless, include the

following:

o Pulverized coal samples that were underweight had PSD76 samples
similar to recommended weight samples.

o The PSD76 sometimes varied between pipes. The coal in pipe Al was
generally coarser than the coal in pipe A2.
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4.2 Conclusions: Implications
This project has profound implications for the US coal and power industries, since a
significant portion of the two industries involves coal (such as the Powder River Basin

[PRB] coal) similar to the tested low-rank high-volatile-content Alaskan coal:

Help Sell Low-Rank Alaskan Coal

The primary conclusion of the project, that low-rank high volatile coal can be burned at a
coarser particle size than the industry standard for bituminous coal, makes Alaskan coal
attractive to utilities which otherwise are deterred by its hardness. This project implies
that utilities can improve mill throughput simply by not grinding the coal as much.
Alaska has had issues exporting its low-rank coal because of hardness concerns. This
project will go a long way towards alleviating those concerns, and hopefully will help sell
Alaskan coal to Pacific Rim and other nations, which would help the Alaskan economy.

Provide Significant Savings ($$9$) in Energy Costs

Another important implication is the cost savings with coarser grind, which, as the cost of
energy rises, will become substantial. The savings for GVEA, which is a relatively small
utility, is not insignificant (over $56,000/year). The savings for larger utilities around the
country would be substantially greater, though plants burning blends would see less in
savings.

Reduce CO, Emissions

Though CO, emissions were specifically not the focus of this project, it may be that the
most important, though currently dubious, conclusion of the project is that CO, emissions
are related to the PSD of low-rank coal. In the near future, CO, emissions will prove very
expensive to utilities. What the project data imply is that by simply burning low-rank
high-volatile-content coal at a coarser grind, a utility could reduce its emissions by as
much as 8% without incurring any cost or lowering plant efficiency. Power plants
burning tested-type coal as part of a blend will not see the entire benefit. Still, given that
PRB coals amount to approximately 40% of the coal-based electricity in the US*, the
savings or prevented-cost is huge. According to the US DOE”, the cost of CO, removal is
in the $27/ton to $70/ton range. An 8% reduction in CO; generation will result, therefore,
in substantial prevented-cost.

Unfortunately, as mentioned before, the CO, projections from this project are just
observations rather than phenomena explained by other data/observations. That is
because this research project was never designed to conduct a carbon mass balance,
something that would be essential to make firm conclusions on CO, emissions. However,
given the importance of the issue and the fact that observed data cannot, and should not,
be dismissed, this significant observation/conclusion needs more fundamental research
for verification and explanation.

* http://en.wikipedia.org/wiki/Powder River Basin
> http://www.netl.doe.gov/technologies/carbon_seq/FAQs/benefits.html#
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4.3 Recommendations

It is recommended that

e power plants that burn low-rank high-volatile-content coals examine the effect of
burning their coals coarser. It is possible that power plants may stand to benefit
from grinding the coal less.

e the US DOE initiates a research project examining the relationship between the
PSD76 of low-rank high-volatile-content coal and CO, emissions.
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Mann-Whitney Test

Particle size distribution
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Abstract

Alaska's rural village electric utilities are isolated from the Alaska railbelt electrical grid intertie
and from each other. Different strategies have been developed for providing power to meet
demand in each of these rural communities. Many of these communities rely on diesel electric
generators (DEGs) for power. Some villages have also installed renewable power sources and
automated generation systems for controlling the DEGs and other sources of power. For
example, Lime Village has installed a diesel battery photovoltaic hybrid system, Kotzebue and
Wales have wind-diesel hybrid systems, and McGrath has installed a highly automated system
for controlling diesel generators. Poor power quality and diesel engine efficiency in village power
systems increases the cost of meeting the load. Power quality problems may consist of poor
power factor (PF) or waveform disturbances, while diesel engine efficiency depends primarily on
loading, the fuel type, the engine temperature, and the use of waste heat for nearby buildings.
These costs take the form of increased fuel use, increased generator maintenance, and
decreased reliability. With the cost of bulk fuel in some villages approaching $1.32/liter
($5.00/gallon) a modest 5% decrease in fuel use can result in substantial savings with short
payback periods depending on the village’s load profile and the cost of corrective measures.
This project over its five year history has investigated approaches to improving power quality
and implementing fuel savings measures through the use of performance assessment software
tools developed in MATLAB® Simulink® and the implementation of remote monitoring,
automated generation control, and the addition of renewable energy sources in select villages.
The results have shown how many of these communities would benefit from the use of
automated generation control by implementing a simple economic dispatch scheme and the
integration of renewable energy sources such as wind generation.
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1. Introduction

Alaska's rural village electric utilities are standalone systems without connections to the main
Alaska “Railbelt” electrical grid intertie. Of the approximately 5,646,290 MWh of electric power
generated commercially in Alaska by power utilities in 2001, 24% of the generated power is
distributed over unconnected grids [1]. Many of these rural communities rely solely on diesel
electric generators (DEGSs) for electric power and heat with electrical energy costs subsidized
through the state’s power cost equalization (PCE) program. A 2003 report by the Alaska Energy
Authority (AEA) shows that 92% of the electrical production in Alaska communities not
connected to the “Railbelt” electrical grid was produced by DEGs [2]. Based on a survey
referenced in the Screening Report for Alaska Rural Villages (2001) most village utilities have a
minimum of three DEGs within their systems [3]. For those communities that have installed
hybrid power systems, such as wind turbine generators and solar photovoltaic arrays, DEGs are
still required to make up the base load (see Figure 1.1). DEGs have the advantage of being able
to generate the required electrical power when necessary. However, the use of DEGs comes
with the high cost of supplying diesel fuel and the high cost of maintenance over their
operational lifetime.
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Figure 1.1: Alaska village hybrid power system.

The installation of renewable sources and automated generation control in some communities
has helped to reduce fuel consumption. These fuel displacement and savings schemes are
becoming more economically viable with shorter payback periods as the bulk fuel costs in some



communities approaches $1.32/liter ($5.00/gallon). On average rural communities spend
significantly more for electrical energy than those communities connected to a large electrical
infrastructure. For example, based on a 2001 study, villages that are a part of the Alaska Village
Electric Cooperative (AVEC) on average pay $0.42/kWh compared to $0.11/kWh for those
connected to the Railbelt electrical grid [1]. The rise in fuel prices has seen these average costs
rise to $0.52/kWh for AVEC villages and $0.24/kWh for railbelt communities. As of June 1,
2008, residences tied to the interior railbelt system managed by Golden Valley Electric
Association were paying about $0.24/kWh because of the increase in the fuel surcharge. There
is currently a proposal which would increase the minimum price for electric power in all Alaska
villages to $1.12/kWh for the power cost equalization (PCE) program which would likely put the
average costs up around $1.50/kWh. This indicates a need for the application of technologies to
reduce the cost by improving the efficiency of the DEGs and utilizing renewable energy
technologies which are dependent upon the available local resources. Methods of improving the
efficiency of the DEGs such as economic dispatch of generation using control systems can be
used in conjunction with renewable energy technologies.

The intent of this project was to assess the current operational state of standalone power
systems in select rural communities in Alaska within Alaska Energy Authority’s service territory
by installing remote monitoring systems, developing a performance assessment method and
providing recommendations for improvement of the efficiency of these DEG systems through
analysis of data collected from existing and newly installed remote monitoring systems. The
purpose of this research is to develop simulation models of the diesel-electric generation
systems in rural communities using MATLAB® Simulink® for predicting the impact of using
renewable energy sources and economic dispatch on the system efficiency and to determine if
such system upgrades would be economically viable for these villages in terms of payback from
displacement of fuel costs. The model also includes a simplified thermodynamic model of the
DEGs to study the effects of ambient temperature on the generation efficiency. This power
system simulation model is intended to help rural utility managers to investigate methods for: 1)
increasing the diesel-electric generation efficiency, 2) decreasing the DEGs fuel consumption,
3) decreasing the maintenance costs, and 4) determining if the installation of renewable sources
and automated generation control systems would be economical.



2. Executive Summary

Alaska's rural village electric utilities are isolated from the Alaska railbelt electrical grid intertie
and from each other. Different strategies have been developed for providing power to meet
demand in each of these rural communities. However, many of the communities in rural Alaska
rely solely on diesel electric generators (DEGs) for power. The project was conducted in
cooperation with the Alaska Energy Authority (AEA). The main goal of this project was to create
a partnership with rural utilities and state energy organizations to coordinate the collection of
energy system data in a representative set of rural Alaska communities in order to establish
general performance assessments, and identify strengths and weaknesses of plant operations.
These results will be used to improve system design and operation.

The project technical approach involved monitoring and analyzing the performance of a
representative number of systems which reflect general operating conditions in Alaska village
power systems served by the Alaska Energy Authority. The studies conducted in this project
centered around five main tasks: 1) the development of a consortium of Alaska rural utilities, 2)
the in-house (at UAF) testing of RTUs, flow meters and sensors for DEGs like those found in
Alaska village communities, 3) survey of village power systems and data collection, 4) the
deployment of remote monitoring systems in 25 villages in AEAs service territory, and 5) the
development of system models in MATLAB® Simulink® to determine the optimal mix of DEGs
and renewable sources of power as well as the feasibility of employing economic dispatch of
power from these sources to serve the village loads.

A consortium of Alaska rural utilities and state energy organizations was developed as the
project progressed for the collection and sharing of ideas for monitoring remote power systems.
UAF PIs Richard Wies and Ron Johnson have been promoting the standardization of
instrumentation and data collection systems in the villages since 2002. After setting up remote
monitoring systems for large amounts of data in various formats with different sampling rates,
AEA and the AVEC partnered to develop a standard instrumentation system for collecting and
downloading the data.

A number of villages in AEAs service territory were surveyed and available data was collected
from a number of villages in the AEA service territory. However, a lot of this data was found to
have significant portions missing or consisted of only one or two days of recordings of the
electric load at 15 minute intervals when maintenance personnel were on site. AEA was able to
upgrade the switchgear in 25 villages which included remote monitoring as part of the package.
A $60k subcontract with AEA on this project helped in the purchase and install of some basic
remote monitoring equipment in a couple of villages and a central server for collecting the large
amounts of data from village monitoring systems. There is currently online access to real-time
monitoring provided for about 25 villages in AEAs service territory
http://www.aidea.org/aea/aearemotemon.html with limited data collection capabilities.

The UAF portion of the project consisted of three phases which resulted in one book, three
peer-review journal publications, fifteen conference publications, one Ph. D. dissertation and
three M. S. theses with work supervised by the PI Richard Wies and the co-Pl Ron Johnson as
outlined in the Project Publications section following the References section. Phase 1 (Aug 2003
- Dec 2004) consisted of testing and evaluation of a remote terminal unit, coolant flowmeters,
fuel flow meters, and temperature and pressure sensors on the UAF Energy Center Diesel.
Specific types of flow meters that were tested included the turbulent flow, ultrasonic, and



magnetic types. A magnetic flow meter was also tested independently in a small coolant flow
loop in a UAF lab. Phase 2 (Aug 2003 - Aug 2006) overlapped phase 1 and consisted of the
development of a hybrid power system model to investigate the economic feasibility of
integrating renewable energy sources into existing rural village power plants. Phase 3 (Aug
2006 - Aug 2008) consisted of the development of an economic dispatch model for investigating
the feasibility of integrating automated generation control to dispatch the most efficient
generators to serve the load at the given operating point.

Results of testing a remote terminal unit, various types of fuel and coolant flow meters, and
temperature and pressure sensors on the125 kWe Detroit DEG at UAF showed the importance
of the proper selection of flow meters and sensors and remote metering. The energy balance
calculated using the data collected in the RTU showed an overall error of about 2.5% using the
manufacturer’s specifications as a basis for comparison. A significant result occurred when fire
ash in the summer of 2004 clogged the cooling system radiator and the operating temperature
increased by 20 °C. In a village system without remote monitoring this situation might have led
to a costly generator failure if left unchecked.

The hybrid power system model was used to evaluate the performance of power systems in
Kongiganak, Lime Village, Stevens Village, and Wales Village and compared with results from
the well known HOMER software developed at the National Renewable Energy Laboratory
(NREL) with similar results. Our efforts were the first to include economic impacts of emissions
from DEGs in Alaska rural villages in a simulation model. Results show economic feasibility
through fuel savings of installing wind turbine generators in some villages. Puvarnaq Power
which serves Kongiganak, AK received a Denali Commission grant for a new 3 wind-2 diesel
system. A feasibility analysis using our model for the proposed system estimates the village will
displace about 37,800 liters (10,000 gallons) of diesel fuel per wind turbine per year with a
payback of about 3.5 years, while the contractor estimates about 45,360 liters (12,000 gallons)
of diesel fuel per wind turbine per year with a payback of about 2.5 years.

A thermodynamic model of the DEG was also developed to investigate economic load dispatch
incorporating ambient temperature variations. This was tested on load and ambient temperature
data from Buckland, AK and Kongiganak, AK. Results of economic dispatch analysis show that
Buckland, AK needs to turn off the less efficient 175 kW DEG and just operate the 455 kW
DEG, so there is no real need for economic dispatch at this time. Results of an economic
dispatch feasibility analysis show that Kongiganak, AK would reduce fuel consumption by about
9% by employing an economic dispatch system. Given their current cost of bulk fuel at
$0.93/liter ($3.50/gallon) and the installed cost of a basic economic dispatch system at $115k
results in a payback of just under a year. With respect to our analysis regarding the impact of
ambient temperature on performance, a 3 °C rise in temperature over the next 50 years would
result in less than 0.2% change in DEG efficiency.

The results of this project have the following benefits: 1) The development of a centralized
remote monitoring system for Alaska village power systems leading to efficiency and power
quality improvements that have a direct impact on the reduction of fuel consumption and
operating expenses, and 2) The development of energy, economic and environmental
assessment tools for evaluating long term performance of remote village power systems in
Alaska incorporating diesel electric generators as their main source of electric power and heat.



3. Experimental

The following sections provide a brief discussion of the project tasks and the procedures and
equipment used to complete them. A more detailed discussion of the specific procedures used
to obtain the results for the items in the two lists below are presented in the Ph. D. dissertation
and three M. S. theses listed in the Project Publications section.

There were five main tasks which were completed on this project with procedures as discussed
in sections 3.1-3.5.

3.1 Consortium of Alaska Rural Utilities

A partnership of village electric utilities and state energy organizations was created in order to
coordinate the collection of energy system data in select rural communities in order to establish
general performance assessments, and identify strengths and weaknesses of plant operations.
An initial meeting was held in February 2002 at AEA to discuss the needs for remote monitoring
of village power systems in Alaska. After that initial meeting the Pl Richard Wies met with
personnel from the village electric utilities and state energy organizations at the Alaska Rural
Energy conferences in September 2002, April 2004, September 2005, and April 2007, and
September 2008.

3.2 RTU, Flow Meter, and Temperature Sensor Testing at UAF

Remote monitoring systems, specifically remote terminal units (RTUs), temperature sensors
and flow meters were tested and evaluated on the 125 kWe Detroit diesel electric generator at
the University of Alaska Fairbanks (UAF) Energy Center as shown in Figure 3.1. The detailed
procedures of these tests are presented by Tyler Chubb in a master’s thesis, Performance
Analysis for Remote Power Systems in Rural Alaska, under the direction of the project Pls (see
MS Thesis 2 under Project Publications). Tests were conducted using an Electrolndustries
Nexus 1252 RTU, various temperature sensors, and three types of flow meters: 1) inline
turbulent flow, 2) inline electromagnetic, and 3) ultrasonic. Data was collected and accessed
through the Nexus 1252 RTU which was available online with password protection. The actual
testing of the flow meters and temperature sensors on the 125 kWe Detroit diesel was
conducted using all or parts of the load profile shown in Figure 3.2 below.

Figure 3.1: Diesel Electric Generator (125 kWe Detroit Diesel) at UAF Energy Center.
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Figure 3.2: Sample load profile for the UAF Energy Center DEG.

3.21 RTU

Four different brands of RTU were considered for testing on the 125 kWe DEG. The first RTU
that was evaluated was a National Instruments Fieldpoint 2015 [4]. The second RTU was an
ION 7350 manufactured by Power Measurement Inc [5]. Much of the summer of 2003 was
spent performing experiments with and programming settings into this RTU. PowerCorp, an
Australian company attempting to expand into Alaska manufactures the Commander, the third
brand of RTU that was considered [6]. The project did not have a chance to examine this device
in as much detail as would have been sufficient to come to any conclusions about its usefulness
to the project. A NEXUS 1252 series RTU manufactured by Electrolndustries was the final
device that was examined [7]. Electrolndustries was very helpful and even loaned the project an
RTU on a trial basis. Consequently, the Nexus RTU was chosen for this project.

3.2.2 Temperature Sensors

The monitoring system uses type K thermocouples to measure the temperature of different
entities involved with the diesel generator. Thermocouples consist of wires made from two
dissimilar metals touching at one end and left open at the other end. When the connected end is
subjected to a different temperature than the open end, a voltage signal will be induced from the
electron transfer caused by two different types of heated metals being in close proximity to each
other. The magnitude of the generated voltage is mathematically related to the temperature
difference between the open end and closed end of the thermocouple and can therefore be
used to calculate the temperature at the open end. The different models of thermocouples (type
D, F, K etc.) are referring to the types of metals used in the thermocouple design as this affects
the magnitude of the induced voltage. The type K thermocouples utilized in this project are
constructed of Nickel Chromium and Nickel Aluminum wires [8].

The relationship between voltage and temperature is highly nonlinear and the generated voltage
must be conditioned as illustrated by the diagram in Figure 3.3 to produce a linear 4-20mA
signal suitable for input into the NEXUS RTU. The signal conditioner digitizes the thermocouple
voltage signal, applies it to the appropriate temperature conversion equation, and outputs a 4-
20mA signal that is directly proportional to temperature at the closed end of the thermocouple.
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Figure 3.3: Process of acquiring data from a thermocouple.

Two Type K thermocouples are utilized to measure the input and output temperature of the
glycol-water mixture used to cool the generator. The closed end of the thermocouple is inserted
directly into the fluid using a “thermocouple well,” basically a compression fitting that allows the
thermocouple insertion to pass through a hole in the pipe. Knowing the input and output
temperature of the generator coolant allows the heat transfer rate of the system to be
calculated. Additional thermocouples are used to measure the engine block temperature of the
generator and ambient temperature of the generator container. Knowing the temperatures of
these parameters is useful to gauge the amount of energy being lost as engine heat.

3.2.3 Coolant Flow Meters

Coolant flow meters were evaluated independently in a test loop in the Duckering building as
shown in Figure 3.4. Three types of flow meters were tested including: 1) inline turbulent flow, 2)
inline electromagnetic, and 3) ultrasonic. The system consists of two tanks (supply and fill) and
a % HP pump. A series of tests were conducted at various coolant flow rates to determine the
range and accuracy of the three types of flow meters used in this DEG application.

Magnetic Flow
Meter
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Flow Meter

Turbulent
Flow Meter

Figure 3.4: Apparatus constructed to test flow meters.

3.2.3.1 Turbine Flow Meter

The principle of operation of the turbine flow meter is quite straightforward. A probe is inserted
directly into the coolant line through a tee section of pipe. The end of the probe is equipped with
a small, plastic spinning wheel, better known as a turbine which is put into motion by the fluid
flow through the pipe. There are magnets located at the end of four of the turbine blades and a



“high” voltage signal is emitted each time one of these magnets passes by a large magnet
located at the end of the turbine shaft. The subsequent output of the meter is therefore a “pulse
train” or a series of low and high voltage signals. The “K-factor” or conversion rate between the
number of pulses and the volumetric flow rate is 60 pulses/gallon. The model of flow meter
being used is the Omega FTB 720 [9].

The NEXUS RTU has the ability to count pulse signals and an attempt was made to utilize this
feature. Recording the number of pulses over the time taken to create the pulses gives an
accurate indication of flow rate. However, this attempt was unsuccessful and a signal
conditioner had to be ordered that processed the pulse signal coming from the turbine meter
and converted it to a 4-20 mA sign proportional to the flow rate. This signal could then be easily
sent to the analog input module of the NEXUS RTU.

3.2.3.2 Magnetic Flow Meter

Magnetic flow meters, commonly known as electromagnetic flow meters, operate on the
principle that fluids with charged particles moving at right angles to a magnetic field will induce
an electric field or voltage. The voltage will be induced on a pair of electrodes mounted on the
flow meter. There is a mathematical relationship between the magnitude of induced voltage and
the velocity of the fluid. A fluid velocity is calculated by the microprocessor on the flow meter
using the induced voltage and this relationship. A mass or volumetric flow rate can be
calculated using the fluid velocity, density, and the cross sectional area of the fluid flow. A
diagram showing the orientation of the magnetic fields used to operate the flow meter is shown
in Figure 3.5. The model of flow meter used was the Siemens Magflo 7000 [10].
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Figure 3.5: Principle of operation of magnetic flow meter [11].



3.2.3.3 Ultrasonic Flow Meter

The EESIiFlo 5000 is an ultrasonic meter that is used to measure the coolant flow [12]. It
consists of two sensors (upstream and downstream) that clamp around the coolant pipe for
transmitting and receiving ultrasonic signals, therefore, it can be installed without cutting into the
coolant loop. Ultrasonic flow meters present a distinct advantage over turbine or other in-line
style meters as little time and effort is required for the installation process. The principle of the
ultrasonic flow meter is centered on the apparent propagation velocity of the ultrasonic wave
through a medium flowing through a pipe. If the medium is stationary and remains at a constant
temperature and density, the time taken for an ultrasonic signal to be transmitted by one sensor,
travel down the line a short distance, and then be received by another sensor will remain
constant. However, if the medium is dynamic, the time taken for the transmitted signal to be
received by a downstream sensor will be reduced proportional to the fluid speed. For the
EESiFlo meters used in this project, the upstream sensor transmits an ultrasonic signal to a
receiving sensor located approximately one to two inches downstream, the exact distance
depending on the diameter of the pipe. The upstream sensor emits the testing signal 60 times
per second, thus producing a very accurate profile of the fluid velocity. The microprocessor
within the flow meter then compares the reception time for the dynamic fluid flow to the
reception time if the fluid were static. This data provides sufficient information for the
microprocessor to calculate the velocity and subsequent flow rate.

The EESiFlo 5000 meter is specifically designed to measure high volumetric fluid flows through
pipes with a large cross sectional area. Due to the sizeable cross-sectional diameter of coolant
line piping, the path of the ultrasonic signal will be distorted by a considerable amount as it
travels through the medium. Therefore, a detailed set of information about the fluid parameters
such as density and viscosity must be programmed into the flow meter. Also, the parameters
regarding the pipe wall material, lining, and roughness are also very important for the meter to
calculate appropriate correction factors and provide accurate flow rate data.

3.2.4 Instantaneous Fuel Flow

The amount of fuel consumed by the generator can be monitored in two ways: 1) on a real-time
basis by using a flow meter to monitor the amount of fuel flowing through the supply and return
fuel lines and 2) by measuring the known volume of fuel consumed from a day tank using a
pressure transducer for timing. The momentary change in fuel consumption is useful to know as
it allows the fuel consumption trend to be distinctly seen during times of changing electrical load
on the generator.

3.2.4.1 Fuel Flow using Ultrasonic Flow Meter

The EESiFlo Inc. S-Series ultrasonic flow meter was used in this project to measure the flow of
diesel fuel from a storage tank into the electric generator [13]. The operation of this ultrasonic
flow meter for fuel is the same as that presented in section 3.2.3.3 for coolant accept for one
major difference. This particular EESiFlo ultrasonic meter is designed to measure fluid flow in
small pipes with a diameter of three-quarters of an inch or less. Also, according to the
manufacturer, the EESiFlo ultrasonic meters are advantageous over other ultrasonic meters
because there are no requirements as to the mounting location on the pipe. The inner cross
sectional area of the fuel line is programmed into the flow meter by the user and the meter
performs the necessary calculations and outputs a 4-20 mA signal that is proportional to the
volumetric flow rate of fluid through the line. In addition, the meter has an accumulator function
that records the total amount of fuel that has passed through the line.
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3.2.4.2 Fuel Flow using Day Tank Volume

The actual fuel flow rates were measured from the small day tank which fuels the DEG. The
monitoring system contains two different sensors that are capable of measuring the volume of
fuel in the day tank. These sensors include an ultrasonic rangefinder and a pressure transducer.

The ultrasonic rangefinder emits a 4-20mA analog signal proportional to the depth of fuel in the
tank. The rangefinder transmits a 26 kHz signal from its base and then receives this signal after
it is reflected off the medium. The microprocessor contained inside of the rangefinder measures
the time between the signal transmission and reception and translates this into a distance
between the bottom of the rangefinder and the medium below. Once the depth of the fuel in the
tank is known, the volume of fuel can be easily calculated by factoring in the dimensions of the
tank. Proper selection of the mounting location is the most important parameter that must be
taken into consideration to ensure proper operation of the rangefinder. The device emits an 8
degree conical beam meaning that the larger the distance between the bottom of the
rangefinder and the medium below, the larger the radius occupied by the ultrasonic signal. If a
portion of this signal is obstructed by the wall of the fuel tank, a portion of it will be reflected
prematurely and will cause erroneous calculations to be made by the microprocessor in the
device.

The second method of measuring the fuel consumption is through the use of a pressure
transducer located in the bottom of the day tank. The pressure transducer emits a 4-20mA
signal proportional to the weight of the fuel in the tank. The pressure exerted on the transducer
by the fluid is sufficient to distort a plastic diaphragm located within the transducer a small
amount. The amount of distortion in the diaphragm is proportional to the pressure at the bottom
of the fuel tank measured in Ibs/in? (PSI) and a 4-20 mA signal proportional to the PSI is
emitted. This signal can then be converted to volume by multiplying it by the surface area and
the density. The change in volume over time can be used to calculate the fuel consumption rate
of the generator.

3.2.5 Exhaust Flow

The mass flow rate of the exhaust is measured using a thermal anemometer. The primary
component of a thermal anemometer is two temperature sensors that are inserted directly into
the flowing exhaust gas. One sensor measures the ambient temperature and the other is heated
120 °F to 200 °F above ambient temperature. The motion of the exhaust gas passing by the
heated sensor will cause a cooling process to occur. A feedback control system within the
thermal anemometer will attempt to keep this heated sensor at a constant temperature by
supplying more power to compensate for the temperature decrease. The corresponding
increase in current due to the greater power draw will be related to the exhaust velocity.

A microprocessor within the meter records the current increase and combines this information
with other settings to calculate a value for exhaust gas velocity. Applying the same concepts
that were described in the description of the flow meters, a volumetric or mass flow rate value
can be found from velocity. This value is then outputted from the meter as a 4-20 mA signal.
The meter also has the ability to output the temperature of the exhaust gas as a 4-20 mA signal.
This is advantageous as it negates the need for a thermocouple fixture to measure the exhaust
temperature.
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3.2.6 Electrical Outputs

Monitoring the electric power output of a generator is relatively simple; all that needs to be found
are the voltage and current values of each phase between the generator and load. If the
sampling rate is sufficiently high, all of the subsequent calculations that are needed to calculate
power parameters can be found through manipulation of the current and voltage data. The
primary equipment needed to monitor the level and trends of the electrical power produced by
the generator are three current transformers situated on the wiring between the generator and
load. The purpose of the current transformers is to step the current down to an acceptable level
to be read and digitized by the data recorder. The current transformers used by this project are
500:5, meaning that 5 A will be sent to the NEXUS RTU for every 500 A of actual current
flowing from the generator to the load. The size of the current transformer is programmed into
the NEXUS RTU and enables the original current reading to be digitally reconstructed. Probes
are connected at the load terminals to monitor the voltage being supplied to the load. The
NEXUS RTU is equipped to measure up to 300V, enabling the voltage signal to be directly
measured without the need for transformers to step the voltage down. Once the current and
voltage signals have been sent to the RTU, the signals can be digitized and calculations can be
performed to find all of the pertinent electrical information. The real power, power factor, and
energy usage (kWh) are just a few of the parameters that the NEXUS can calculate once the
current and voltage are known. The sampling rate of the NEXUS RTU pertaining to the electrical
data (512 samples/cycle) is sufficient to perform in-depth calculations of the power quality
parameters that may be used later in subsequent phases of the project.

3.2.7 Energy Balance of DEG Plant

Data from all the flow meter and sensor tests was then used to calculate the energy balance of
the plant (see Figure 3.6) and compared to the energy balance calculated using the
manufacturer’s performance data for the DEG. The energy balance, the total amount of energy
leaving the system in different forms compared to the total amount of energy entering the
system as fuel, was calculated for the given load profile. The energy input for the DEG is the
fuel while the energy outputs are the aftercooler, coolant loop, exhaust gas, electrical power,
and miscellaneous losses in the engine and generator such as friction. The partial purpose of
the energy balance calculations was to provide a means to verify the accuracy of the collected
data. Also, viewing the energy balance provided a great deal of information in a concise format.

Pexh Pclni:
(N
Pfuel Pelec @
e —_— '
Peng,misc Pgen,misc

Figure 3.6: Power distribution within a diesel generator.
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Sufficient data were recorded by the monitoring system to calculate the energy in the output
coolant. The amount of energy being transported from the engine in the form of heated coolant,
Q, can be found by the equation [14]:

O =m*C,*AT (Eq. 3.1)

*

The entities that need to be monitored to utilize this equation are m , the flow rate of the coolant
through the system, and AT, the temperature difference between the coolant before and after it
has passed through a radiator or heat exchanger. C,, the specific heat of the coolant, can be
obtained through lookup tables. Using 0.81 BTU/Ib °F for the specific heat of the 60/40 glycol-
water mixture, the energy output through the generator coolant was calculated and equated to
the amount of fuel lost due to the coolant.

The energy lost to the aftercooler and radiant heat along with the energy contained in the input
fuel are the only items that remain to be found to complete the energy balance. Calculating the
input fuel energy simply involved multiplying the heating value of the fuel by the instantaneous
flow rate of the fuel into the engine. As the instantaneous fuel energy input was unknown due to
the EESiFlo fuel flow meters malfunctioning, this information was obtained through sensors
incorporated into the UAF Energy Center DEG.

Another element that needed to be calculated for the energy balance was the output energy
from the aftercooler. The monitoring system built for this project did not have thermocouples in
the necessary locations to perform this task and the data for these calculations had to be
obtained from thermocouples that were installed as part of the Energy Center DEG. The energy
output of the aftercooler was calculated by using Eq. 3.1 with 0.23 BTU/Ib °F for the specific
heat of air [15].

The final element that needed to be calculated for the energy balance was the radiant heat
emitted by the generator. This was calculated by incorporating the engine block heat, T,, with
the temperature of the generator enclosure, T, This information was entered into Eq. 3.2 to
calculate the amount of radiant heat.

O =od,[T," -T,"] (Eq. 3.2)

The symbol o is the Stefan-Boltzmann constant and has a value of 5.67 x 10-8 W/(K*m?). A is
the surface area of the engine-generator set.

The energy output data from the aftercooler, the exhaust gas, electric generator, and coolant
loop were all plotted and compared to the fuel input energy.

3.3 Village Power System Survey and Data Collection

Data was collected from a representative set of village power systems which have been
instrumented with monitoring equipment by AEA. AEA provided the available power system
data from a number of villages in its service territory. AEA also provided a plan of the current
equipment used in some of the village power systems. Because of the variations in location,
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population, and general village demographics, these villages were classified in terms of their
average electric load requirement. This information was used to create a map which marks the
location and average electrical load of each village represented in the survey.

3.4 Installation of Remote Monitoring Equipment

Remote monitoring equipment and switchgear upgrades were installed in 21 Alaska rural
villages served by AEA using Denali Commission funding. Limited online access to the power
systems including webcams in 16 of these villages was made available at
(URL:http://www.aidea.org/aea/aearemotemon.html). A central server at AEA in Anchorage,
Alaska and some basic remote monitoring equipment was installed in two more villages with the
$60k project subcontract.

3.5 System Models

Two system models were developed in MATLAB® Simulink®: 1) for long-term performance
assessment of hybrid village power systems, and 2) for economic dispatch analysis of multi-
DEG systems. Our efforts were the first to include economic impacts in a simulation model of
emissions from DEGs in Alaska villages.

3.5.1 Hybrid Power System Model

Integrating other energy sources into power systems in Alaska rural villages could significantly
reduce fuel consumption and operating costs for DEGs. A power system model was developed
specifically for Alaska rural village power systems taking into account temperature effects, rising
fuel costs, and plant emissions to investigate the feasibility of integrating renewable energy
sources such as wind turbines and solar PV.

3.5.1.1 Overall Hybrid Model

An overall block diagram of the model developed in MATLAB® Simulink®is shown in Figure 3.7.
The details of the hybrid power system model for Alaska rural villages is presented by Ashish
Agrawal in a Ph. D dissertation, Hybrid Electric Power Systems In Remote Arctic Villages:
Economic And Environmental Analysis For Monitoring, Optimization, and Control, under the
direction of the project Pls (see Ph. D. dissertation 1 under Project Publications).

Fuel Consumed

— S

Fuel consumed

Fuel consumed

d kW-hrs per gallon
= Fuel consumed [ I
kW-hrs per gallon
= ey . Total t of Fuel
== e gl W [a [ Total cost of fuel o0l
» ) - J J|0 NOx emitted
: 5 ?—‘M - . I Tatal NOWY (lhe)
: attery Mode |
Input Parameters Wind & y Generator Model “Fye[ Consumptiol| — - E
PV Model IEI Model L] co2 emitted
Calculate Total PM (Ibs
Second Law Efficiency Other

Parameters

L——»

Figure 3.7: Overall PV-wind-diesel-battery hybrid power system model.
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The model is used to perform an economic feasibility analysis for integrating renewable energy
sources into existing DEG systems. Various hybrid power systems studied in this analysis
include the diesel-battery system, the PV-diesel-battery system, the wind-diesel-battery system,
and the PV-wind-diesel-battery system. Inputs to the model are the electrical load, wind, and
solar profile for the village, and the manufacturer’s performance curves for the DEGs, PV, wind
turbines, and the battery bank. The outputs are the fuel consumption, efficiency (kW-hr/liter),
total cost of fuel, and total emissions from CO,, NO, and PM1q. The life cycle costs (LCC) and
sensitivity analysis of net present value (NPV), cost of energy (COE), and payback were also
evaluated by porting data to Excel. The model was validated by comparing the results obtained
from the Simulink® model, for supplying the annual load profile, with the available data obtained
from the Hybrid Optimization Model for Energy Efficient Renewables (HOMER) software. At the
time of this analysis HOMER was not set up to calculate payback period or NO, and PMj
emissions.

3.5.1.1.1 DEG Model

The DEG consists of two parts: the electric generator and the diesel engine. The electric
generator model consists of the efficiency curve that describes the relationship between the
electrical efficiency and the electrical load on the generator. Figure 3.8 shows a typical electrical
efficiency curve for a 21 kW Marathon electric generator. The performance curve data were
obtained from the manufacturer of the electric generator.

Efficiency at rated voltage and frequency vs. load kw

8 pf | 0 pf

92.0%

01.0% -4t -F-F-F-—+4=F - F -t el |- - P~=tea ==~
90.0% b
89.0% ==ttt
88.0% - -t =
87.0% - b e e
86.0% e e e e e
85.0% ot P P e b b e e e b
840% T T A -t bt -t 4 -t bt - F- - - F-F -t -f- o - -~
83.0% P e b b e e e e
82.0%
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0 5 10 15 20 25 30
kW Output

Figure 3.8: Electrical efficiency for a 21 kW Marathon electric generator [16].

A fourth order polynomial fit for the electrical efficiency curve at unity power factor and 0.8
power factor is given by Eq. 2-1 and Eq. 2-2, respectively,

Mg =-6.953e-9*L" +2.932¢-7*1"-9.858¢-4* 1 +
0.201*L+81.372

(Eq. 3.3)

Ny =1.540e-7*L" -4.424-5*L° +2.996e -3*L* +
0.034*L +81.652

(Eq. 3.4)

where ‘L’ is the load on the electric generator (%). The actual load on the electric generator is
converted to its percentage value by dividing the actual load with the rating of the electric
generator as given by Eq. 3.5,
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percentage load = actual load *100. (Eq. 3.5)

generator rating

This operation is performed so that the same efficiency equations are independent of the rating
of the electric generators. The values from Eq. 3.3 and Eq. 3.4 are used to obtain the value for
the electrical efficiency of the generator for any given power factor ‘pf’ by means of linear
interpolation as follows:

MNel = Nel2 +(W*(pf-o.8ﬂ (Eq. 3.6)

where ng is the electrical efficiency of the generator for a given power factor ‘pf’.

The load on the diesel engine (the input to the electric generator) is obtained from the system
load (the output of the electric generator) and the electrical efficiency of the generator as
follows:

L gen

Leng = (Eq. 3.7)
MNel

where ‘Leng’ is the load on the engine, ‘Lgen’ is the load on the generator, and ‘ne/’ is the electrical
efficiency of the generator.

The block diagram representation of Eq. 3.3 through Eq. 3.7 as developed in Simulink® is
shown in Figure 3.9, and the subsystem for the electric efficiency model for the generator is
shown in Figure 3.10. Inputs to the model are the percentage load on the DEG and the power
factor data, while outputs from the model are the electrical efficiency (%) of the generator and
the engine load (% of rated).

—»  fu) »
Electrical Eff for 0.8 pf

© >
; - Electrical Eff (%)
| flu) Electrical Eff for given pf

A 4
Electrical Eff for unity pf ’—’ 1/100

Load (%)

Gai
> ain

power factor

X
Divide

vy

Engine Load (%)

Figure 3.10: Details of the electrical efficiency model block.
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power factor  Engine Load (%) p

v

Electrical Model of DEG A

Figure 3.11: Subsystem of the electrical efficiency model for the generator.
The fuel curve for a diesel engine describes the amount of fuel consumed depending on the

engine load. A typical engine fuel curve is a linear plot of load versus fuel consumption as
shown in Figure 3.12 for the 24 kW John Deere DEG.

PRIME POWER Fuel Consumption

a7 Iy L5 o e
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(6) (12) (18) (24) {24 kW)

NET Brake Power — hp
Figure 3.12: Fuel consumption curve of a 24 kW John Deere DEG [17].

The linear curve fit for the John Deere’s engine fuel curve is given as:

: kW A

Fo=0.5%(Lpg ¥~ =) 0.4 (Eq. 3.8)
T .

Total F, = IFC dt (Eq. 3.9)
0

where ‘F¢ ' is the fuel consumption rate in kg/hr (Ibs/hr), ‘Leng is the percentage load on the
engine, ‘kW_A’ is the rating of the electric generator, ‘F.’ is the total fuel consumed in kg (Ibs),
‘dt’ is the simulation time-step, and ‘T’ is the simulation period. The fuel consumed in kg (Ibs) is
obtained by multiplying the fuel consumption rate of kg/hr (Ibs/hr) by the simulation time-step ‘dt’
(given in hours), and the total fuel consumption in kg (Ibs) is obtained by integrating the term

‘F, .dt ’ over the period of the simulation.
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The block diagram representation and the subsystem for the engine model block are shown in
Figure 3.13 and Figure 3.14, respectively.

05%-0.44 (T

Fuel(Lbs/hr)

Fcn

Figure 3.13: Details of the engine model block.

>|EngineLoad (%)

Fuel(Lbs/hr) p
SIkW_A

Engine Model of DEG A

Figure 3.14: Subsystem for the engine model.

3.5.1.1.1.1 Optimization of DEG Model

When there are two DEGs to supply the load, it is important that DEGs operate optimally. In the
Simulink® model, the data are supplied in such a way that DEG 1 is more efficient than DEG 2.
The following steps are performed to find the optimal point of operation for DEG 2.

1) The electrical generator performance curve (Figure 3.8) and the diesel engine
performance curve (Figure 3.12) are combined to obtain the overall fuel consumption
for the given load profile.

2) The load on the DEGs is varied from 0 to 100%.

3) The fuel consumption for each DEG is noted at different load points.

4) The point of intersection of the two curves is the optimal point of operation for DEG
2. Beyond this point DEG 1 is more efficient than DEG 2.

5) If the two curves do not intersect, the optimal point is taken as 0. This situation
implies that DEG 1 is efficient throughout the operating range of the load.

Figure 3.15 shows the overall fuel consumption curves for the two DEGs and the optimal point
of operation for DEG 2. In order to avoid premature mechanical failures, it is important that
DEGs operate above a particular load (generally 40% of rated). The long-term operation of
DEGs on light loads leads to hydrocarbon built-up in the engine, resulting in high maintenance
cost and reduced engine life [18]. In the Simulink® model, if the optimal point is less than 40%
load, the optimal point is adjusted so that DEG 2 operates at or over 40% load.
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Figure 3.15: Optimal point of operation for DEG 2.

The block diagram representation and the subsystem for the optimization model are shown in
Figure 3.16 and Figure 3.17, respectively. The ‘DEG_Load’ in Figure 3.17 is the s-function
written in MATLAB® Simulink®. This s-function compares the load on two DEGs and divides the
load based on the optimal point of operation.

CO——>
DEG_load »-
KW_A DEG_Load —pp| Divide Gain Load_GenA (%)
VB Generator Model X
_ —>:
0,
CGo—> Dividel  Gainy -02d-GenB (%)
Opt_pt

Figure 3.16: Details of the optimization model block.

>|DEG_load | 4 GenA (%) b
slkw A
s|lkw B

o,
s|Opt_pt Load_GenB (%) p

Optimization Model

Figure 3.17: Subsystem for the optimization model
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3.5.1.1.2 Heat Exchanger Model
The heat flux recovered from the jacket water of a DEG using a heat exchanger is calculated as
follows [14]:

Q=nyg *m*Cp*AT (Eq. 3.10)
where Q is the rate at which heat is transferred in Joules/sec (BTU/sec), ‘nyg ' (eta_HE in

Figure 3.18 and Figure 3.19) is the efficiency of the heat exchanger, ‘m’ is the mass flow rate of
the coolant in kg/sec (Ibs/sec), ‘Cp’ is the specific heat of the coolant in Joules/(kg °K) (BTU/(lb
°F)), and ‘AT’ is the temperature difference in °K (°F) of the coolant in and out of the jacket.
The total heat recovered ‘Q’ (kWh) is calculated by integrating the heat recovery rate over the
entire time of the simulation and is calculated as follows:

T
Q= jQ.dt. (Eq. 3.11)
0

In addition to the total heat recovered, the heat exchanger model also calculates the total
avoided pollutants including CO,, PMy,, and NOx. The method used to calculate the avoided
pollutants is discussed in Section 3.5.1.3.4.

The subsystem and the block diagram representation for a heat exchanger model block are
shown in Figure 3.18 and Figure 3.19, respectively.

>lmdot (g/m)
Recovered kWh p
>|T_out (F)
> T in (F)
Total kWh p
>leta HE

Heat Exchanger Model

Figure 3.18: Subsystem for the heat exchanger model.
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3.5.1.1.3 Boiler Model

The boiler model block calculates the fuel saved if the total heat recovered from the heat
exchanger, given by Eq. 3.11, is supplied using a boiler. The total fuel saved is obtained using
the following equation:

[ (Eq. 3.12)
HV *n,

where ‘Fs’ in liters (gallons) is the total fuel saved due to the heat recovery, ‘Q’ is the total heat
energy recovered (kWh), ‘HV’ is the heating value of the boiler fuel in kWh/liter (kWh/gallon),

and ‘ny,’ (eta_boiler in Figure 3.20 and Figure 3.21) is the efficiency of the boiler.

The block diagram representation and the subsystem for the boiler model block are shown in
Figure 3.20 and Figure 3.21, respectively.

1
Recovered KWh KWh recovered L

121500 * g —>( ] roel s

. Memory
Heating value Btu to kWh

of fuel (Btu/gallon) »
D)
&, * '> >
eta_boiler $ saved

Divide $/gallon

\ 4

Figure 3.20: Details of the boiler model block.

»|Recovered kWh Fuel_saved p

>leta_boiler $ saved p

Boiler Model
Figure 3.21: Subsystem for the boiler model.

3.5.1.1.4 WTG Model
The wind model block calculates the total power available from the wind turbines based on the
power curve. The power curve gives the value of the electrical power based on the wind speed.
Figure 3.22 shows the power curve for the 15/50 Atlantic Oriental Corporation (AOC) wind
turbine generator [19].

The fifth order polynomial for the power curve is given as follows:

Py =—4.12e—6*S° +7.58e —4*S* —522e - 2*S’ +

(Eq. 3.13)
1.59*S? —17.8*S+63.12

T
Eyrg = [Pyradt (Eq. 3.14)

0
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where ‘Pwrc’ is the power output (kW) from the WTG, ‘S’ is the wind speed in m/s (miles/hour),
‘Ewtc’ is the energy obtained from the WTG (kWh), ‘T’ is the simulation time (hours), and ‘dt’ is
the simulation time-step (hours).

FPower Curves
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EBOHz
: —

Net Power Qutput (kW)
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Wind Speed (m/s)

Figure 3.22: Power curve for 15/50 Atlantic Oriental Corporation WTG [[18]].

e

wha

s
T

10

The wind model block also calculates the second law efficiency of the WTG. The second law
efficiency of the WTG is given as follows:

actual power

T.lsecond_law = . (Eq 315)
max_possible power

where Nsecond law 1S the second law efficiency of the WTG, ‘actual_power’ is the actual power
output from the WTG and ‘max_possible _power’ is the maximum possible power output from
the WTG.

The actual power of the wind turbine is obtained from the manufacturer’s power curve given by
Eq. 3.13 and the maximum possible power is obtained from the Betz formula described in [20]
and given as follows:

P,ax :%p.A.V3.0.59 (Eq. 3.16)
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where ‘Pray’ is the maximum possible power, ‘p’ is the density of air taken as 1.225 kg/m® (0.076
Ib/ft’) at sea level, 1 atmospheric pressure i.e. 101.325 kPa (14.7 psi), and a temperature of
15.55°C (60°F), ‘A’ is the rotor swept area in m? (ft?), ‘V’ is the velocity of wind in m/s
(miles/hour), and the factor ‘0.59’ is the theoretical maximum value of power coefficient of the
rotor (Cp) or theoretical maximum rotor efficiency which is the fraction of the upstream wind
power that is captured by the rotor blade.

The air density ‘p’ can be corrected for the site specific temperature and pressure in accordance
with the gas law and is given as follows:

p
= Eq. 3.17
P RT (Eq )

where ‘p’ is the density of air, ‘p’ is the air pressure, ‘R’ is the gas constant, and ‘T’ is the
temperature.

It should be noted from Eq. 3.16 that the wind power varies with the cube of the air velocity.
Therefore, a slight change in wind speed results in a large change in the wind power.

The block diagram representation and the subsystem for the wind model are shown in Figure
3.23 and Figure 3.24, respectively.
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Figure 3.23: Details of the wind model block.
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Figure 3.24: Subsystem for the wind model.
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3.5.1.1.5 PV Model
The PV model block calculates the PV power (kW) and the total PV energy (kWh) supplied by
the PV array using the following equations:

Ppy =1, *ins*A*PV (Eq. 3.18)
T

Epy = [Ppy.dt (Eq. 3.19)
0

where ‘Ppy’ is the power obtained from the PV array (kW), ‘n,.’ is the efficiency of the solar
collector, ‘ins’ is the solar insolation (kWh/m?%day), ‘A’ is the area of the solar collector/kW, ‘PV’
is the rating of the PV array (kW), and Epy is the total energy obtained from the PV array.

The efficiency of the solar collector is obtained from the manufacturer. The solar insolation
values are available from the site data or can be obtained by using the solar maps from the
National Renewable Energy Laboratory website [21]. The area of the solar collector depends on
the number of PV modules and the dimensions of each module. The number of PV modules
depends on the installed capacity of the PV array and the dimensions of each PV module are
obtained from the manufacturer’s data sheet.

The block diagram representation and the subsystem for the PV model block are shown in
Figure 3.25 and Figure 3.26, respectively.

Ins (kWh/m2/day)

6.66667 |
Area/kW—|—>
— T
» PV_Kwh
KW_PV ] »> Memory1 hrs
Product
Rated KW
()
>
eta_collector PV kW

Efficiency of
solar collector

Figure 3.25: Details of the PV model block.
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PV_kWh p
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Figure 3.26: Subsystem for the PV model.
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3.5.1.1.6 Battery Model

In the Simulink® model, the battery-bank is modeled so that the battery-bank acts as a source of
power, rather than back-up power. The battery model block controls the flow of power to and
from the battery bank. A roundtrip efficiency of 90% is assumed for the battery charge and
discharge cycle. The battery model incorporates the effect of ambient temperature as described
in [22] into the hybrid power system model. Therefore, the model can be used for cold region
applications. The manufacturer’'s data sheet for the battery-bank is available in Appendix 5. The
details of the battery model block are shown in Figure 3.27.

The details of the temperature dependent available battery energy model are shown in Figure
3.28 and the subsystem for the battery model is shown in Figure 3.29.

n-D T(u)
LV_ann_ambttemp

From File1 |£

A\ 4

Look-Up
Table (n-D)
2
Avai KWh
b_KWhr >
Constant4 >
L LV_kwhr_battery | (1) E <
> T Avai kWh =
Temp Dependent Product
»
L

Battery KW-hr

)

SOC

Figure 3.28: Details of the temperature dependent available battery energy model.

Bat Current p
>|Bat Load
Bat Voltage p
unmet load p
>|volt/cell
SOC p
Battery Model

Figure 3.29: Subsystem for the battery model.

The life of the battery bank depends on the depth of discharge and the number of charge
discharge cycles. In the Simulink® model the battery-bank is modeled so that it acts as a source
of power rather than back-up power. Therefore, the depth of discharge of the battery-bank is
assumed between 95% and 20% of the rated capacity. This higher depth of discharge reduces
the number of battery operating cycles for the same energy output. It should be noted that the
number of battery cycles plays a more significant role in the life of the battery-bank.
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3.5.1.2 Economic Parameters Used in the Model

It is very important for the system designer to get acquainted with different economic
parameters used in the modeling process of hybrid power systems. Economic parameters are
used to calculate the COE, the payback period, and the life cycle cost of the system. The
various economic parameters used in the hybrid power system model are discussed in the
following sections [23].

3.5.1.2.1 Investment Rate, Inflation Rate, and Discount Rate
The investment rate is the percentage rate at which the value of money increases every year.

Inflation rate is the tendency of prices to rise over time. Inflation rate takes into account the
future price rise in the project commaodities including fuel and different power system
components.

Discount rate is the difference between the investment rate and the inflation rate. Discount rate
is generally used in life cycle cost analysis calculations.

Discount rate =Investment rate - Inflation rate . (Eq. 3.20)

3.5.1.2.2 Life Cycle
The life cycle is the life-time of the project. It is the time at the end of which the system
components require replacement.

3.5.1.2.3 Net Present Value

The net present value (NPV) is the money that will be spent in the future discounted to today’s
money. The NPV plays an important role in deciding the type of the system to be installed. The
NPV of a system is used to calculate the total spending on the installation, maintenance,
replacement, and fuel cost for the type of system over the life-cycle of the project. Knowing the
NPV of different systems, the user can install a system with minimum NPV. The different
equations used in the calculation of NPVs are given as follows:

F
P=——— Eq. 3.21
(- (Fq.3.21)
_A[-(1+D™]
1

P

(Eq. 3.22)

where ‘P’ is the present worth, ‘F’ is the money that will be spent in the future, ‘I is the discount
rate, ‘N’ is the year in which the money will be spent, and ‘A’ is the annual sum of money.

3.5.1.2.4 Life Cycle Cost

The life cycle cost (LCC) is the total cost of the system over the period of its life cycle including
the cost of installation, operation, maintenance, replacement, and the fuel cost. The life cycle
cost also includes the interest paid on the money borrowed from the bank or other financial
institutes to start the project. The life cycle cost of the project can be calculated as follows:

LCC=C+M+E+R-S (Eq. 3.23)
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where ‘LCC’ is the life cycle cost, ‘C’ is the installation cost (capital cost), ‘M’ is the overhead
and maintenance cost, ‘E’ is the energy cost (fuel cost), ‘R’ is the replacement and repair costs,
and ‘S’ is the salvage value of the project.

3.5.1.2.5 Payback Period
Payback period is the time in which the total extra money invested in a project is recovered and
is given as,

Payback Period = Extra Investment . (Eq. 3.24)

Rate of Return

Payback period is the major deciding factor for the feasibility of the project. If the payback period
of the system is less than the life cycle of the system, the project is economically feasible.

3.5.1.3 Environmental Parameters in the Model

The different environmental parameters in the analysis of the Simulink® model include carbon
dioxide (CO,), nitrogen oxide (NOx), and particulate matter (PM;o). The environmental
parameters are discussed in detail in the following sections.

3.5.1.3.1 Carbon Dioxide (CO,)

CO, is released in the atmosphere due to the combustion of fossil fuels including coal, olil,
natural gas, wood, and biomass. In the Simulink® model the total CO, was calculated based on
the equation for the combustion of diesel fuel. For example, one empirical formula for light
diesel C,H g, is given in [24]. For this empirical formula, with 0 % excess air the combustion
reaction is given as follows:

C,H, g +(1.450)(0, +3.76N,) =

(Eq. 3.25)
nCO, +0.9nH,0 + (145N ,)(3.76N,).

For any n, the mass in kg (Ib) of CO, per unit mass in kg (Ib) of fuel = 44/(12 + 1.8) = 3.19. So,
to get the emissions per unit electrical energy output, the above is combined with an engine
efficiency of 3.17 kWh/liter (12 kWh/gallon) and a fuel density of 0.804 kg/liter (6.7 Ib/gallon).
Doing this results in specific CO, emissions of 3.1%(0.804/3.17) = 0.786 kg (1.73 Ib) of CO, per
kWh of electricity. This figure of 0.786 kg/kWh (1.73 Ib/kWh) agrees closely with the data
obtained from the manufacturer 0.794 kg/kWh (1.75 Ib/kWh). The annual CO, amount was
calculated from the Ib CO,/kWh and the annual kWh produced and is given as follows:

)= pollutant

Total pollutantinkg (Ib *kWh gen (Eq. 3.26)

where kWhgen is the total kWh supplied by the diesel generator during the simulation period.

3.5.1.3.2 Nitrogen Oxide
Nitrogen oxide (NOx) is one pollutant responsible for acid rain and is the major source for the
formation of ground ozone. In the Simulink® model, the total NOx emitted is calculated based on
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the value of 0.0088 kg (0.0194 Ib) of NOx per kWh of electricity produced, as obtained from the
manufacturer. The annual NOx was calculated using Eq. 3.26.

3.5.1.3.3 Particulate Matter

Particulate matter (PM) is the complex mixture of extremely small particles and liquid droplets.
During the combustion of diesel fuel, PM may contain carbon particles and unburned
hydrocarbons. In the Simulink® model, the total PM was calculated based on the value of
0.00037 kg (0.00082 Ib) of PM4 per kWh of electricity produced as obtained from the
manufacturer. The annual PM4 was calculated using Eq. 3.26.

3.5.1.3.4 Avoided Cost of Pollutants

Generally, a power plant incorporating renewable energy is more expensive than a non-
renewable energy plant because of the high installation cost associated with the renewable
energy systems. The avoided cost of pollutants is the extra cost associated with the low
emissions power plant (the plant incorporating renewable energy sources) due to the use of
renewable energy. The avoided cost of pollutants is given as follows [25]:

- EH _EL

AC

(Eq. 3.27)

where ‘AC’ is the avoided cost of pollutants in USD/metric ton (USD/US ton), ‘COE,’ is the COE
from the low emissions plant, ‘COEy’ is the COE from the high emissions plant, ‘Ey’ is the
amount of emissions from the high emissions plant in metric ton (US ton), and ‘E,’ is the amount
of emissions from the low emissions plant in metric ton (US ton).

3.5.2 DEG Model with Economic Dispatch

Rural utilities that do not have automated control and monitoring systems that perform economic
dispatch (ED) must rely on operators to regulate system efficiency; however, an automated
control system has the capability of accurately regulating system efficiency through economic
dispatch and unit commitment [3]. In isolated villages with multiple generating units, the use of
classical ED and normal unit commitment does not ensure a system is running at its most
efficient point. In these villages where large fluctuations in load can occur, having the ability to
bring units online or take units offline can help to ensure that the system is running efficiently.
This type of automated control is a combination of economic dispatch and unit commitment
running in real-time. An analysis tool was developed for economic load dispatch taking into
account the fuel efficiency curves, the output power factor, and the thermodynamic model of
each DEG.

3.5.2.1 Overall DEG Model

An overall block diagram of the thermodynamic model of the DEG developed in MATLAB®
Simulink® is shown in Figure 3.30. This is a more detailed model than that presented in Section
3.5.1.1.1 for the hybrid power system model. The complete diesel generator model calculates
the fuel consumed by a single diesel generator based on inlet air temperature, exhaust air
temperature, diesel engine specifications, and the heating value of the fuel. The fuel consumed
is also adjusted to meet manufacturer’s fuel consumption data at standard operating
temperatures. The details of the DEG model and the economic dispatch algorithm are
presented by Larre Brouhard in a master’s thesis, Economic Dispatch and Control for Efficiency
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Improvements on Diesel Electric Power Systems in Alaska Rural Villages, under the direction of
the project Pls (see MS Thesis 1 under Project Publications).
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Figure 3.30: Overall Thermodynamic Model of DEG for Economic Dispatch

3.5.2.2 DEG Thermodynamic Model Block

The internal diagram and setup of the DEG block is illustrated in Figure 3.31. The DEG block
consists of many sub-blocks which are described in detail in Chapter 4 of Larre Brouhard’s M.
S. thesis Economic Dispatch and Control for Efficiency Improvements on Diesel Electric Power
Systems in Alaska Rural Villages. The inputs to the DEG blocks are data that come in from

other blocks within the simulation or external data files.



31

‘weJsbelp jeulaul ;japoyy H3a L€ ainbi4

E‘l_ pro 3 @ [o] |

i yxay peo

Buney peo 4

By |
@alg=an)
[2]1eng R I By
f—— {2} Ha quiod % ] ny mduy mo dwa) uj dwa|
iz peEnL bz
ey — L]
e 1 gz (601 AH EiaL 1o
- il zl . - 12820 &2 B3 930 % -
Bl — [l et mdeol B s s ma0a0% e
Lez = e ] wop o unp 3EEa ] il
B AsERE s o
[ a1 [ ] sy 55l 8y Wiagd oy paambay s =LY {3} 101904 19Mo g A Mu
bl =53 55 Edurg [1dwerves
I -
moy  wep [l udp=t ()} uid (M) pro paanboyreg
1 I _ _ ) _
ki E y12d s iad [sirylwa d luxal 1




32

These other forms of input values are:

o Diesel Generator Power Rating [kW]

o Diesel Generator Power Factor Rating

e Diesel Engine Compression Factor — Rc

e Diesel Engine Exhaust Temp at Rated Power [C] — ETFR

e Fuel Rating: Temperature [C] — Trated

e DEG Performance Curves: Power Variables [Vector] — Eff pwr G

o DEG Performance Curves: Efficiency Variables [Vector] — Eff_eff G

o DEG Performance Curves: Power Factor Variables [Vector] — Eff pf G
o Efficiency Adjustment Parameters for Power [Table Row] — AdjEff p

o Efficiency Adjustment Parameters for Efficiency [Table Column] — AdjEff
e Fuel Curve Manufacturers Data: Power [KW] — fulcrv_pwr

e Fuel Curve Manufacturers Data: Power Factor — fulcrv_pf

e Fuel Curve Manufacturers Data: Fuel Efficiency[L/kWh] — fulcrv_eff

The input values above are either directly input or referenced by variables within a parameter
window.

The outputs of the DEG block are T kWh total power in (kW) produced per hour, T.Eff overall
efficiency for the generator, T. Liters Consumed total fuel consumed by fuel type, Consumption
[L/h] fuel consumption rate of the generator by fuel type, Run Time [hrs] the amount of time that
the generator was in operation, and kWh/L efficiency of generator at each time step in energy
(kWh) per liter of fuel.

3.5.2.2.1 DEG Block: Exhaust Temperature Selection

From examining data on the UAF Energy Center diesel generator as the load on the generator
changes there is a corresponding change in the exhaust temperature. Therefore, to more
accurately show how exhaust temperature may affect the efficiency of the diesel a sub-block to
calculate changes in the exhaust temperature from the rated value was created. Figure 3.32
shows the diagram of the Exhaust Temperature Selection block.
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Figure 3.32: Diagram of the Exhaust Temperature Selection block.

The Exhaust Temperature Selection block subtracts the generators full load rating the full load
exhaust temperature rating to establish a change in exhaust temperature with varying load
requirements. Multiplying by 1/10" was chosen due to the observation that the temperature for
the UAF diesel’'s exhaust increased approximately one degree Celsius for every 10 kW. This
value was based on an average change in temperature. The output of the Exhaust Temperature
Selection block is then used by the E-Gen Efficiency & Input Power and Heating Values For #1
& #2 Diesel blocks.

3.5.2.2.2 DEG Block: E-Gen Efficiency & Input Power

Manufacturer’s specification sheets contain information on the diesel engine and/or AC
generator. This information usually includes the fuel consumption at various loads of the diesel
generator as a set or on just the diesel engine. The fuel consumption data is often listed within a
table. However, the fuel consumption data can also be given as a figure which requires
conversion into a data set for implementation in this simulation model.

The fuel consumption of the diesel generator or diesel engine is usually based on steady state
operating conditions at a specific temperature, pressure, and fuel type. The curve defined by
this data, as seen in Figure 3.33, does not lend itself to calculation of fuel consumption with
variable parameters such as intake air temperatures, fuel temperatures, and exhaust
temperature. Since this simulation is to study the effects of how changing load and ambient
temperature may affect the efficiency of the diesel generator set, an adaptation of the diesel
cycle and diesel combustion formula is utilized for such analysis and is discussed in Section
3.5.2.2.21.
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Figure 3.33: CATERPILLAR® 175 kWe diesel generator fuel consumption efficiency in kWh/L [26].

To analyze the temperature effects of both the inlet air and exhaust air on diesel efficiency, a
model block of the diesel engine was necessary and is seen in Figure 3.34.
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Figure 3.34: Internal structure of DEG Efficiency block.

3.5.2.2.2.1 Engine Efficiency Calculation Block: DengineE_Block

The model in Figure 3.34 utilizes the Diesel cycle to calculate the diesel engines efficiency. This
calculation is programmed into the S-function DengineE_Block. Figure 3.35 illustrates the
curves associated with the Diesel cycle.



35

P: pressure
P AQ"% v: specific volume
2
8| 3
Woe

Py §&.
W,

Pl. 4 6a%“"‘""—-ll

0y v v v

Figure 3.35: Diesel Cycle P-v diagram [27].

The equations that are derived from the Diesel cycle are as follows [24]:

4
p=_l Eq. 3.28
v, (Eq )
V3
ro=—, Eq. 3.29
Ty, (Eq )
V,=", (Eq. 3.30)

where V,, V,, V3, and V, are the volumes of the piston at each point in the cycle. Eq. 3.28 shows
that » (compression ratio) is a ratio of volumes at points 1 and 2 of the diesel cycle and

r. (exhaust ratio) is a ratio of volumes between points 2 and 3 of the Diesel cycle.

Process 1-2 is isentropic compression of an ideal gas given constant specific heats:

k-1
V
T,=T|—-L , Eq. 3.31
2 1(V2J (Eq )
v k
P, ZPI(—IJ , (Eq. 3.32)
Vv,

where T, is the inlet temperature, 7, is the temperature of the working fluid after compression,

P, and P, is the pressure within the cylinder at points 1 and 2, and k is the specific heat ratio
value of air at room temperature.

Process 2-3 is constant pressure heat addition to an ideal gas:



36

P =P, (Eq. 3.33)

P2V2 _ ])3V3
TZ T3

V

—>T, =T, =, (Eq. 3.34)
V2

where P; is the cylinder pressure and T3 is the temperature at point 3.

Process 3-4 is isentropic expansion of an ideal gas given constant specific heats:

k-1
v
T, = T{ﬁ] , (Eq. 3.35)

4

k
v
P, = P3{V—3j , (Eq. 3.36)

4

where P, (exhaust pressure) is the cylinder pressure and T4 (exhaust temperature) is the
temperature at point 4 of the Diesel cycle.

From the above equations diesel thermal efficiency can be calculated by the following equation:

-] (Eq. 3.37)
=l—-—— qg. o.
qin qin k(T3 - T2)

Wnet 1 _ qout

nth,Diesel =

where 77, n,..; iS the thermal efficiency of the ideal Diesel cycle, W,,, is the net work of the

net
cycle, q,, is the heat transferred into the working fluid, and ¢, is the heat transferred out of the
working fluid.

The variables that are given for calculation of efficiency are:7,, 7,, andr. T,and r are given by
the manufacturer’s data sheet and 7, is a variable determined by the ambient air temperature.
Calculation of the diesel engine efficiency requires knowing 7, and7;. T, is easily calculated

using Eq. 3.31. The calculation of 7; requires knowing r. and the calculation of r, can be
accomplished by algebraic manipulation utilizing the relationships defined in Egs. 3.28 - 3.30 as

follows:
e k-1 e k-1 % k-1 k-1
13 13 13
T, =T/|— =T, | <2 =T |1 =T, < . Eqg. 3.38
“ [Vj [Vj [V{}j (j (59339

Now, factoring the exponent and substituting the relationship between 7, and 7, we get:
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_ T2rc(rc)k71 _ TZFEk

T, =R (Eq. 3.39)
Solving forr,,
oot \71 K 1/k
ro= i) NEVA (Eq. 3.40)
T, T

T, can then be calculated using 7, and the four temperatures can be input into Eq. 3.37 to find

the diesel thermal efficiency based on inlet and outlet temperatures. Another method to
calculate thermal efficiency is to use the values of r, r,, and k directly into the thermal

efficiency equation re-arranged as a function of », ., and k as seen in Eq. 3.41 below.

1 p!
Tih.Diesel, = rk__l[m}, (Eq. 3.41)

However, it must be noted here that the value of r, is calculated by using the exhaust
temperature, 7, rating of the DEG based on the manufacturer’s data and an inlet temperature, 7,
at STP which is 25 °C. Since the values of 7; and 7, used in the calculation of 7, remain
constant for a given diesel engine, r, will remain constant for a given diesel electric generator.

This means that the ratio 7,/7, must remain constant as well. This, combined with a constant
r, results in a constant ideal cycle efficiency, since the efficiency becomes dependant only
onr,r,,and k seen in Eq. 3.41. For this thesis it is assumed that » and r, are to remain

constant. The changes in diesel generator efficiency that are seen in the simulation are not
directly due to temperature effects on the diesel cycle, but are an effect of temperature on

combustion discussed in a following section. However, if r, was based on 7,, an increase in

efficiency would be seen for an increase in inlet temperature. The S-function DengineE_Block
contains a program script for the calculation of diesel thermal efficiency.

3.5.2.2.2.2 Adjustment Coefficient Table Construction

The thermal efficiency of the diesel generator calculated by the model does not take into
account thermal losses. Therefore, to more accurately define the efficiency of the diesel
generator at standard operating conditions the curves of diesel thermal efficiency and the
efficiency based on the manufacturer’s curves Fuel Curve block are compared to create a table
that defines the percentage of losses, this table is the Adj Coefficient block in Figure 3.36 and is
determined by the Adjustment Coefficient Simulation seen in Figure 3.37. This allows the
simulation when run at standard operating conditions for the generators to calculate fuel
consumption equal to that of the manufacturer’s curves. Now, when there is a change in
operating temperatures the final efficiency will account for thermal and mechanical losses within
the generator.
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Figure 3.36: Efficiency adjustment calculation simulation diagram.

These thermal losses are affected by factors such as the difference between ambient room
temperature and the generator’s operating temperature. However, these factors affecting the
thermal losses are not considered in this model for simplicity and computational time
considerations. If we were to include these losses, we could say the convective heat loss rate
from the engine to the surroundings decreases as T, increases. This is because this loss rate
is proportional to Teng —Tam, Which decreases as Tam, increases. Here, Teqg is the engine surface

temperature and T,y is the ambient temperature.

To calculate the diesel efficiency from the manufacturer’s curves requires knowing what other
parameters and conditions the data is based on. This information is included on the data sheets.
For example, for the 445 kWe CATERPILLAR® diesel, the manufacturer’s curves are based on
steady state operating conditions of 25 °C and fuel rates based on #2 diesel fuel with a LHV of
42780 kJ/kg when used at 29 °C and weighing 0.08389 kg/L [28]. By taking this information and
the fuel consumed for a value of output power in kWe, the overall percent efficiency between
the fuel input and the electrical output for the diesel electric generator can be calculated based
on manufacturer’s data.

The following equation demonstrates these calculations and its representative Simulink®
equivalent can be seen in the upper portion of Figure 3.34 showing the process diagram in the
simulation.

1 h
YEff ppc = Load( E— p Sfuel LH Vfuel (—

Suel

3600SJ’

(Eq. 3.42)
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where %Eff,,; is the diesel generator efficiency in percent, Load is the load to be supplied by

the generator in kW, %Effﬁle, is the efficiency of the generator supplied by the manufacturer’s

curve in (KWh/L), p,,, is the density of the fuel, and LHV,, is the heating value of the fuel
supplied on the manufacturer’s specification sheet.
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Figure 3.37: Adj. Coefficient block diagram calculating adjustment percentage for diesel thermal efficiency

based on manufacturer’s fuel consumption curves.

The following pieces of Figure 3.35 are identical to those found in the E-Gen Efficiency & Input
Power block of the Main System Simulation and are discussed in Section 3.5.2.2.2.5:

Fuel Curve Block

AC Gen Eff Block
S-Function GenBlock
S-Function DengineE_Block

Inputs & Constants:

= Prated

= -C-

= [oad Req
= Tamb

With the diesel generators calculated efficiency and the manufacturer’s efficiency known then
the manufacturer’s efficiency can then be divided by the calculated efficiency to acquire an
adjustment factor that can be used to create the adjustment Adj Coefficient block. To
accomplish this, the Adjustment Coefficient for Fuel Curves block in Figure 3.36 which
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represents the diesel generator has to be simulated at the standard operating condition given by
the manufacturer’s data sheet. The information of each generator was input manually at first,
however, currently the information is transferred from the Main System Simulation to this
Adjustment Coefficient Simulation prior to the main simulation running. The Switch1 block seen
in Figure 3.36 is normally set to route the Ramp2 block output to the Product blocks. The range
of values that the Ramp2 block outputs is from 0 to 1 in steps of 0.1. This allows the Adjustment
Coefficient Simulation to calculate the efficiency adjustment coefficient for any generator from
zero load to full rated load. Upon completion of this pre-simulation the values for the adjustment
coefficients for each generator are saved to the MATLAB® workspace for use in the Adj
Coefficient block in the E-Gen Efficiency & Input Power block of the Main System Simulation.

3.5.2.2.2.3 Generator Input/Output Power Calculation Block

The Generator Input/Output Power Calc block located in the center of both Figures 3.34 and
3.35 is a MATLAB® S-Function block titled ‘GenBlock’. The S-Function was originally written to
allow for adjusting the AC generator curves of diesel generators that had their rotating speed
reduced to 1,200-rpm from a rated speed of 1,800-rpm like the UAF Energy Center’s generator.
However, technological advancement in metallurgy, improved engine design, and better engine
lubricants have narrowed the difference between 1,200-rpm and 1,800-rpm engines [3]. In
addition, due to increasingly competitive markets in the size range of engines used in rural
Alaska, the 1,800-rpm configuration provides more installed kW per dollar spent than the 1,200-
rom engine can provide. Therefore, it will be assumed that the approximately 23 percent of
Alaska utilities having de-rated engines will in the future upgrade to 1,800-rpm engines. This will
allow the program script in the S-function to be re-written to simplify the calculation and
decrease computational time of the simulation. The new script is based on the following:

Psys
P, = ot (Eq. 3.43)

where P, ' is the output power of the generator required to supply the load, effr is the efficiency

in percent of the AC generator at converting input power to output power as is a function of the
required output power in kWe, and P, is the input power from the diesel engine required to

provide the required output power demanded by the load. This input power P, in kW then goes

to a Product block where it is multiplied by the engine efficiency. Due to the change in
Generator Input/Output Power Calc block program script, the UAF diesel generators curves
were adjusted prior to inclusion within the simulation.

3.5.2.2.2.4 AC Generator Efficiency Table

The AC Gen Eff block seen in Figures 3.34 and 3.36 are based on the manufacturer’s
specifications for the AC generator in the diesel generator unit. The manufacturer normally
specifies the efficiency of the generator at a power factor (pf) of 0.8. After analyzing data from a
number of villages, the power systems normally operate with a power factor that varies between
0.8 and close to 1.0. Therefore, to allow for the calculation of necessary input power with these
higher power factors a 2.0 % increase in the data for the 0.8 pf was added to obtain the 1.0 pf
curve. The 2.0 % increase was determined by taking the curves of an actual generator that
provided curves for both 0.8 pf and 1.0 pf. Figure 3.38 shows the curves for a Marathon electric
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generator. Four points have been labeled and are: point 1 (82.5%), point 2 (83.7%), point 3
(90.1%), and point 4 (83.4%).

Efficiency at rated voltage and frequency vs. load kw

B pf — | 0 pf
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Figure 3.38: Electrical efficiency for a 21 kW Marathon electric generator [29].

B - [(pﬂ—ptl)-;(pt3—pt4):|*50% :{(83.7—82.5);(90.1—83.4)}*50% 0%, (Eq. 3.44)

The average difference between the points was calculated as illustrated in Eq. 4.24. The value
was then multiplied by 50% to account for variations between different makes and models of
generators. Figure 3.39 illustrates the AC generator efficiency curves at 0.8 pf and 1.0 pf for the
UAF diesel generator.
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Figure 3.39: UAF Energy Center diesel generator unit’'s AC generator efficiency curves [30].

The UAF DEG curves in Figure 3.39 are in terms of percent load. These curves will be the basis
for all other AC generators of DEGs used within the simulation. In addition, a 50% reduction was
considered to be too conservative, therefore the 2% adjustment was applied to the 0.9 pf curve
data and the base curve was readjusted. However, some of the manufacturers list the AC
generator efficiencies only at rated power. Therefore, the data used to create the curves above
are adjusted to match the specific AC generator efficiency at rated load. In addition, since the
data pertaining to the curves in Figure 3.39 are in percent load, the percent load is multiplied by
the generator’s power rating to achieve a data set for the x-axis in kWe load. This process is
repeated for all AC generators simulated in the system analysis and the data sets are utilized to
create the table in the AC Gen Eff block. This data is then input into the AC Gen Eff block by
use of the block parameters screen seen in Figure 3.40 where the load power data is the input
to the block, the power factors are input in the column index, and the output values of efficiency
are listed in the parameters output values as vectors.
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Figure 3.40: Block parameters screen for the AC Gen Eff block showing input data variables.

3.5.2.2.2.5 E-Gen Efficiency & Input Power: Inputs and Outputs

There are four direct inputs and two direct outputs to the E-Gen Efficiency & Input Power block,
the inputs labeled Required Load, Power Factor, A.Temp, and Texh are tied to the direct inputs
in the DEG blocks. Required Load is used as the input to the AC Gen Eff table block, the Adj
Coefficient table block, and to the S-Function block Generator Input/Output Power Calc through
a multiplexer block. Power Factor is only used as inputs to the AC Gen Eff table block and to the
S-Function block Generator Input/Output Power Calc again through the multiplexer block. Both
A.Temp and Texh inputs are directed through another multiplexer as inputs to the S-Function
DengineE_Block.

The outputs of the E-Gen Efficiency & Input Power block are D.Eff and P;, which are inputs to
other blocks within the DEG block. D.Effis the total diesel generator efficiency after adjustment.
It is the multiplication of the AC generator efficiency, the diesel engine efficiency, and the
adjustment coefficient shown in Eq. 3.45.

D.Eff = AC Gen Eﬁ”(DengineE_Block Eﬁ’)(Aaj Coeﬁ’zcz’ent), (Eq. 3.45)

P, is the total power in kW required as an input to achieve the desired output to meet the load.
The value of P, is calculated as

P
P, = = ! 1 : (Eq. 3.46)
AC Gen Eff \ DengineE _Block Eff \ Adj Coefficient

3.5.2.2.3 DEG Block: Manufacturer’s Fuel Curve

The manufacturer’s data on fuel consumption in kWh/L as a function of output load in kWe as
specified in the data sheets in graphical format is illustrated in Figure 3.41 for two diesel
generators. As can be seen there is only one curve for each generator using #2 diesel with a 0.8
pf load. Higher power factor will lead to a higher efficiency, and therefore, lower fuel
consumption. The fuel consumption efficiencies in kWh/L at higher power factors are calculated
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by taking the data for the curves at 0.8 pf and adding approximately 0.2 kWh/L to the values for
0.8 pf to arrive at values for a 0.9 pf rating.

The 0.2 kWh/L was determined by using the 2% increase in the AC efficiency determined in a
previous section, standard heating value (HV) of #2 diesel fuel (42780 kJ/kg), and the density of
#2 diesel fuel (0.838 kg/L). First convert fuel HV from kJ/kg to kWh/L using fuel density and
appropriate conversion factors, Eq. 3.47 illustrates this step.

 42780kJ 0.838kg kW -5 h _ 9.958kWh

HV =
kg L kJ 3600s L

(Eq. 3.47)

Now, assuming an AC generator efficiency within the range of normal generators at 0.8 pf of
90% and now add 0.2% for an efficiency of 92% at 0.9 pf. Multiplying these two efficiencies with
the value of the fuels HV converted above results in

9.958kWh( _ 8.962kWh

0.8pf : 0.90)=
. (Eq. 3.48)
9.958 kWh( - 9.161kWh

0.9pf : 0.92

Fuel Consumption in KWh/L
[ w
T T

5
T

1.5

455 kK'We
—— =~ 115kWe

1 i i i 1 I i i i 1
0 50 100 150 200 250 300 350 400 450 500
Load in kWe

Diesel Generator Fuel C iption vs Output (i urer's Data) #2 Diesel

Figure 3.41: Manufacturer’s fuel curve for CATERPILLAR® 175 kWe and 455 kWe diesel electric
generators [26] [28].
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Finally, the difference between the values above in Eq. 3.48 is 0.19936 kWh/L. This value is
rounded up to 0.2 kWh/L and added to the value of efficiency at 0.8 pf to arrive at the value of
fuel efficiency at 0.9 pf.

The data from the manufacturers is organized in vector form for input into the Fuel Curve table
block parameter window in MATLAB® as seen in Figure 3.42 below. By listing this data as
variables it allows multiple generators with their own fuel curves to be associated with just one
Fuel Curve table block located within each DEG block.

7] Block Parameters: Fuel Curve

Lookup2D

Ferforms 2-0 linear interpalation of input values using the specified table. Extrapolation
iz performed outside the table boundaries. The first dimension comesponds to the top
[or left] input port.

s | DaaTypes |

Fiow index input values: |fulcrv_|:|wr

Colurnn index of input values: |fu||:w_|:.f_l3 Edi...

Yector of output values: |fulcrv_eff

Look-up method: | Interpolation-E strapalation ﬂ

Sample time [-1 for inhented): |-1

(1] | LCancel ‘ Help Lpply

Figure 3.42: Fuel Curve table block parameter screen for manufacturer’s fuel curve data variables.

3.5.2.2.4 DEG Block: Value Integration Total Block

The Total-lizer block shown in Figure 3.43, allows for the integration of a variable over time and
is placed within the library for use throughout the Main System Simulation and the Adjustment
Coefficient Simulation. The way the Total-lizer block works is that the Memory block stores the
value output by the sum block for reuse as an input to the sum block on the next simulation time
step. The sum block then adds the current value with the previous value and outputs the
summed value to be held by the Memory block. The output of the Memory block is also
multiplied by the simulation’s sampling rate and the value 24 found within the Gain block. The
value 24 represents 24 hours in a day, thereby converting the incoming hourly data into a daily
value. The Gain block converts the current Memory block output value into a value based in

hours.
0]
V.in V. out

Memory Gain

Figure 3.43: Inner diagram of the Total-lizer block.
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3.5.2.2.5 DEG Block: Diesel Electric Generator Overall Efficiency Block

The DEG Efficiency block shown in Figure 3.44 multiplies the diesel generator units efficiency
by the efficiency of the fuel which is based on the heating value of the fuel at the specified
temperature divided by the heating value of the fuel at STP. The efficiency of the fuel is an
output of the Heating Values for Diesel block. The outputs of the DEG Efficiency block are the
diesel generator unit’s efficiency and the diesel generator’s overall efficiency for both fuel types.

4
l
1 — , 100>
Deff X % DEGEff #1 Diesel

Gain
Y Product
-__’-2 e
Ceff Ceff #2
b X T—>
I- Product1 > »
Gaint % DEG Eff #2 Diesel

Figure 3.44: Inner diagram of the DEG Efficiency block within the DEG block.

3.5.2.2.6 DEG Block: Incoming Air Control Block
The Incoming Air Control block allows for the specification of the incoming air not to drop below
a specific threshold. In Figure 3.45, the threshold specified is 5° C (41° F).

CoO—F=F >
Temp In Swich Temp Out
5
DegC

Figure 3.45: Incoming Air Control block diagram.

This value of the threshold will be maintained if the value of the incoming ambient air
temperature is below the threshold value. The simulation is run at this value based on the
following assumptions:

o Extreme cold temperature effects on diesel fuel combustion is difficult to model
[31], [32].

o Optimal diesel engine efficiencies have been found to occur with inlet air
temperatures above 5 °C.

e The model does not properly predict possible effects that icing and extreme cold
air may have on the diesel engine internal components or on the combustion
process, therefore in conjunction with the previous assumption a value of 5 °C was
chosen.
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3.5.2.2.7 DEG Block: Heating Values for Diesel Fuel Block

3.5.2.2.7.1 Fuel Energy Component Development
A combustion chamber typically has large amounts of heat output, and little or no heat input. In
this case, the energy balance for a typical steady-flow combustion process becomes

:ZNr(hf+h—h )F—ZNp(hf+h—h )p, (Eq. 3.49)

out,comb

where Quutcomb iS the heat output during combustion, N, and N, are the number of moles of the
reactant r and the product p, respectively, per mole of fuel, and h% s the enthalpy of formation
at the standard reference state. The reference state refers to the temperature in degrees Kelvin
for the enthalpy in question. The N, and N, values are picked directly from the balanced
combustion equations.

Eq. 3.49 expresses that the heat output or heating value of a fuel during the combustion
process is simply the difference between the energy of the reactants entering and the energy of
the products leaving the combustion chamber [24]. The heating value of a fuel is equal to the
absolute value of enthalpy of combustion of the fuel. Therefore, in a reacting system the heating

value of a fuel is represented by the difference between i_z(sensible enthalpy at a specified

state) and he (sensible enthalpy at the standard reference state) and is expressed in kdJ/kmol
(Btu/lbmol) of fuel. A simplified form of Eq. 3.49 is illustrated in Eq. 3.50 below:

(Eq. 3.50)

where Q, represents the energy input into the system by fuel combustion, H, is the enthalpy of

the reactant (intake air/fuel mixture), and H, is the enthalpy of the product (exhaust gases).
Examining Eq. 3.49 shows that, as the specified state changes so will the heating value. In

simple terms efficiency is defined by the electrical work out produced W, , divided by O, , Eq.
3.50. The simplified efficiency equation can be seen in Eq. 3.51.

w
n=— (Eq. 3.51)
0,

Now, if the temperature of the reactants was to increase, enthalpy of those reactants would
likewise increase, thereby increasing the energy input into the system from the combustion
output of the fuel, Eq. 3.50. This would result in a decrease in efficiency, assuming that
electrical work out does not increase proportionally. However, this is assuming that the enthalpy
of the products does not increase with the increase in the reactants temperature. A change in
inlet temperature affects the exhaust temperature. However, since it is expected that small
changes in inlet air temperature will have little effect on efficiency and since many variables
relate inlet air temp to exhaust temperature, changes in exhaust temperature maybe even
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smaller. Therefore, we will not attempt to incorporate changes in exhaust temperature for this
study. This effect is examined by simulation in the results section of this thesis.

To examine the possible effects of temperature on fuel consumption and DEG efficiency, table
blocks were developed in Simulink®that use NASA’s 9-constants polynomials to calculate
individual products and reactants change in sensible enthalpy over a range of temperatures, this
calculation is represented by Eq. 3.52 [33-35].

2
HOT -2 a2 InT G4T a5T
=-—aiT +————+az + + +
RT T 2 3
3 4
agT a-T by , (Eq. 3.52)
+ + —
4 5 T

where ay, a,, as, as, as, as, az, and b are polynomial constants, T is the reference temperature,
R is the gas constant, and H ris the enthalpy of a component on a unit-mole basis.

Thermobuild an interactive tool which uses the NASA Glenn thermodynamic database was used
to create a table of thermodynamic properties at specified temperatures that then could be input
into the table blocks for use in the Simulink® model of Eq. 3.48 as shown in Figure 3.46 for # 1
diesel and Figure 3.47 for #2 diesel [24], [33]. The chemical formulas for #1 and # 2 diesel fuel
chosen are CoH2, and Cy,Hz6, respectively.

Using the chemical formulas and the associated balance combustion, Egs. 3.53 and 3.54, the
molar units could be added to Eq. 3.48 as gain blocks in Figure 3.47.

C H +23.8*(0 + 3.76 *N )—)
10 22 2 2

, (Eq. 3.53)
10 *CO 5 + 11*H20 + 8.261 *O2 + 89.3”‘N2

and

C H +28.4*(O + 3.76 *N )—>
12 26 2 2

(Eq. 3.54)
12 *CO 5 + 13*H20 + 9.9"‘02 + 106 .7”‘N2
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3.5.2.2.7.2 Fuel Energy Component Testing

The systems in Figures 3.46 and 3.47 were simulated at STP to examine possible error
between the simulated heating values for #1 and #2 diesel fuels. Table 3.1 shows the simulated
values for both fuels at STP, compared to the higher heating value (HHV) and lower heating
value (LHV) given in [24]. The simulated values for both diesel fuels are within the range of HHV
and LHV from [24].

Table 3.1: Comparison table of simulation heating values to referenced values.

Reference Heating Value kJ/kg Simulated Heating
(Btu/lbm) [13] Value (@ STP) kJ/kg
Parameter Higher Lower (Btu/lbm)
# 1 Diesel 44240
47640 (20490) (19020) 44580 (19166.2)
#2 Diesel 42800
45500 (19600) (18400) 44450 (19109.3)

3.5.2.2.8 DEG Block: Fuel Use Conversion Block

The input energy divided by the fuel's heating value will result in the amount of fuel energy in
(L/h) required to meet the load demand. This is illustrated by Eq. 3.55 and in the Simulink®
version of the equation seen in Figure 3.48.

£ kJ
ner: —
L gyinput h
FuelConsumed| — | =
h . | ke , (Eq. 3.55)
HV == || Fuel Density| ——
Juel| kg L
P X
—»|F ]
Divide kg/h
L] +—p( 1
0.730+——P»|{fuel density [kg/L] #
C1 > Density #1 (0.730)  Fuel Consumption Calc #1
Total Pwr [kJ/h] HV Tklkg]
0.839 +——P»|fuel density [kg/L]
Ln—»(2)
Density #2 kg/h] #2 N
—p+ Fuel Consumption Calc #2
X ]
Divide1

Figure 3.48: Diagram of Fuel Use Conversion block representing Eq. 3.55.

3.5.2.3 Dispatch Techniques

The model is used to perform an economic feasibility analysis for integrating economic dispatch
control systems into existing DEG systems. Inputs to the model are the electrical load and
power factor profile for the village, and the manufacturer’s performance curves for the DEGs.
The outputs are the fuel consumption, efficiency (kW-hr/liter), total cost of fuel, and total
emissions of CO,, NO, and PMy,. The fuel efficiency curves for the DEGs in each system tested
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were constructed from manufacturer’s data and three different load dispatch schemes were
implemented: 1) even load distribution (ELD) 2) pre-configured control (PCC) and 3) economic
dispatch. ELD assumes all generators are operating to the supply the load with the demand
distributed evenly based on each DEGs capacity. PCC (see Figure 3.49 and Table 3.2 for
Kongiganak, Alaska) turns on and off generators in order of their maximum rating to meet the
total demand neglecting efficiency. In this case one of the 190 kWe DEGs is used strictly as a
back up. ED (see Figure 3.50 for Kongiganak, Alaska) finds the optimal operating point to
satisfy the demand at the best possible efficiency. Although ELD is used as the base case, this
is not necessarily the general operating condition in the village, as all generators would normally
not be running unless there was a very high demand. So for comparison to ED, PCC was used
to represent the closest possible scenario to the actual operating condition in the village where
only the generators that need to be operated to supply the load are used.

This same economic dispatch program was also used to incorporate the effects of ambient
temperature variations and was tested on ambient temperature and load data from Kongiganak,
Alaska. A 3 °C rise in ambient air temperature over the next 50 years as predicted by scientist at
the UAF Geophysical Institute’s Alaska Climate Research Center was used in the model to
determine the effect on DEG efficiency.

4,004 el s

3750

330 .

;

4
™

Fuel Efficiency [KWWhiL]
™

Y]
g

zoe 140:EWe DEC o EWe DEC 235 kWe DE

1750 L R

250 50.0 75.0 100.0 125.0 150,0 1750 200.0 750
Lomd [aive]

[—8—140 KWI/L 0.8 pf —o—190 KWI'L 0.8 pf —*—235 kWW/L 0.8 pf |

Figure 3.49: PCC zoned manufacturer’s fuel curves for the Kongiganak DEGs.
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Table 3.2: PCC control scheme for Kongiganak DEGs.
Load Demand (kWe)

DEG
140 — 190 — 235 — 375 — 425 -
<140 190 235 375 425 565 565-735
235 Off- Off- On- On- On-
kWe line line line line line ELD
190 Off- On- Off-  oeine On- ELD mode
kWe (1) line line line line m/"iﬁ w/ fr‘” 3
W,
140 On- Off- Off- On- Off-line 3 Back-
kWe line line line line
DEGs up
190 Back- Back- Back- Back- Back- DEGs
kWe (2) up up up up up
F
- //*
150 K% /x
35m R@
125
E J— / / s
= 30m
[ 3 / /
g 2750
h |
2 / /
i5m / /,r
1000 /
Lm T T T T T T |
b 1] mn b 11 1mn 1250 150 iy 1] amn Fr-11] 2;|n

Load [Ks]

[—o— L40KWIL 0.8 pf —— 190 KWL 0.8 pf —x—235 KWHL0.8pf |

Figure 3.50: ED zoned manufacturer’s fuel curves for the Kongiganak DEGs.

3.5.2.4 Classical Economic Dispatch Algorithm
The algorithm for classical economic dispatch is a minimized cost function for plant operation
that includes all operating plants as follows in [36]. Given a system with m generators

committed, pick the P, to minimize the total cost
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Cr = i‘,Ci (Fe:), (Eq. 3.56)
such that -

iPm =P, (Eq. 3.57)
and - '

PMM <P <P™ i=12,.,m. (Eq. 3.58)

where power output is P, , fuel cost as a function of power output is C.(F;,) in the form
C(P;)=a+ P, +F;, (Eq. 3.59)

with positive coefficients, C, is the total cost, P, is the total load demand, P is the minimum

power capability of the generating unit, ;™" is the maximum power capability of the generating
unit and m is the number of units committed [36].

Now, take the derivative of the fuel cost function with respect to power out to reach a solution in
terms of incremental costs (ICs)

dC.(P.,
IC, :% = slope of fuel-cost curve, (Eq. 3.60)
Gi

assuming the incremental cost curves are linear to arrive at
IC, =B+ )P.. (Eqg. 3.61)

Now, apply the above equations to a known fuel-cost curve and a known total load to be
supplied. Figure 3.51 shows an example of two generators with differing fuel-cost curves at
different incremental costs. Assuming that the same incremental cost can be achieved by every

generator, choose a value for IC,, and solve for each P.., check if Eq. 3.56 is satisfied. If not
increase (decrease) /C; until Eq. 3.56 is satisfied.
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Figure 3.51: Two generator cost curves with both operating at different incremental costs [7], [8].

One significant difficulty in performing classical economic dispatch on any standalone DEG
system in rural villages is the fact that not all DEGs are available to operate all the time.
Therefore, unit commitment must be established before performing economic dispatch. In other
words, the available units need to be determined and committed for operation before the
economic dispatch problem can be solved and the program needs to allow for any DEG to go to
the off state.

3.5.2.5 Unit Commitment Development

Unit commitment involves finding the combinations of DEGs that will most efficiently supply the
given load using economic dispatch. Simply defined, a unit combination is feasible if it meets the
following two criteria [37]:

1) The sum of all maximum power ratings (MW, kW, etc) for the units committed is
greater than the load.

2) The sum of all minimum power ratings (MW, kW, etc) for the units committed is
less than the load.

In equation format:

S PEN <P, <Y PE i=12,.m. (Eq. 3.62)
i=1 i=1
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Therefore, if the system is to be optimized, units must be shut down as the load goes down and
then recommitted as the load goes back up.

The unit commitment problem can be very difficult as discussed in [37]. Very large numbers for
enumerations can be required. This results in practical barriers in the optimized unit
commitment problem with high dimensionality and a number of possible solutions. The following
three techniques are the most commonly used to overcome the unit commitment problem:

- Priority-list schemes,
- Dynamic programming (DP),
- Lagrange relation.

However, after evaluating the three above techniques, the dynamic programming technique was
utilized within the MATLAB® environment for modeling. Since the DP technique can create
similar priority lists as a priority-list scheme, only the priority list and DP technique will be
discussed here.

A simple shut-down rule or priority-list scheme could be obtained after an exhaustive
enumeration of all unit combinations at each load level. However, a much simpler approach can
be applied by noting the full-load average production cost of each unit, where the full-load
average production is simply the net heat rate at full load multiplied by the fuel cost. Table 3.3 is
an example of a simple priority list.

Table 3.3: Example priority list for a three generating unit system [37].

Unit Min KW from M?r’é:]"v
Combination Combination .
Combination
2+1+3 300 1200
2+1 250 1000
2 100 400

A chief advantage of dynamic programming over the enumeration scheme is a reduction in the
dimensionality of the problem [37]. For example suppose we have a system with four units and
any combination of them could serve the load. There would be a maximum of 2* — 1 = 15
combinations to test. However, if a strict priority order was imposed, there would only be four
combinations to try:

Priority 1 unit

Priority 1 unit + Priority 2 unit

Priority 1 unit + Priority 2 unit + Priority 3 unit

Priority 1 unit + Priority 2 unit + Priority 3 unit + Priority 4 unit

Theoretically, a priority list arranged in order of the full-load average-cost rate would result in a
correct dispatch and unit commitment only if [37]:

1. No load costs are zero.
2. Unit input-output characteristics are linear between zero output and full load.
3. There are no other restrictions.
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4. Start-up costs are a fixed amount.
In the following approach, assume that:

- A state consists of an array of units with specified units operating and the rest off-
line.

- The start-up cost for a unit is a fixed amount.

- There are no costs for shutting down a unit.

- There is a strict priority order, and in each interval a specified minimum amount
of capacity must be operating.

A feasible state is one where the committed units can supply the required load and meet the
minimum amount of capacity each period.

A forward dynamic programming algorithm is shown by the flowchart in Figure 3.52 [37]. The
recursive algorithm to compute the minimum cost in hour K with combination / is as follows,

Foo (KD =min [Py (KD + Sy (K ~LLK D+ Fo (K ~1.1)] (Eq. 3.63)

cost

where

State (K, /) is the I combination in hour K,
F ., (K,I) = least total cost to arrive at state (X,/),
P ., (K,I) = production cost for state (K,/), and

S (K—=1,L:K,I) = transition cost from state S_, (K —1,L:K,I)to state (K,[)

cost
For the dynamic programming approach shown in Figure 3.52, a strategy is defined as the
transition from one state at a given hour to a state at the next hour. In addition the two variables,
Xand N, in Figure 3.52 are as follows:

X = number of states to search each period
N = number of strategies to save at each step.

These variables allow control of the computational effort. For example, with a simple priority-list

ordering, the upper bound on X'is n, the number of generating units. Reducing the number of N

means that the highest cost schedules at each time interval are discarded and only the lowest N
strategies are saved. However, there is no reassurance that the theoretical optimal schedule will
be found using a reduced number of strategies and search range (the X value); experimentation
with a particular program is the only way of indicating any potential error associated with limiting
the values of X and N.
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Figure 3.52: Forward dynamic programming flowchart recursive algorithm for unit commitment [37].



59

4. Results and Discussion

The results of studies conducted in this project have centered around the in-house (at UAF)
testing of RTUs, flow meters and sensors for DEGs like those found in Alaska village
communities, the development of a consortium of Alaska rural utilities, the deployment of
remote monitoring systems in 25 villages in AEAs service territory, and the development of
software programs and system models in MATLAB® Simulink® to determine the optimal mix of
DEGs and renewable sources of power as well as the economic dispatch of power from these
sources to serve the village loads.

4.1 UAF Energy Center Diesel

Results of testing a remote terminal unit, various types of fuel and coolant flow meters, and
temperature and pressure sensors on the125 kWe Detroit DEG at the UAF Energy Center
showed the importance of remote metering and the proper selection of flow meters and sensors.
The detailed results of these tests are presented by Tyler Chubb in a master’s thesis,
Performance Analysis for Remote Power Systems in Rural Alaska, under the direction of the
project Pls (see MS Thesis 2 under Project Publications).

4.1.1 Flow Meter Test Loop

The results of the independent test on a magnetic and ultrasonic flow meter in a small coolant
flow loop are illustrated in Figures 4.1 and 4.2 for a high and low flow rate, respectively. These
results showed that electromagnetic flow meters are more accurate across the measurement
range than the ultrasonic flow meters. The ultrasonic meter suffered from the effects of air within
the coolant loop at lower flow rates which could be attributed to the pump and was also simply
less accurate in this measurement range. Consequently, the range of flow rates to be measured
is important in selecting the proper flow meter. In other words, if we know the coolant flow rate is
nominally 45 liters/minute (12 gallons/minute) and varies by +/- 40 liters/minute during generator
operation, then we would need to select a fuel flow meter that exhibits the highest degree of
accuracy in the range from 5 to 85 liters/minute.

Flow Meter Comparison
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Figure 4.1: Magnetic and ultrasonic flow meter performance for high coolant flow rate.
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Flow Meter Comparison
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Figure 4.2: Magnetic and ultrasonic flow meter performance for low coolant flow rate.

4.1.2 Flow Meter and Temperature Sensor Tests on UAF DEG

A number of tests were conducted with flow meters on the UAF DEG coolant loop and fuel input
line. The ultrasonic fuel flow meter that clamps around the fuel line was tested and found to be
problematic because of generator vibration causing consistent errors with the fuel flow
measurements as shown in Figure 4.3. The actual fuel flow rates were measured by timing the
removal of fuel from a small day tank with a known volume using a pressure transducer and a
level sensor as illustrated in Figure 4.4. An example of the increase in fuel flow rate with the
increase in electrical load is shown in Figure 4.5.
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Figure 4.3: Ultrasonic fuel flow meter tests.
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Figure 4.4: Using pressure transducer data to find fuel consumption rate.
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Figure 4.5: Changing fuel consumption rate for UAF DEG.

The magnetic and ultrasonic coolant flow meters were tested with the following results. Figure
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4.6 shows the coolant flow rates (gal/min) for each meter and the electrical output (kWe) of the

DEG over time. This illustrates that the coolant flow rate is directly proportional to electrical
power output of the DEG. The ultrasonic flow meter suffers from high frequency noise (jitter)

due to the generator vibration.
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Figure 4.6: Magnetic and ultrasonic coolant flow meter comparison on UAF DEG.

Exhaust and coolant temperature sensors were also tested with the following results. Figure 4.7
shows the exhaust temperature (°F) and the electrical output of the DEG (kWe) over time. The
exhaust temperature is directly proportional to the electrical power output of the DEG.
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Figure 4.7: Exhaust system temperature and electrical power output over time for UAF DEG.
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Figure 4.8 shows the coolant temperature (°F) and the electrical output (kWe) of the DEG over
time. The coolant temperature is directly proportional to the electrical power output of the DEG.

Temperature - Electrical Load Comparison
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Figure 4.8: Coolant temperature and electrical power output over time for UAF DEG.

A significant result (see Figure 4.9) with regards to coolant temperature occurred when forest
fire ash in the summer of 2004 clogged the cooling system radiator and the coolant operating

temperature increased by 20 °C. In a village system without remote monitoring this situation
might have led to a costly generator failure if left unchecked.
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Figure 4.9: Effects of particle build-up in generator radiator.
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The flow meter and temperature sensor measurements were used to develop the energy
balance for the DEG plant. Using Eq. 3.1, the amount of energy contained in the coolant was
calculated at 2,245,000 BTUs (658 kWh) over the course of the 24 hour load profile. Using the
heating value of the Syntroleum fuel, 121,500 BTU/gallon [38] the lost energy in the coolant
equates to 18.5 gallons of fuel per day. If a heat exchange system that were 80% efficient were
utilized in this application, harnessing this wasted energy would be equivalent to saving 14.8
gallons of fuel per day or 5395 gallons of fuel over the course of a year. Using an estimated
price for diesel fuel in rural Alaska, $3.00/gallon, this is equivalent to $16,185 over the course of
a year in lost energy. Using Eq. 3.2, the average radiant heat emitted by the diesel engine was
approximately 1.5 — 2.0 kW, or 2-3% of the input fuel energy. A value of 2.5% is used in the
following energy balance calculations.

The overall energy balance plot is shown in Figure 4.10.

Energy Balance for Village Load Profile
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Figure 4.10: Energy output broken into individual forms.

Comparing the total output energy with the total input energy gives a means to verify the overall
accuracy of the monitoring system as these two entities should ideally be equal. The
comparison is shown in Figure 4.11. The accuracy of the energy balance was not perfect, but it
must be taken into consideration that there were 11 sensors used to compile the information.
Given that there was inaccuracy inherent with each sensor, an overall error of this magnitude
should not be unexpected. At high electrical loads on the generator, the output energy
exceeded the input energy by up to 30 kW (maximum 10% error) and at lower electrical load
this situation was reversed by 35 kW (maximum 12% error). The output and input energies
seemed to optimally correspond when the electrical load on the generator was 80 kW to 100
kW. It can be deduced from the energy balance that several of the sensors were in their optimal
operating range when loads of 80 — 100 kW were placed on the generator.
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Energy Balance Accuracy
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Figure 4.11: Energy balance input compared to energy balance output.

Figure 4.12 shows pie charts of the energy balance calculated for the DEG from the measured
data (a) and generator specifications (b). A significant portion of the energy is lost in the exhaust
and heated coolant. The heated coolant is used to heat buildings in the village by piping the
heated coolant from the generator house to buildings in the village.

Radiant Heat 2.5% Radiant Heat - 2.9%

Misc. -7.8%

Exhaust - 28.9%)
Exhaust - 35.6%

Electrical - 40.1%
Electrical - 39.56%

Heated Coolant - 13.5%

Heated Coolant - 14 6% AfterCooler - 10.0% AfterCooler - 76%

(@) (b)

Figure 4.12: Average energy outputs of UAF DEG operating near full load using a) data from tests and b)
generator specifications.

4.2 Village Power Survey and Data Collection

A number of villages in AEAs service territory were surveyed to collect current system
information and existing data. These villages were classified in terms of their average electric
load requirement as illustrated in Figure 4.13. However, much of the existing load data is of poor
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quality, consisting of missing time windows, sampling errors, or only small time windows of data
when service technicians were on site for a few days. An example plot of load profiles for five
random villages in Figure 4.14 illustrates this point.

Both AEA and AVEC have partnered to install standard remote monitoring equipment in a
number of villages in their service territories in order to work towards creating a standard data
collection system. AEA currently has limited online access to real-time monitoring in many of its
villages at http://www.aidea.org/aea/aearemotemon.html. The 21 villages included in this study
are: Atka Diesel Powerhouse and Hydro Facility, Arctic Village, Buckland, Chefornak,
Chuathbaluk, Crooked Creek, Diomede, Golovin, Hughes, Kongiganak, Koyukuk, Kwigillingok,
Pedro Bay, Larsen Bay Hydro Facility, Manokotak, Nikolski, Ouzinkie Diesel Powerhouse and
Hydro Facility, Sleetmute, Stevens Village, Stony River, and Takotna. This includes password
access to the actual computer terminal in the village power house as well as video cameras in
the power house. The problem has been collecting information from all of these communities in
a standard format that can be stored and processed at a central server. Two more villages,
Chitina and Chignak, in AEAs service territory received basic remote monitoring upgrades and
were included in this study.
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Figure 4.13: Map of select villages in AEAs service territory grouped by average load.
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Figure 4.14: Sample load profiles from five Alaska rural villages.

4.3 Village Hybrid Power Performance Analysis

UAF evaluated the performance of systems at Kongiganak, Lime Village, Stevens Village, and
Wales Village, Alaska using the hybrid power system model developed in MATLAB® Simulink®
specifically for the Alaska rural village power systems. The model is used to perform an
economic feasibility analysis for integrating renewable energy sources into existing DEG
systems.

4.3.1 Performance Analysis for Kongiganak, Alaska

The hybrid power system model was used to study the performance of the system at
Kongiganak, Alaska. Our model was used to study the feasibility of integrating a PV array, a
WTG, and a battery bank with the existing DEGs to meet the village load demand. Currently,
DEGs are the only source of power for the load demand. Load demand for the village of
Kongiganak is supplied by Puvurnag Power Company which operates four diesel generator
units: one 235 kWe John Deere® 6125AF, two 190 kWe John Deere® 6081AF, and one 140
kWe John Deere® 6081TF.

The annual synthetic load profile from January 1%, 2003 to December 31%, 2003 with one hour
samples, the annual synthetic wind speed profile, and the annual solar flux profile used for
analyzing the performance of the Kongiganak Village are shown in Figure 4.15, 4.16, and 4.17,
respectively. The clearness index data for the solar insolation profile is obtained using the solar
maps developed by the National Renewable Energy Laboratory (NREL) [39]. It can be observed
from Figure 4.15 that the maximum load of the system is about 150 kW, the minimum load is
about 45 kW and the average load is about 95 kW. From Figure 4.16 it can be observed that the
annual average wind speed is about 7 m/s (15.66 miles/hr). From Figure 4.17 it can be
observed that the village has low solar flux during winter months and high solar flux during
summer months.



68

Synthetic annual load profile for Kongiganak Village, Alaska
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Figure 4.15: Synthetic annual load profile for Kongiganak Village, Alaska.

Synthetic annual wind speed profile for Kongiganak Village, Alaska
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Figure 4.16: Synthetic annual wind speed profile for Kongiganak Village, Alaska.
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Solar Flux at 59.96°N Latitude at the Top of the Atmosphere

Solar Flux (W/nf)

Figure 4.17: Annual solar flux for Kongiganak Village, Alaska.

Various hybrid power systems studied in this analysis include the diesel-battery system, the PV-
diesel-battery system, the wind-diesel-battery system, and the PV-wind-diesel-battery system.
Table 4.1 shows the installation cost (USD) for different components for the Kongiganak Village
hybrid power system. The model was validated by comparing the results obtained from the
Simulink® model, for supplying the annual load profile, with the available obtained from the
HOMER software. The simulation results obtained from the HARPSIim model were compared
with those obtained from the HOMER software. Table 4.2 shows the comparison of results from
the HARPSiIim model with HOMER for the Kongiganak Village hybrid power system. At the time
of this analysis HOMER was not set up to calculate payback period or NO, and PM4, emissions.
The LCC and sensitivity analysis of NPV, COE, and payback for Kongiganak were examined as
shown in Figures 4.18-4.21.

Results of the performance analysis showed the economic feasibility and fuel savings of
installing WTGs and PV arrays. The life cycle costs LCC and sensitivity analysis of fuel cost and
investment rate showed that as the price of bulk fuel rises, the payback period of the WTG and
the PV array decreases. The cost of energy COE and the net present value NPV increases
linearly while the payback period decreases with the increase in the fuel price. However, the
current economic feasibility analysis of integrating PV alone into Alaska rural village systems
results in paybacks that are near or longer than the life cycle of the project because of the cost
of the PV panels and the lack of light in the winter months. As fuel costs increase and the cost
of PV panels decreases in the future, PV panels will become more economical in Alaska rural
village power systems.



Table 4.1: Installation cost for different components for Kongiganak Village.
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. . . PV-wind- 2 wind-
Cost per Diesel-only Diesel-battery PV-diesel- Wind-diesel- diesel- diesel-
I ! No of battery battery
tem unit units system system system system battery battery
(UsD) (UsD) (UsD) ({an) ({an) system system
(Usp) (USD)
140 kW diesel
generator 40,000 1 40,000 40,000 40,000 40,000 40,000 40,000
190 kW diesel 45,000 1 45,000 45,000 45,000 45,000 45,000 45,000
generator
Switch gear to
automate control of the 16,000 1 16,000 18,000 20,000 20,000 22,000 30,000
system
Rectification/Inversion 18,000 1 0 18,000 18,000 18,000 18,000 28,000
New Absolyte IIP 6-
90A13 battery bank 2,143 16 0 34,288 34,288 34,288 34,288 68,576
AOC 15/50 wind 55,000 1 0 0 0 55,000 55,000 110,000
turbine generator
Siemens MS5 solar 262 180 0 0 47,160 0 47,160 0
panels
Engineering 1 3,000 3,500 4,000 4,000 4,500 6,000
Commissioning,
Installation, freight, 1 13,000 14,000 16,000 18,000 20,000 30,000
travel, miscellaneous
TOTAL 117,000 172,788 224,448 234,288 285,948 357,576

Table 4.2: Comparison of energy and economic analysis results for Kongiganak.

. ) PV-diesel-battery Wind-diesel-battery PV-wind-diesel-
Item Diesel-battery system ) ! ! o
s System system battery svstem
HARPSim | HOMER | HARPSim | HOMER | HARPSim | HOMER | HARPSim | HOMER
System cost (USD) 172788 | 172.788 224448 224450 | 234288 | 234288 | 285048 | 285050
Engine efficiency (%) 203 28.63 203 2851 203 27.03 203 26.88
KWhiliter (KWh/gallon) for the 311 EXT 311 3.02 311 287 311 285
engine [11.75) (11.4%) (1L.75) {11.43) (11.75) (10.84) (11.75) (10.78)
Fuel A io lters (eall 267,662 | 2739010 264 834 272568 | 193249 | 216027 | 190.837 | 214.776
uel consumed in liters (gallons) (708100 | (72.463) | (70067 | (72.108) | 51124y | (571500 | (50.486) | (56.819)
Total cost of fuel (USD) 212420 | 217380 210,185 216325 | 153373 | 171451 | 151458 | 170456
Energy supplied
{2) Diesel engine (KWh) 832152 | 832203 823368 823422 597145 | 619504 | 3588362 | 612,287
() WIG vicnr | o o | o
WD) ; ; . ; 235,007 | 238000 | 235,007 238,000
(c) PV amray ) ) —a T03 B i o -
W) 8784 8,783 8,784 8,783
Energy supplied to load (KWh) 832152 | 832205 R32.152 832205 | 832152 | 832205 | 832152 832205
Operational life
(a) Generator (years) 5 1.87 5 1.87 5 8 5 8
() Battery bank (years) 3 12 5.5 12 53 2 6 12
Net present valve (USD) with 1= ; 1,992,488 | 2.545.084 | 2945502 | 1.954127 | 2.383.766 | 1,974,389 | 2.421,502
7% and n = 20 years
Cost of Electricity (USD/AWh) 0301 22. 0.304 0.334 0.237 0.27 0.24 0275
l?a}'back peried for renewable ) ) Never ) 107 ) 112 )
{years)
Emissions
{2) CO. in metric tons (US tons) | 660 (728) | 703 (775) | 653 (720) | 700 (772} | 477(526) | 555 (612) | 471(519) | 352 (608)
) o 7.312 2 5238 5223
(b) NOx in kg (1bs) (16.143) - {15,972 - (11.657) - (11,512) -
{c) PM; in kg (Ibs) 308 (679) } 305 (672) } 223 (490) ] 220 (484) ]
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Since the wind-diesel-battery system was observed to be the most cost effective, further work
was carried out to study the effect of installing another WTG into the wind-diesel-battery system.
The addition of a second WTG required an increase in the capacity of the battery bank to
accommodate more energy storage. Therefore, the battery bank capacity and the inverter rating
were increased from 100 kW and 100 kVA to 200 kW and 200 kVA, respectively. Table 4.3
shows the comparison of results from the HARPSim model with HOMER for the two wind-
diesel-battery hybrid power system for Kongiganak Village. It can be observed that the addition
of the second WTG into the wind-diesel-battery hybrid power system resulted in the further
reduction in the NPV and the COE, while the payback period with the two WTGs increased
slightly. The WTG penetration level increases to 50% for this case. The payback period of the
WTGs increased to 1.56 years due to the extra cost involved in the addition of the second WTG.

A new 3 WTG-2 DEG system for Kongiganak has been commissioned through a Denali
Commission grant and is currently in the design and procurement phase. A feasibility analysis
using our model for the proposed system estimates the village will displace about 37,800 liters
(10,000 gallons) of diesel fuel per wind turbine per year with a payback of about 3.5 years, while
the contractor estimates about 45,360 liters (12,000 gallons) of diesel fuel per wind turbine per
year with a payback of about 2.5 years.

Table 4.3: Comparison of results for two wind-diesel-battery hybrid power system.

Two wind-diesel-battery

Item
system
HARPSIm HOMER
System cost (USD) 357,576 357,576
Engine efficiency (%) 29.3 26.6
. . 3.1 2.78
kWh/liter (kWh/gallon) for the engine (11.75) (10.53)

151,252 201,444

Fuel consumed in liters (gallons) (39,961) (53,222)

Total cost of fuel (USD) 119,883 159,876
Energy supplied

(a) Diesel engine (kWh) 469,542 561,741

(b) WTG

(kWh) 470,015 475,999

Energy supplied to load (kWh) 832,152 832,205
Operational life

(a) Generator (years) 5 1.8

(b) Battery bank (years) 5.5 12
Net present value (USD) with i=7% and n =20 years | 1,748,988 2,407,895
Cost of Electricity (USD/kWh) 0.22 0.273
Payback period for WTG (years) 1.56 -
Emissions

(a) CO, in metric tons (US ton) 367 (405) 517 (570)

_ 4,068
(b) NOx in kg (Ibs) (9,112) -

(c) PMy, in kg (Ibs) 171 (383)
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20-year LCC analysis for Kongiganak hybrid power system
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The NPV of the system, with i = 7% and fuel cost = 0.79 USD per liter (3.0 USD per gallon), is 1,974,389 USD

Figure 4.18: 20-year LCC analysis of the proposed Kongiganak hybrid power system.
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Figure 4.19: Sensitivity analysis of fuel cost and investment rate on the NPV for Kongiganak.



73

Sensitivity analysis of fuel cost and investment rate on Cost of Electricity
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Figure 4.20: Sensitivity analysis of fuel cost and investment rate on the COE for Kongiganak.

Sensitivity analysis of fuel cost and investment rate on renewable payback
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Figure 4.21: Sensitivity analysis of fuel cost and investment rate on the payback period for Kongiganak.

4.3.2 Performance Analysis for Wales Village, Alaska

The wind-diesel-battery hybrid power system of Wales Village has been in reliable operation
since the summer of 2000. A Simulink® model for the hybrid power system was developed. The
load and wind profiles shown in Figures 4.22 and 4.23 were input into the model. The annual
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load data were recorded at Wales Village from August 1%, 1993 to July 31%, 1994 with the
sampling period of 15 minutes. The average wind speed is about 8.4 m/s.

Annual load profile for Wales Village, Alaska
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Figure 4.22: Annual load profile for Wales Village, Alaska.

Annual wind speed profile for Wales Village, Alaska
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Figure 4.23: Annual wind speed profile for Wales Village, Alaska.

The model was validated by comparing the results obtained from the Simulink® model, for
supplying an annual load profile, with those obtained from the HOMER software. Table 4.4

shows the overall comparison chart for the two models.

It should be noted that the LCC analysis

for 20 years with an investment rate of 7% is performed with the battery bank indoors. This is
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Table 4.4: Comparison of results for Wales Village with HOMER.

Parameter Simulink” Model HOMER
Wind-
Diesel- Diesel- diesel-
battery Wind-diesel-battery system battery battery
system system system
Battery Battery Battery Battery Battery
Indoors Indoors Outdoors Indoors Indoors
(@ 20 °C) (@ 20 °C) (Avg: -0.5 °C) (@ 20 °C) (@ 20 °C)
System cost (USD) 167,800 283,800 - 167,800 283,800
Engine efficiency (%) 29.55 29.55 29.55 29.4 29.55
kWh/liter
3.13 3.13 3.13 3.09 3.13
gkr:/gil:]/egallon) for the (11.85) (11.85) (11.85) (11.7) (11.85)
Fuel consumed in 199,890 155,762 185,020 196,621 156,653
liter (gallons) (52,881) (41,207) (48,947) (50,016) (41,443)
(ngat');:OSt of fuel 158,643 123,621 146,841 156,039 124,320
Energy generated
22\)/\/%';’59' engine | 626,876 488,484 580,239 606,501 490,507
(b) WTG (kWh) 0 137,266 137,266 0 139,830
(c) Excess
energy (KWh) 28,939 0 119,568 92.8 11,988
Energy supplied to
load (KWh) 597,937 597,937 597,937 597,871 597,871
Operational life
(a) Generator 55 55 55 3.62 46
(years)
(b) Battery bank 5.0 55 3.0 12 12
(years)
Net present value
(USD) withi=7% - 1,652,820 1,923,997 2,008,969 1,754,711
and n = 20 years
Cost of Electricity
(USD/KWh) 0.32 0.28 0.32 0.32 0.28
Payback period for ) ) B
WTGs (years) 4.867 Never
Emissions
(a) CO; in metric 498.65 388.57 461.55 497.10 *402.41
tons (US tons) (549.67) (428.33) (508.77) (547.96) (443.58)
(b) NOx in kg 5516.45 4298.62 5106.048 ) )
(Pounds) (12161.69) (9476.83) (11256.91)
(c) PMin kg 231.94 180.74 ) )
(Pounds) (511.34) (398.49) 214.69 (473.3)

*Based on 88% carbon content in the diesel fuel

because in HOMER the battery bank is assumed to be kept at an optimal temperature. The
results obtained with the battery bank kept outdoors are also presented in Table 4.4. The LCC
and air emissions results of the Simulink® model were comparable with those obtained from the
HOMER software. It was observed that the COE for the wind-diesel-battery hybrid power
system is less than the COE for the diesel-battery system, thus making the wind-diesel-battery
system more economical while emitting less pollution. The payback period of the WTG with a
fuel cost of 0.793 USD per liter (3.00 USD per gallon) was less than 5 years and it decreases
with the increase in the cost of fuel. The wind-diesel-battery hybrid power system will consume
less fuel and emit less CO,, NOx, and PM;q. If the external costs associated with these
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emissions are taken into account (see Table 4.5), the PV system payback period will decrease
further, thus making these systems more viable and affordable.

Table 4.5: Avoided cost for different pollutants for Wales Village, Alaska.

Emission Avoided costs
CO, -194 USD/metric ton (176 USD/US ton)
PM;qo -478 USD/kg (-217 USD/Ib)
NOx -20 USD/kg (-9 USD/Ib)

4.3.3 Performance Analysis for Lime Village, Alaska

The PV-diesel-battery hybrid power system of Lime Village has been in reliable operation since
July 2001. A Simulink® model for the hybrid power system was developed. The load and wind
profiles shown in Figures 4.24 and 4.25 were input into the model. Table 4.6 shows the costs of
the different components installed at Lime Village. The costs of the different components were
obtained from the various manufacturers. The engineering cost, commissioning, installation,
freight and other miscellaneous costs were obtained from a report prepared by the Alaska
Energy Authority (AEA) [40]. Due to the remoteness of the site, the cost for transporting and
installing the various components is relatively high.

Annual Load Profile of Lime Village
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Figure 4.24: Annual load profile for Lime Village, Alaska.
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Solar insolation for Lime Village
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Figure 4.25: Annual solar insolation profile for Lime Village, Alaska.

The model was validated by comparing the results obtained from the Simulink® model, for
supplying an annual load profile, with those obtained from the HOMER software. Table 4.7
shows the results obtained from the HARPSim model. In this model the roundtrip efficiency of
the rectifier/inverter and the internal loss in the battery bank per cycle was considered as 90%.
The collector efficiency for the PV array is assumed as 12%. As mentioned in HOMER, the
heating value of fuel is assumed to be 48.5 MJ/kg (20,852 BTU/Ib) and the density of fuel is
assumed to be 840 kg/m® (52.44 Ib/ft®). The post-simulation analysis includes an economic and
environmental component illustrating the simple payback and avoided cost of emissions using
the PV array. The results obtained from HARPSIm for the three systems shows that the addition
of the battery bank and the PV array with the DEGs improves the system efficiency and
reliability and decreases the fuel consumption and the environmental pollutants.

Table 4.8 shows the comparison of results from HARPSim with HOMER for the current Lime
Village hybrid power system. The LCC and air emissions results of the Simulink® model were
comparable to those obtained from the HOMER software. Although there is a significant capital
investment to purchase a PV system for this application, the PV system may have acceptable
20-year life cycle costs for many remote locations. Furthermore, over its life cycle the PV-diesel-
battery hybrid power system will consume less fuel and emit less CO,, NOx, and PM;q than the
diesel-battery system. If the external costs associated with these emissions are taken into
account (see Table 4.9), the PV system payback period will decrease further, thus making these
systems more viable and affordable. A simple payback period for the PV array of Lime Village
with a fuel cost of 1.057 USD per liter (4.00 USD per gallon) was about 18 years and it
decreases with the increase in the cost of fuel. The long payback period here is a direct result of
the cost of the PV array and the lack of sunlight in the winter months.



Table 4.6: Component and installation costs for Lime Village.

Diesel- PV-diesel-
Cost per Diesel-only
battery battery
Item unit No of units system
system system
(USD) (USD)
(USD) (USD)
35 kW diesel generator 28,000 1 28,000 28,000 28,000
21 kW diesel generator 18,500 1 18,500 18,500 18,500
Switch gear to automate
16,000 1 16,000 16,000 16,000
control of both diesels
Rectification/Inversion 18,000 1 0 18,000 18,000
New Absolyte IIP 6-90A13
2,143 16 0 34,288 34,288
battery bank
BP275 Solar 329 105 0 0 34,545
Siemens M55 Solar 262 75 0 0 19,650
Engineering 1 3,000 3,500 4,000
Commissioning, Installation,
1 13,000 14,000 16,000
freight, travel, miscellaneous
TOTAL 78,500 132,288 188,983

Table 4.7: Simulation results of Lime Village using HARPSIm.

Diesel-only Diesel-battery PV-diesel-battery
Parameter
system system system
System cost (USD) 78,500 132,288 188,983
System efficiency (%)* 26.22% 29.94% 29.96%
kWh/liter (kWh/gallon) 2.81(10.61) 3.20 (12.1) 3.20 (12.1)
27,847.26 24,883.74
Fuel consumed in liters (gallons) 31,789.80 (8410)
(7367) (6583)
Total cost of fuel (USD)** 33,640 29,470 26,340
81.05 70.93 63.64
CO; emitted in metric tons (US tons)
(89.34) (78.19) (70.15)
PM;, emitted in kg (Ibs) 33.01 (72.77) 32.84 (72.4) 27.18 (59.92)
NOx emitted in kg (Ibs) 785.17 (1731) 784.71 (1730) 646.37 (1425)
System load (kWh) 89220 89220 89220
Energy supplied
(a) DEG (kWh) 101900 100100 89500
(b) PV (kWh) 0 0 9445
Electrical efficiency of DEG (%) 87.56 89.13 90.17

78

*In this project System efficiency is the ratio of the total electrical energy supplied by the diesel generator to the total energy
available from the fuel.
**Based on a diesel fuel price of 1.057 USD per liter (4.00 USD per gallon) for Lime Village, Alaska.



Table 4.8: Comparison of results for Lime Village with HOMER.

Parameter HOMER HARPSim
System cost (USD) 188,983 188,983
System efficiency (%) 29.9 29.96
kWh/liter (kWh/gallon) 3.13(11.84) 3.20 (12.1)
Fuel consumed in liters (gallons) 25.768.26 24.883.74
(6,817) (6,583)

Total cost of fuel (USD) 27,058 26,340
Energy generated

(a) Diesel engine (kWh) 87,064 82,497

(b) PV (kWh) 9,444 9,445
Energy supplied to load (kWh) 89,224 89,220
Operational life

(a) Generator (years) 4.62 5.4

(b) Battery bank(years) 6.07 54
Net present value (NPV) (USD) 581,350 557,154
Payback (Years) - 18.11
Emissions

(a) CO; in metric tons (US tons) *68.58 (75.60) 63.64 (70.15)

(b) NOx in kg (Ibs) - 646.37 (1425)

(c) PMyq in kg (Ibs) - 27.18 (59.92)

*Based on 88% carbon content in the diesel fuel.

Table 4.9: Avoided cost of emissions for Lime Village.

Emission Avoided costs
CO, 28.94 USD/metric ton (26.31 USD/US ton)
PM;o 37.28 USD/kg (16.91 USD/pound)
NOx 1.52 USD/kg (0.69 USD/pound)

4.4 Economic Dispatch Feasibility of Multi-DEG Systems

A software program was also developed for economic load dispatch for multi-DEG systems
taking into account the fuel efficiency curves, the output power factor, and the thermodynamic
model of each DEG.

4.4.1 Economic Dispatch Feasibility for Buckland, Alaska

For communities such as Buckland, Alaska, which operates a 175 kWe and a 455 kWe
Caterpillar® (CAT®) diesel electric generator (see Figure 4.26), simply examining the
manufacturer’s fuel efficiency curves (see Figure 4.27) for the electric load range shows that
they need to turn off the less efficient 175 kWe DEG and just operate the 455 kWe DEG, so
there is no real need for an automated economic dispatch system at this time. In this case the
455 kWe DEG has a new CAT® fuel injection controller which provides for a flatter efficiency
curve over a wider range of electric load (see Figure 4.27). Each of the DEGs specifications
were obtained from the CAT® website.
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4.4.2 Economic Dispatch Feasibility for Kongiganak, Alaska

Villages such as Kongiganak, Alaska would benefit from implementing an economic dispatch
system. Power demand for the village of Kongiganak is supplied by Puvurnag Power Company
which operates four diesel generator units: one 235 kWe John Deere® 6125AF, two 190 kWe
John Deere® 6081AF, and one 140 kWe John Deere® 6081TF. With this information each of the
DEGs specifications were obtained from the John Deere® website. The fuel efficiency curves for
the three DEGs were constructed as shown in Figures 3.49 and 3.50 in Section 3.5.2.3 and
three different load dispatch schemes were implemented: 1) even load distribution (ELD) 2) pre-
configured control (PCC) and 3) economic dispatch.

Comparing economic dispatch ED where the load demand and the efficiency of each DEG is
considered with PCC using #1 diesel fuel (see Table 4.10) shows a reduction in fuel
consumption of about 9.5% by employing an economic dispatch system using the load and
temperature profiles shown in Figure 4.28.

Load in kW

Janl3 Aprl3 Juloz Time of Year Qctl3 Jan(4

(a) Load Profile Kongiganak

s =2
S
SN
T,
=

Temperature in Deg. Celsius

Jan3 AprD3 Tun?

Time of Year Dct03 Janli4

(b) Temperature Profile For Kongiganak

Figure 4.28: Kongiganak Load and Temperature Profiles for January 1, 2003 through January 1, 2004: (a)
Load Profile (kW) (b) Ambient Temperature Profile (°C).

Given their current cost of bulk fuel at $0.93/liter ($3.50/gallon) for #1 diesel in Kongiganak and
the installed cost of a basic economic dispatch system at $114.2k (see Table 4.11b) offers a
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payback of less than one year (see Table 4.12 below). Similar results are obtained for #2 diesel
fuel. The two options in Table 4.11 are: 1) a basic system without security and 2) a more
detailed system with security. Puvarnaq Power also received a Denali Commission grant for a
new system with two DEGs and three WTGs so some of the cost for the economic dispatch
system can be incorporated into this grant.

Table 4.10: PCC and ED results for Kongiganak system using #1 diesel fuel.

Simulatien / Bemarie Data
Tempersiure Tanpersilure
Parameter PCC Contral Change ED Cantrol Change cgﬁ:ﬂ:'
(for i1 Diesel) Comparison Comparison
Ambient Teamp
Change in [°C] 0 3 : ) 0 3 ! 0 3
Lord enegy- kWh 519433.5378 | 9104334378 - 915433.5378 | 9184334978 : - - -
48980E 0 4905590 | 7510 442987.0 443B91.6 | D046 AGSZLD 466673
Fuel conmmed- L. {gal) (129393.6) (12959L.9) | (1%4) | (17.04% (172637 | (890) | (123688 (-123282)
Efficiency of engine- KWhIL. 1.ETT1 18743 : -0.0029 20758 20713 | -0.0042 0198 0.197
&Whiga)|  (7.0056) (7.0847) | (-0.0109) (7.8455) (7.8295) | (-0.0160) (0.750) (0.745)
Total enrmal cost of fual | Q [ : :
atS1.0B2L (33.50/gaD| $52997227  $330,7848 . 38126 $479311.9  $4B0,290.7 |  $9TRE 3506603 -$50,454.1
o $1.3209/L (35.00/paD| $646987.4  $647.9793 :  $9920 $585.141.5 5863364 : S$11949 | -S51,8459 -S61,6429
) 12260.7 12279.5 :  1BS0 11088.7 111114 2264 117201 116816
NOy emited- ton,, (Ibs) (27,0302) (70717 | (4149 (4HM64) (244963 | (1992) (-2583.0)  (2575.4)
- 922 92.4 : 0.14 83.4 B3.6 : 0.17 -BEB2 -8.79
FM,y anittad- kg (bs) @0.3) 2036 : (031 Qe.9) (1842) | (@37 (-19.4) (-194)
CO, amitted kg (bx) 1105963.9 11076596 : 1695.69 10002442 10022859 & 204265 | -105719.70 -105372.74
(QA82302) (2441,9686) 0 (373834 | (22051589 (2006517 ¢ (4503.27) | (-133.071.8) (-232.3069)
Annual fuel savings i -(0L153% i -0.204% 9.550% 9813086

Table 4.11: Installation costs for two economic dispatch control schemes.
(a)Generator Control Automation Upgrade for a Three-Machine Plant (Buckland)

Installed Cost ($)
Item Option 1 Option 2
PLC/ Communications Hardware 26,625 33,571
PLC/ Communications Software 16,206 23,153
Plant Wiring 4,630 9,261
Transducer Installation 3,473 5,788
Setup and Commissioning 6,946 9,261
Total without RTED Software $57,880 $81,034
RTED Software 27,783 27,783
Total with RTED Software $85,663 $108,817
(b)Generator Control Automation Upgrade for a Four-Machine Plant (Kong)

Installed Cost ($)
Item Option 1 Option 2
PLC/ Communications Hardware 35,501 44,762
PLC/ Communications Software 21,609 30,870
Plant Wiring 6,174 12,348
Transducer Installation 4,630 7,718
Setup and Commissioning 9,261 12,348
Total without RTED Software $77,175 $108,046
RTED Software 37,044 37,044

Total with RTED Software $114,219 $145,090
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Table 4.12: Payback periods for the PCC and ED control schemes at Kongiganak using #1 diesel.

Payback Period at Di fferent Average Fuel Costs Utilizing Control Schemes (yrs)
$1.082/L (53.50/gal) $1.3029/L ($5.00/gal)

Verigble PCC | ED PCC | ED
Option 1
Annual Fuel Savings (SAT 150,301 50,660 183 487 61,846
Installation Cost ($) 77175 37,044 77,175 37044
Payback Period (y1s) 051 0.73 0.42 0.60
Option 2
Annusl Fuel Savings ($Ayr 150,301 50,660 183 487 61 846
Installation Cost ($) 108,046 37,044 108 046 37,044
Payback Period (vrs) 0.72 0.73 0.59 0.60

4.4.4 DEG Efficiency versus Ambient Air Temperature

This same economic dispatch program was also used to incorporate ambient temperature
variations and was tested for Kongiganak, Alaska as shown in Figure 4.28. The curves shown in
Figure 4.29 below give the efficiency and fuel consumption of the 190 kWe John Deere® DEG at
Kongiganak as a function of ambient air temperature between -40 °C and 80 °C. The intake air
temperature will be higher than the ambient air temperature due to heating of the incoming air
by the building. An expected intake air temperature would likely be in the range from 4 °C to 20
°C. Given a 3 °C rise in ambient air temperature over the next 50 years as predicted by scientist
at the UAF Geophysical Institute’s Alaska Climate Research Center, there is approximately a
0.2% change in DEG efficiency which is negligible (see Table 4.11).

37 T T

36.5 Diesel Generator Etficiency|>

36— -
355

35—

Efficiency in %o

345

34

335 | ! !
40 20 0 20 40 60 20

Ambient Temperature In Degrees Celcius

82 T T

[}
=]
T
1

-1
o0
T
1

Fuel Consumption for #1 Diesel

-
*
T
1

Fuel Consumption for #2 Diesel

Fuel Consumption in L/h
=1 =1
S
T T
| |

-
(=]
T
|

66 | | | | |
-40 -20 0 20 40 60 80

Ambient Temperature In Degrees Celcius
(b) 190 ekW Diesel Generator Fuel Consumption vs Ambient Inlet Air Temperature Curves at 80% Rated Output

Figure 4.29: Ambient air temp vs. efficiency for 190 kWe John Deere® DEG at 80% rated output.
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5. Conclusion

Diesel electric power systems in Alaska rural villages are quite costly to operate given the price
of bulk fuel to power the plants. The rising price of bulk fuel is motivating many rural utilities to
investigate and implement renewable technologies for power generation in the villages and find
ways of making the current DEG systems more efficient. The process used in this project
included surveying the current state of Alaska village power systems, creating a consortium of
rural utilities and state energy organizations with a vested interest in village energy, collecting
available data, modeling village power systems for long term performance and feasibility
analysis, and installing new remote monitoring systems in a select number of villages.

There has been a need to design remote monitoring systems for these villages in order to obtain
reliable data for analysis to make recommendations for efficiency improvements in these plants.
A survey of 25 villages in AEAs service territory revealed a number of issues with regards to
power system data. There is simply either a lack of data or unreliable data in many cases either
because a remote monitoring system was not in place or was not completely reliable due to
equipment faults. Furthermore, the accuracy of the fuel and coolant flow meters and the intake,
coolant and exhaust temperature sensors is critical in achieving reliable data as was
demonstrated on the UAF Energy Center diesel. However, also of importance is the format in
which the data is collected and stored with a number of villages to remotely monitor which is
best served by using a central computer and server.

The analysis process used MATLAB® Simulink® to build a computer model of the DEG(s) to
study the economic feasibility of integrating renewables such as WTGs and PV arrays into these
stand-alone systems and economic dispatch control systems to improve system efficiency.

The results demonstrate that the integration of renewables such as WTGs and PV arrays into
stand-alone hybrid power systems and the implementation of economic dispatch systems in
Alaska rural villages improves system efficiency and reduces the operating costs and particulate
matter emitted to the atmosphere. The results also demonstrate that while the integration of PV
arrays into these systems has relatively long payback periods that exceed the life cycle of the
project, the integration of WTGs results in much shorter payback periods in villages with a
reliable wind resource. The implementation of economic dispatch control systems in villages
with two or more DEGs results in even shorter payback periods making this an attractive first
step for village utilities who are looking to cut the costs of electric power and do not have
another reliable source of energy. The sensitivity analysis of fuel cost and investment rate
showed that as the price of bulk fuel rises, the payback period of implementing the WTG, the PV
array, and the economic dispatch system decreases. The cost of energy COE and the net
present value NPV increases linearly with the increase in the fuel price.

In conclusion, this project served as a means of identifying the current state of power and
energy in Alaska rural villages and suggests methods that are economically feasible for
implementing more efficient standalone power systems which use DEGs as their main source of
power and must operate in extreme climates like those found in Alaska. The assessment tools
developed here which have been used to demonstrate the economic feasibility of integrating
renewable energy sources and economic dispatch control systems into standalone village
power systems using DEGs in Alaska are applicable to similar systems in other standalone
applications such as remote oil platforms, remote sections of oil and gas pipelines, and remote
mining.
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Project Publications

As a result of research efforts on this project one book, three peer-review journal papers,
fourteen conference proceedings, one Ph. D. dissertation and three M. S. theses have been
published. Also, a portion of a book chapter which is currently in press contains some
information with regards to village energy and environmental issues which is a direct result of
efforts on this project.
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AEA — Alaska Energy Authority

AVEC - Alaska Village Electric Cooperative

CAT — Caterpillar®

COE - cost of energy

DEG - diesel electric generator

HARPSIM — Hybrid Arctic Remote Power Simulator
HOMER — Hybrid Optimization Model for Energy Efficient Renewables
kWe — kilowatt electric

kWh — kilowatt-hour

LCC - life cycle costs

MWh — megawatt-hour

NPV — net present value

NREL — National Renewable Energy Laboratory
PCE — power cost equalization

PF — power factor

Pl — principal investigator

PV — photovoltaics

RTU — remote terminal unit

UAF — University of Alaska Fairbanks

WTG — wind turbine generator
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employees, makes any warranty, express or implied, or assumes any legal liability or
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United States Government or any agency thereof.



Abstract

While grid connected electrical service is readily available in urban regions of the world, many
places, including much of Alaska, are not serviced by this infrastructure. Diesel Electrical
Generators provide power in many settings, but this solution becomes inefficient at loads under
100 kW. Very small loads (up to a few watts) can be serviced adequately by batteries, or
batteries recharged by solar cells. However, at loads between 1 to 5 kW, these solutions are not
cost effective, and small IC generators are typically used. However, these generators require
frequent oil changes and other maintenance, and are designed for relatively short operating lives.

This project was designed to demonstrate an alternative to existing conventional technologies by
developing an integrated power supply at 1 kW using a PEM fuel cell operated on methanol.
During the course of this project, a methanol reformer was procured, and the efficiency of
conversion of methanol to hydrogen was measured. This reformer was then integrated with a 1
kW PEM fuel cell, and the system efficiency measured using a 24 hour varying load profile.

Results indicate that methanol reformation is relatively efficient, approaching 80% (LHV,
methanol fuel in/hydrogen out). PEM fuel cells operating on pure hydrogen have been
demonstrated to operate at efficiencies of about 50% [1]. System efficiencies of greater than
30% were anticipated for the integrated system, but measured values were somewhat lower than
this, due largely to a mismatch between reformer output and fuel cell size.

This project has successfully demonstrated t