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Abstract. In widely distributed systems generally, and in
science-oriented Grids in particular, software, G,
storage, etc., are treated as “services” — theypean
allocated and used with service guarantees tlavsil
them to be integrated into systems that performpiern
tasks. Network communication is currently not avier—

it is provided, in general, as a “best effort” chitity with

no guarantees and only statistical predictability.

In order for Grids (and most types of systems wiithely
distributed components) to be successful in perifogrthe
sustained, complex tasks of large-scale sciencg.-tke
multi-disciplinary simulation of next generatioringhte
modeling and management and analysis of the pesioyt
data that will come from the next generation oéstific
instrument (which is very soon for the LHC at CERN)
networks must provide communication capability flsat
service-oriented: That is it must be configurable,
schedulable, predictable, and reliable. In order to
accomplish this, the research and education network
community is undertaking a strategy that involvearges
in network architecture to support multiple classes
service; development and deployment of servicenteit
communication services, and; monitoring and repgrin
a form that is directly useful to the applicationented
system so that it may adapt to communicationsriesiu

In this paper we describe ESnet’s approach to eich
these — an approach that is part of an interndtiona
community effort to have intra-distributed system
communication be based on a service-oriented cliyabi
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Figure 1. ESnet provides global high-speed Internet conniggfior DOE facilities and collaborators
(ESnet in early 2007).

1. The Network Today

1.1.ESnet’'s Mission

ESnet's mission is to provide an interoperableectife, reliable, high performance
network communications infrastructure, along witllested leading-edge Grid-related and
collaboration services in support of the large-scabllaborative science that is integral to the

mission of DOE’s Office of Science (SC).
ESnet must provide services that enable the S@azigrograms that depend on:

Sharing of massive amounts of data

Supporting thousands of collaborators world-wide

Distributed data processing

Distributed data management

Distributed simulation, visualization, and compiaaéal steering

Collaboration with the US and International Reskaned Education community



To this end, ESnet provides network and collabormaservices to DOE laboratories.
ESnet also serves programs in most other part$Od.D

1.2.ESnet Defined

ESnet is:

e A large-scale IP network built on a national citcnfrastructure with high-speed
connections to all major US and international resfeand education (R&E) networks

e An organization of 30 professionals structuredtfiar service

e An operating entity with an FY06 budget of $26.6M

e A tier 1 ISP providing direct peering will all majonetworks — commercial,
government, and research and education (R&E)

e The primary DOE network providing production Intetrservice to almost all of the
DOE Labs and most other DOE sites. This resultE$met providing an estimated
50,000 - 100,000 DOE users and more than 18,000D@ME researchers from
universities, other government agencies, and mivadlustry that use SC facilities
with global Internet access.

1.3.ESnet’'s Place in U. S. and International Science

A large fraction of all of the national data traffsupporting U.S. science is carried by
three networks — ESnet and Internet2, and Natibaaibda Rail. These three entities fairly
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Figure 2. The large-scale data flows in ESnet reflect tlmpemf Office of Science collaborations.

ESnet’s top 100 data flows generate 50% of all E8a#fic (ESnet handles about 3X1lbws/mo.) 91 of the
top 100 flows are from the DOE Labs (not shownjtteer R&E institutions (shown on the map) (CY2005
data).




well represent the architectural scope of sciermremted networks.

ESnet is a network in the traditional sense of wed. It connects end-user sites to
various other networks. Internet2 is primarily aki@one network. It connects U.S. regional
networks to each other and International netwddtsR is a collection of light paths or lambda
channels that are used to construct specialized R&®orks.

ESnet serves a community of directly connected ceep — the Office of Science Labs.
In essence ESnet interconnects the LANs of alhefltabs to the outside world. ESnet also
provides the peering and routing needed for thesltabhave access to the global Internet.
Internet2 serves a community of regional netwotiat tonnect university campuses. These
regional networks — NYSERNet (U.S. northeast), SUBRA (U.S. southeast), CENIC
(California), etc., — have regional aggregation ng®i called GigaPoPs and Internet2
interconnects the GigaPoPs. Internet2 is mosthamsit network — the universities and/or the
regional networks provide the peering and routiog énd-user Internet access. This is very
similar to the situation in Europe where GEANT ¢liknternet2) interconnects the European
National Research and Education Networks (NREN&) ithturn connect to the LANs of the
European science and education institutions. (TRENs are like the US regional networks,
but organized around the European nation-states).

The top-level networks — ESnet, Internet2, GEANE, e work closely together to ensure
that they have adequate connectivity with eachrogbethat all of the connected institutions
have high-speed end-to-end connectivity to suppleeir science and education missions.
ESnet and Internet2 have had joint engineering imgefor several years (Joint Techs) and
ESnet, Internet2, GEANT, and CANARIE (Canada) hatso formed an international
engineering team that meets several times a year.

An ESnet goal is that connectivity from DOE LabU8 and European R&E institutions
should be as good as Lab to Lab and University tovéisity connectivity. The key to
ensuring this is engineering, operations, and emishonitoring. ESnet has worked with the
Internet2 and the international R&E community téablish a suite of monitors that can be
used to continuously check a full mesh of pathsugh all of the major interconnection points.

2. Next Generation Networks
2.1.Evolving Science Environments Drive the DesigmefNext Generation ESnet

Large-scale collaborative science — big facilitisgssive amount of data, thousands of
collaborators — is a key element of DOE’s OfficeSifience. The science community that
participates in DOE’s large collaborations andlfaes is almost equally split between SC labs
and universities, and has a significant internai@momponent. Very large international (non-
US) facilities (e.g., the LHC particle acceleratmir CERN in Switzerland and the ITER
experimental fusion reactor being built in Franae)l international collaborators participating
in US based experiments are now also a key eleaié1€ science, requiring the movement of
massive amounts of data between the SC labs ansk tirgernational facilities and
collaborators. Distributed computing and storagsteaays for data analysis, simulations,
instrument operation, etc., are becoming commod, fan data analysis in particular, Grid-



style distributed systems predominate. (See, ¢hg, Open Science Grid — an SC led
distributed Grid computing project — http://www.mseiencegrid.org/)

This Grid-based science environment is very diffefeom that of a few years ago and
places substantial new demands on the network. -sfigled, highly reliable connectivity
between labs and US and international R&E instingiis required to support the inherently
collaborative, global nature of large-scale scientecreased capacity is needed to
accommodate a large and steadily increasing anmafudta that must traverse the network to
get from instruments to scientists and to analysisiulation, and storage facilities. High
network reliability is required for interconnectingpmponents of distributed large-scale
science computing and data systems and to suppwitue modes of remote instrument
operation. New network services are needed to geobandwidth guarantees for data transfer
deadlines, remote data analysis, real-time intemaatith instruments, coupled computational
simulations, etc.

There are many stakeholders for ESnet. Foremostharecience program offices of the
Office of Science: Advanced Scientific Computing sBarch, Basic Energy Sciences,
Biological and Environmental Research, Fusion Epeé3giences, High Energy Physics, and
Nuclear Physics — setp://www.science.doe.gavESnet also serves labs and facilities of
other DOE offices (e.g., Energy Efficiency and Reable Energy, Environmental
Management, National Nuclear Security Administratiand Nuclear Energy, Science and
Technology). Other ESnet stakeholders include Sipauied scientists and collaborators at
non-DOE R&E institutions (more than 85% of all EStraffic comes from, or goes out to
non-DOE R&E organizations), and the networking orgations that provide networking for
these non-DOE institutions.

Requirements of the ESnet stakeholders are priyndeilermined by three approaches: 1)
Instruments and facilities that will be coming amel over the next 5-10 years and will connect
to ESnet (or deliver data to ESnet sites in thee adsLHC and IETR) are characterized by
considering the nature of the data that will beegated and how and where it will be stored,
analyzed, and used. 2) The process of scienceeirdigtiplines of direct interest to SC is
examined to determine how the process of that seiavill change over the next 5-10 years
and how these changes will drive demand for newardt capacity, connectivity, and services.
3) ESnet traffic patterns are analyzed based omgkeof the network in the past 2-5 years to
determine the trends, and then projecting this @isagvard in time, thus determining how the
network must change to accommodate the futurddnaéitterns implied by these trends.

2.2.A Case Study: The Data Analysis for the Large HadZolliderf

The major high energy physics (HEP) experimentshef next twenty years will break
new ground in our understanding of the fundameintaractions, structures and symmetries
that govern the nature of matter and space-timeomgrthe principal goals are to find the
mechanism responsible for mass in the universe,th@dHiggs” particles associated with

a Material for this sections is drawn from the “Repof the Standing Committee on Inter-Regional Gantivity
(SCIC), Networking for High Energy Physics,” Febmpua, 2007 [7], and from conversations between VeRd
Harvey Newman of Caltech.
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Figure 3. The Large Hadron Collider at CERN

An aerial view of CERN and a graphic showing on¢heftwo large experiments (the CMS detectqr).
The LHC ring is 27 km circumference (8.6 km diametad provides two counter-rotating, 7 TeV
proton beams collide in the middle of the detect@irsages courtesy CERN.)

~

mass generation, as well as the fundamental mesthahit led to the predominance of matter
over antimatter in the observable cosmos.

The largest collaborations today, such as CMS §#] ATLAS [13], which are building
experiments for CERN'’s Large Hadron Collider pragrd HC [14]), each encompass some
2000 physicists from 150 institutions in more tHzh countries. The current generation of
operational experiments at Stanford Linear Accéter&enter (SLAC) (BaBar [15]) and
Fermilab (DO [16] and CDF [15]), as well as the enments at the Relativistic Heavy lon
Collider (RHIC, [18]) program at Brookhaven Natibhab, face similar challenges. BaBar,
for example, has already accumulated datasets agiirmg a petabyte.

The HEP problems are among the most data-intetsige/n. Hundreds to thousands of
scientist-developers around the world continuaklyelop software to better select candidate
physics signals from particle accelerator experisiesuch as CMS, better calibrate the
detector and better reconstruct the quantitiesntdrést (energies and decay vertices of
particles such as electrons, photons and muonggehlsas jets of particles from quarks and
gluons). These are the basic experimental reshiis &are used to compare theory and
experiment. The globally distributed ensemble ofmpating and data facilities (e.g., see
Figure 4), while large by any standard, is less @ physicists require to do their work in an
unbridled way. There is thus a need, and a drivesolve the problem of managing global



resources in an optimal way in order to maximize plotential of the major experiments to
produce breakthrough discoveries.

Collaborations on this global scale would not haeen attempted if the physicists could
not assume the existence of reliable, high capaf@gture-rich networks: to interconnect the
physics groups throughout the lifecycle of the expent, and to make possible the
construction of Data Grids capable of providingess; processing and analysis of massive
datasets. These datasets will increase in size fretabytes to exabytes (f®ytes) within the
next decade. Equally as important is highly capabiédleware (the Grid data management
and underlying resource access and managementes®nihat is used to facilitate the
management of world wide computing and data ressuticat must all be brought to bear on
the data analysis problem of HEP [6].

Tiered Model of Regional Computing and Analysist&en

Building on developments in the early HEP grid pot$ (PPDG and GriPhyN/iVDGL in
the US, and the EU DataGrid), the LHC experimeatgeshadopted the Data Grid Hierarchy of
four “Tiers” of globally distributed computing arslorage resources. Data at the experiment
are stored at the rate of 200-1500 Mbytes/sec ¢irout the year, resulting in many Petabytes
per year of stored and processed binary data teatecessed and processed repeatedly by
worldwide collaborators.

Referring to Figure 4, processing and analyzingdae requires the coordinated use of
the entire ensemble of Tier-N facilities. The riglalty few large Tier-0 and Tier-1 facilities are
best suited for the high priority large-scale tasksystematic data processing, archiving and
distribution, and data curation. Moving down therhrchy to the smaller and more numerous
Tier-2 and Tier-3 facilities, individuals and smghoups have greater control over how these
resources are allocated to small and medium-siasklstof special interest to them. The
Tier-2s, which comprise an estimated 40% of theal’/€PU resources, are also foreseen to
be the source of most of the simulated data anademmest of the later-stage data analysis will
take place.

The basic effectiveness of the grid hierarchy cphaea large-scale production setting is
being shown clearly in the large-scale grid-baseddypction operations of the LHC
experiments, in partnership with the major gridjpcts OSG and EGEE [19]. The increasing
scale and efficiency of these operations suppottind HC and other major HEP experiments,
as well as other science communities, has beenrgmted by an increasing efficiency and
scale of network usage.

While the top-down picture of the hierarchical cartipg model and its use in the LHC
service challenges has been relatively simple udv, effective use of the compute and
storage resources at Tier-2s would benefit grefatign more opportunistic data distribution
and local data access. There will therefore bendetecy towards more dynamic data flow
among the Tiers, as a growing number of physicsiggdearn to use the production-oriented
and standalone tools effectively. In the longer, ramen the community of thousands of
physicists will share both local and more remosoueces to analyze their data, dynamic and
efficient use of the network would enable the comityuto balance its resource usage, and to
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Figure 4. A refined view of the LHC Data Grid Hierarchy, déyged in the DISUN project, wherg
operations of the Tier-2 centers and the U.S. Tieenter are integrated through network connections
with typical speeds in the 10 Gbps range.

make more effective use of local and regional resesi where a group may have higher
priority.

Refined View of the LHC Computing Model

At the start of LHC data-taking in 2007-2008, aityb Tier-2 site is expected to comprise

of order 500-1000 kSi208m®f CPU power, and 100-300 TBytes of useable diskcs for
each experiment served.

Given the scale and nature of storage at the Wen@ne of the individual Tier-2 sites will
have sufficient resources to host all the relexkath samples for its regional user community.
Instead, there will be a need to dynamically moeadand user applications among the
collection of Tier-2 sites and the correspondingrli center (for example, the U.S. Tier-2s
and U.S. Tier-1s at Fermilab or Brookhaven) in otdeoptimally exploit the physics potential
of the experiment. Accordingly, there will be amsponding need for the Tier-2 centers to be
connected by high bandwidth networks.

Responding to this vision and the correspondinglse®ur of the U.S. CMS Tier-2s have
initiated the DISUNproject, illustrated in Figure 4. The physics dese&hes depicted at the
center of the ring in the figure are distributedoss Tier-2 sites, and are made available to
scientists as a managed and high-throughput datauree supported by high throughput data
transport services which are currently under deyelent. It is also important to note that the
diagram is schematic. The European Tier-2s are emiged via the GEANT2 network

CINT2000 is a measure of compute-intensive intpgeformance; kSi2000 is units of a thousand tirhes t
CINT2000 metric. An Intel P4 Xeon at 2.8GHz is appmately 1 kSI12000. See www.spec.org



infrastructure, while the US Tier 1s and Tier 2 amterconnected via high-bandwidth
peerings between ESnet and Internet2 at the majotspof presence in Chicago (StarLight)
and New York (MANLAN).

Nature of the Distributed Data Management and Asialpystems

The LHC data management system has several chastctethat result in requirements
for the network and its services.

e The systems are widely distributed — typically spkeover continental or inter-
continental distances. The systems are data iniasid high-performance, typically
moving terabytes a day for months at a time. (Sger€é 5.)

e The system are high duty-cycle, operating mosthefday for months at a time in
order to meet the requirements for data movement.

e Such systems clearly depend on network performamuk availability, but these
characteristics cannot be taken for granted, ewemell-run networks, when the
multi-domain network path is considered. In fatigyt cannot be taken for granted
even within a single well-run, high-capacity netiwor

e The applications must be able to get guaranteew fitee network that there is
adequate bandwidth to accomplish the task at HBimel.applications must be able to
get information from the network that allows graddailure and auto-recovery and
adaptation to unexpected network conditions thatstwort of outright failure (which
is much more common than complete failure).

In other words, the network has to behave like rise that provides guarantees and

information to support recovery when the guaransgesot met. The application then must be
capable of using such information to implement dyitareconfiguration strategies and so on.

As more experience is gained with the current gei@r of applications and prototype
network services, several things are becoming cl@ae is that the network has inadequate
tools to monitor the new services like virtual dits (“VC”) and report back to the application
in sufficient detail for the application to respoindan intelligent way. Another is that because
VC services are relatively coarse-grained with eespo applications (VCs are typically set up
between sites at this point), the application hdle to share the bandwidth of a VC.

2.3.Network Requirements from Data and Collaboratioraleteristics of DOE Office of
Science Instruments, Facilities, and Science Peacti

There are some 20 major instruments and faciltigsently operated or being built by SC,
plus the LHC (CERN, Switzerland) and ITER (Frande).date, ESnet has characterized 14 of
these for their future requirements. Facilities lsuas DOE’s big accelerators (RHIC at
Brookhaven, SNS at Oakridge) and supercomputereceffNERSC at Lawrence Berkeley,
NLCF at Oak Ridge, and ALCF at Argonne), as welttes LHC at CERN, are typical of the
hardware infrastructure of the science supportedhiey Office of Science. These facilities
generate four types of network requirements: badthyiconnectivity and geographic footprint,
reliability, and network services.
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Figure 5. Data transfers by the CMS PhEDEXx application. Titaglgs illustrate one of the LHC “Service
Challenges” — application, site, and network reasknexercises — during 2006. In this case 1-2 yetsimonth
data movement operated for 5 months. (Courtes€M8 collaboration. See
http://cmsdoc.cern.ch/cms/aprom/phedex/)

In order to determine the requirements of SC seebased on how the process of
conducting scientific research will change, a detase studies were developed in which the
science communities were asked to describe how é¢x@ected to have to be doing their
science in five and ten years in order to makeifsoggimt progress. Computer scientists then
worked with the scientists to translate the newcesses into network requirements — in
particular those related to collaboration, datarislgaand remote analysis, remote instrument
control, and large-scale simulations coupled wialsheother and/or with external sources of
data (e.g., operating instruments)[2]. Bandwidtedseare determined by the quantity of data
produced and the need to move the data for remmbysis. Connectivity and geographic
footprint are determined by the location of thetim:ents and facilities, and the locations of
the associated collaborative community, includiegiote and/or distributed computing and
storage used in the analysis systems. These losatéiso establish requirements for
connectivity to the network infrastructure that gags the collaborators (e.g., ESnet
connectivity to Internet2 and the US regional R&&works, and GEANT and the European
national R&E networks — the NRENS).

The reliability requirements are driven by how elgscoupled the facility is with remote
resources. For example, off-line data analysis eratan experiment runs and generates data
and the data is analyzed after the fact — may leeatat of some level of network outages. On
the other hand, when remote operation or analysist imccur within the operating cycle time
of an experiment (“on-line” analysis, e.g., in maga fusion experiments), or when other
critical components depend on the connection (eagdistributed file system between
supercomputer centers), then very little networlviolime is acceptable. The reliability issue
is critical and drives much of the design of théwwek. Many scientific facilities in which



DOE has invested hundreds of millions to billionk dwollars, together with their large
associated science communities, are heavily depémenetworking. Not surprisingly, when
the experiments of these facilities depend on #t&vork, then these facilities and scientists
demand that the network provide very high availgbi{99.99+%), in addition to very high
bandwidth.

The fourth requirement is in the area of typeseasfise. In the past, networks typically
provided a single network service — best-efforiviel/ of data packe?s— on which are built
all of today’s higher-level applications (FTP, em&i/eb, socket libraries for application-to-
application communication, etc.), and best-effertmulticast (where a single outgoing packet
is, sometimes unreliably, delivered to multiple @igers). In considering future uses of the
network by the science community, several othewodt services have been identified as

requirements, including bandwidth guaran'i’easaffic isolatiorf, and reliable multicast.

Bandwidth guarantees are typically needed for ne-knalysis, which always involves
time constraints. Another type of application reipg bandwidth guarantees is distributed
workflow systems such as those used by high enphggics data analysis. The inability of
one element (computer) in the workflow system tecaditely communicate data to another
will ripple through the entire workflow environmemstowing down other participating systems
as they wait for required intermediate resultsstheducing the overall effectiveness of the
entire system.

a Packet management by IP networks is not detertiunisut rather statistical. That is, the IP paskégt make up,
e.g., a TCP stream are injected into the netwankfmany computers that are all connected to aesimgiter — e.g. a
typical large SC Lab will have many internal “sutsiell of which connect through different interéacto a single site
gateway router that provides connectivity to thesioie world. The packets are queued in the ronteriatever order
they reach the routing processor (also called drerdrding processor). The packets in the queueingatb be
forwarded to their next-hop destination are inteserdi indiscriminately by virtue of being queued intiagely from
several different input connections. As long asgheue does not overflow this is not an issuedgt ft is the norm)
since every packet is routed through the netwadlkependently of every other packet. If the packetsecinto a router
through several interfaces and they are all preckssit through a single interface — as is typiead,, for a site
gateway router that has several connections ositheide and a single connection on the Wide Areavork side —
then it is possible for the forwarding processofalbbehind. This can happen either because ttveaf@ing processor
is not fast enough to keep up with the routing @luhis rare in modern routers) or because the agtgeégput traffic
bandwidth exceeds the bandwidth of the single dutgerface (a circumstance that, in principlee&sily realized).
When this happens the input queue for the forwardingine will fill and “overflow” — this is calledhetwork
congestion. The overflow process is a random disoathe incoming packets, and the overall effe¢hat there is no
guarantee that a packet sent to a router is foreudaath to its next hop toward its destination — padrwarding is a
“best-effort” process. (Users typically see conigestis a slowdown in the network — they do notteeepacket loss
directly because most applications use TCP adableltransport protocol. TCP uses IP packets teenufata through
the network and it detects packet loss and autoriBtiresends the lost IP packets in order to enseliable data
delivery.)

Bandwidth guarantees are provided in IP networksdbing two things: First, the packets in a bandhkid
guaranteed connection are marked as high prionitlyzae forwarded ahead of any waiting best-effarigt. Second,
the bandwidth-guaranteed connections are manag#éthdn aggregate, they never exceed the availadhdwidth
anywhere in the path to their destination. Thisa#sitlimiting the input bandwidth of a bandwidthaganteed
connection to an agreed upon value, and then bgidgnthe number of such connections so as notxteed the
available bandwidth along the path.

¢ Traffic isolation is provided in a way similar bandwidth guarantees in that the packets are quengébrwarded
in such a way that they do not interact with ottlasses of traffic such as best-effort.



Traffic isolation is required because today’s piyneansport mechanism — TCP — is not
ideal for transporting large amounts of data acdasge (e.g., intercontinental) distances.
There are protocols better suited to this task,these protocols are not compatible with the
fair-sharing of TCP transport in a best-effort netiky and are thus typically penalized by the
network in ways that reduce their effectivenesssekvice that can isolate the bulk data
transport protocols from best-effort traffic is ded to address this problem.

Reliable multicast is a service that, while notirey new, must be enhanced to increase
its effectiveness. Multicast provides for delivgria single data stream to multiple destinations
without having to replicate the entire stream &t source, as is the case, e.g., when using a
separate TCP-based connection from the sourcecto reaeiver. This is important when the
data to be delivered to multiple sites is too vahwas to be replicated at the source and sent
to each receiving site individually. Today, IP nedst provides this capability in a fragile and
limited way (IP multicast does not provide relialdelivery as TCP-based transport does).
New services may be required to support reliabterabust multicast.

In the case studies that have been done to daterib]or more major SC facilities have
identified a requirement for each of these netwaaabilities.

The case studies of [2], [4], and [5] were pickedhbto get a good cross-section of SC
science and to provide realistic predictions basedhighly probable changes in the scientific
process in the future. The case studies were coediumver several years and included the
following Office of Science programs and associafadilities: Magnetic Fusion Energy,
NERSC, ACLF, NLCF, Nuclear Physics (RHIC), SpaflatiNeutron Source, Advanced Light
Source, Bioinformatics, Chemistry / Combustion,n@ie Science, and High Energy Physics
(LHC).

Summary of the conclusions of the case studies

There is a high level of correlation between nekmaquirements for large and small-
scale science — the primary difference being badthw and so meeting the requirements of
the large-scale stakeholders will generally proviolethe requirements of the smaller ones,
provided the required services set is the same.

Some of the non-bandwidth findings from the casdiss included:

e The geographic extent and size of the user basecightific collaboration is
continuously expanding. As noted, DOE US and irggomal collaborators rely on
ESnet to reach DOE facilities, and DOE scientistg bn ESnet to reach non-DOE
facilities nationally and internationally (e.g., K ITER). Therefore, close
collaboration with other networks is essential idey to provide high-quality end-to-
end service, diagnostic transparency, etc.

e Robustness and stability (network reliability) assential. Large-scale investment in
science facilities and experiments makes networkiréa unacceptable when the
experiments depend on the network.

e Science requires several advanced network serfacedifferent purposes. There are
requirements for predictable latency and qualitysefvice guarantees to support
remote real-time instrument control, computationsteering, and interactive



visualization. Bandwidth guarantees and traffidason are needed for large data
transfers (potentially using TCP-unfriendly protls}p and network support for
deadline scheduling of data transfers.

The aggregation of requirements from the 14 castiest (see [5]) results in:

e Reliability
— The Fusion requirements of 1 minute of down timardpan experiment that
runs 8-16 hours a day, 5-7 days a week, impliegvaank availability of
99.999%. LHC data transfers can only tolerate dlsmanber of hours of outage
in streams that operate continuously for 9 mon#rsypar, otherwise the analysis
of the data coming from the LHC will fall too faebind to ever catch up. This
implies a network availability of 99.95%.
— These needs result in a requirement for redundémiaich is the only practical
way to achieve this level of reliability) both feite connectivity and within
ESnet.
e Connectivity
— The geographic reach of the network must be ecemtab that of the scientific
collaboration. Multiple peerings with the other oraR&E networks are needed
to add reliability and bandwidth for inter-domaimnmectivity. This is critical
both within the US and internationally.
e Bandwidth
— A bandwidth of 10 Gb/s site-to-site connectivitynseded now, and 100 Gb/s
will be needed by 2010. Multiple 10 Gb/s peeriniggefconnections) with the
major R&E networks will be needed for data trarsf@he network must have
the ability to easily deploy additional 10 Gb/scaits and peerings as needed by
new science projects.
Bandwidth and service guarantees are needed emddio-so all R&E networks must
interoperate as one seamless fabric. Flexiblebatelwidth guarantees are needed — that is, a
project must be able to ask for the amount of badiitivihat it needs and not be forced to use
more or less.
The case studies include both quantitative andtqtiaé requirements.

2.4.Requirements from Observing Traffic Patterns

From the analysis of historical traffic patterneyeral clear trends emerge that result in
requirements for the evolution of the network sceit handle the projected traffic load.
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Figure 6. Total ESnet traffic by month, 2000-2007. The segetbars from mid-2004 on show
that fraction of the total traffic in the top 1068ta flows (which are from large-scale sciencdifas).

(There are typically several billion flows per miam total, most of which are minuscule compareth®
top 1000 flows.)

The first, and most obvious, pattern is the exptiaegrowth of the total traffic handled
by ESnet (Figure 6 and Figure 7). This traffic ttempresents a k(ncrease every 47 months
on average since 1990 (Figure 7). ESnet traffit jassed the 1 petabyte per month level with
about 1.5 Gb/s average, steady-state load on theYdek-Chicago-San Francisco path. If this
trend continues (and all indications are that It agcelerate), the network must be provisioned
to handle an average of 15 Gb/s in four years. ifipidies a minimum backbone bandwidth of
20 Gb/s, because the network peak capacity muat least 40% higher than the average load
in order for today’s protocols to function propewijth bursty traffic (which is the norm). In
addition, the current traffic trend suggests tha® &b/s of core network bandwidth will be
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Figure 8. ESnet’s traffic patterns are evolving due to insieg use of parallel file movers.

required in eight years. This can only be achiewdthin a reasonable budget by using a
network architecture and implementation approactt #ilows for cost-effective scaling of
hub-to-hub circuit bandwidth.

The second major change in traffic is the resuli dfamatic increase in the use of parallel
file mover applications (e.g., GridFTP). This hasulted in the most profound change in
traffic patterns in the history of ESnet. Over fiest two years, this has resulted in a change
from the historical trend where the peak systemytstem (“workflow”) bandwidth of the
largest network users increased along with theeas®s in total network traffic, to a situation
where the peak bandwidth of the largest user systentoming down, and the number of
flows that they generate is going up, while thaltttaffic continues to increase exponentially.
This reduction in peak workflow bandwidth, togetiéth an overall increase in bandwidth, is
the result of the decomposition of single largavBdnto many smaller parallel flows. In other
words, the same types of changes that happenedmputational algorithms as parallel
computing systems became prevalent are now happémidata movement — that is, parallel
I/O channels operating across the network. Thiflustrated in Figure 8, where the top 100
host-to-host data transfers, in one month averdges sampling of months over the past 18
months, are represented in the bar charts labéfedt“to Host Traffic.” (The “stair-step”
appearance arises from groups of associated gdi@lenovers that move approximately the
same amount of data while operating.) Next toglgraphs is the total network traffic for that
month, segmented as in Figure 6.

The third clear traffic trend is that over the pasb years the impact of the top few
hundred workflows — there are of ordex6l0’ flows per month in total — has grown from
negligible before mid-2004 to more than 50% of tediffic in ESnet by mid-2006! This is



illustrated in Figure 6, where the top part of thaffic bars shows the portion of the total
generated by the top 100 hosts.

The fourth significant pattern comes from lookirtglee source and destination locations
of the top data transfer systems — an examinatiahghows two things. First is that the vast
majority of the transfers can easily be identifi@sl science traffic since the transfers are
between two scientific institutions with systemattare named in ways that reflect the name of
the science group. Second, for the past severas yha majority of the large data transfers
have been between institutions in the US and Eumame Japan, reflecting the strongly
international character of large science collabonat organized around large scientific
instruments (Figure 9).

Finally, Figure 9—only somewhat jokingly referredats the “onslaught of the LHC” — also
illustrates the limitation of using traffic tren@ddone to predict the future network needs of
science. No traffic observations could have predi¢he upsurge in LHC data movement, both
from CERN to the SC Labs and from the SC Labs toudSersities. Obviously traffic trend
analysis cannot predict the start of new scienogepts.

2.5.Network Requirements Summary

The combination of the case studies and the trpHitern trends adds quantitative aspects
to the general requirements that were identifietéa this paper.

The aggregate network capacity must reach 100-296 i@ the five- to seven-year time
frame. Network reliability must increase from thistbrical 99.9% to 99.99% to something
more like 99.99% to 99.999% availability to the esite. The peerings — external network
interconnections between national R&E and inteomati R&E networks and ESnet — must
increase both in bandwidth and reliability in a ishmfashion. In addition, several specific new
network services related to bandwidth guaranteest rha introduced into the production
network.

A general requirement is that there must be fléigjbin provisioning the network
capacity. The location of the greatest need fodiédth within the network will change over
time, and the budgetary resources available forndsvork may also change. It must be
possible add and move hub-to-hub capacity as neadddto deploy new capacity on a
schedule determined by science needs and fundaitability.

3. Enabling Future Science: ESnet’s Evolution over thé&lext 10 Years

Based both on the projections of the science progrand the changes in observed
network traffic and patterns over the past few ggedris clear that the network must evolve
substantially in order to meet the needs of DOHET&® of Science.

The current trend in traffic patterns — the largaks science projects giving rise to the top
100 data flows that represent about 1/2 of all netviraffic — will continue to evolve. As the
LHC experiments ramp up in 2006-07, the data toTiee-1 centers (FNAL and BNL) will
increase 200-2000 times. A comparable amount & ddt flow out of the Tier-1 centers to
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Figure 9. Traffic patterns due to new uses of the networkheyLHC. LHC to BNL is the No. 1 traffic
generator; FNAL to and from US universities acceuaot Nos. 2, 3, 13, 23, 24, and 28.

the Tier-2 centers (U.S. universities) for datalgsia. The DOE National Leadership Class
Facility supercomputer at ORNL anticipates a newdeh@f computing in which simulation
tasks are distributed between the central faclitgd a collection of remote “end stations” that
will generate substantial network traffic. As climamodels achieve the sophistication and
accuracy anticipated in the next few years, thewarof climate data that will move into and
out of the NERSC center will increase dramaticallgey are already in the top 100
workflows) Similarly, the experiment facilities #he new Spallation Neutron Source and
Magnetic Fusion Energy facilities will start usitige network in ways that require fairly high
bandwidth with guaranteed quality of service.

This evolution in traffic patterns and volume wiltsult in the top 100 - 1000 flows
accounting for a very large fraction of all theffiain the network, even as total ESnet traffic
volume grows: The large-scale science data flowls avierwhelm everything else on the
network.

By 2009/2010 the current, few gigabits/sec of agerdraffic on the backbone will
increase to 40 Gb/s (LHC traffic) and then increasgrobably double that amount as the other
science disciplines move into a collaborative potidun simulation and data analysis mode on
a scale similar to the LHC. This will get the backb traffic to 100 Gb/s in 2010-2012 as
predicted by the science requirements analysig tyears ago.

The old ESnet hub and spoke architecture (throgl#Pwould not have let ESnet meet
these new requirements. The current core ring damnscaled to handle the anticipated large



science data flows at affordable cost. Point-taagpatommercial telecom tail circuits to sites
are neither reliable nor scalable to the requiraadividth.

3.1.ESnet4: A New Architecture to Meet the Science iRegants

In order to accommodate this growth, and the chaimge¢he types of traffic, the
architecture of the network must change. The génegairements for the new architecture are
that it provide:

e High-speed, scalable, and reliable production IRwokking, connectivity for
University and international collaboration, highisfiable site connectivity to support
Lab operations as well as science, and Globalriateronnectivity

e Support for the high bandwidth data flows of laggale science including scalable,

reliable, and very high-speed network connectitotpOE Labs

e Dynamically provisioned, virtual circuits with gu@arteed quality of service (e.g. for

dedicated bandwidth and for traffic isolation)

In order to meet these requirements, the capaoidycannectivity of the network must
increase to include fully redundant connectivity &very site, high-speed access to the core
for every site (at least 20 Gb/s, generally, andl@0 Gb/s for some sites) and a 100 Gb/s
national core/backbone bandwidth by 2009/2010 mitwlependent backbones.

The strategy for the next-generation ESnet is baseal set of architectural principles that
lead to four major network elements and a new nedwervice for managing large data flows.

The architectural principles are:

e Use ring topologies for path redundancy in eveny pathe network — not just in the
WAN core.

e Provide multiple, independent connections everywherguard against hardware and
fiber failures.

e Provision one core network — the IP network — sglemd for handling the huge
number (%10”/mo.) of small data flows (hundreds to thousandbydés each) of the
general IP traffic.

e Provision a second core network — the Science Natwork (SDN) — specialized for
the relatively small number (hundreds to thousanfishassive data flows (gigabytes
to terabytes each) of large-scale science (whichdiyme already accounts for 50%
of all ESnet traffic and will completely dominatdn the near future).

These architecture principles lead to four majen&nts for building the new network:

e A high-reliability IP core network based on highresg, highly capable IP routers to
support:
— Internet access for both science and lab operatitaffic, and some backup for
the science data carried by SDN
— science collaboration services
— peering with all of the networks needed for rekaaitcess to the global Internet.



e A Science Data Network core network based on E#tewitches that support Multi-
Protocol Label Switching (MPLS) and/or Iayear(bptical) switches for:
— multiple 10 Gb/s circuits with a rich topology feery high total bandwidth to
support large-scale science traffic and for theineldncy needed to high
reliability
— dynamically provisioned, guaranteed bandwidth d¢iscio manage large, high-
speed science data flows
— dynamic sharing of some optical paths with the R&Emunity for managing
peak traffic situations and for providing speciatizservices such as all-optical,
end-to-end paths for uses that do not yet havepsntation interfaces (e.g.
Infiniband)
— an alternate path for production IP traffic.
e Metropolitan Area Network (MAN) rings connectindkato the core(s) to provide:
— more reliable (ring) and higher bandwidth (multig@ Gb/s circuits) site-to-core
connectivity
— support for both production IP and large-scalersmeraffic
— multiple connections between the Science Data Nétwore, the IP core, and
the sites.
e Loops off the core rings to provide for dual corti@ts to remote sites where MANs
are not practical
These elements are structured to provide a netwitk fully redundant paths for all of
the SC Labs. The IP and SDN cores are independeach other and both are ring-structured
for resiliency. These two national cores are irdarected at several locations with ring-
structured metropolitan area networks that alsorpmorate the DOE Labs into the ring. This
will eliminate all single points of failure excepthere multiple fibers may be in the same
conduit (as is frequently the case between metitapolarea points of presence and the
physical sites). In the places where metropolitags are not practical (e.g. the geographically
isolated Labs) resiliency is obtained with dual mections to one of the core rings. (See Figure
10.)

The theoretical advantages of this architecturecérar but it must also be practical to
realize in an implementation. That is, how doesd&$et to the 100 Gh/s multiple backbones
and the 20-40 Gb/s redundant site connectivity ihateded by the SC community in the 3-5
yr time frame?

a The “layer” term refers to the Open Systems dwenect (OSI) standard model. Very briefly, layeefers to the
sending and receiving bits at the optical or eleatrinterface. Layer 2 refers to how a computets geecess to a
network — e.g. via an Ethernet interface. Layeeférs to routing and switching (e.g. IP routers) &yer 4 refers to
data transport (e.g. TCP). The OSI model does ragt perfectly onto the IP model, but the terms aeduanyway.
Likewise referring to an Ethernet switch as a “lagé device and an IP router as a “layer 3" is swictly accurate
since almost all modern Ethernet switches can doest® routing and almost all IP routers can so sé&thernet
switching. Again, however, the terms are used agywa
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3.2.Building ESnet4

Internet2 — the network that serves the US R&E camitg—has partnered with Level 3
Communications Co. and Infinera Corp. to build didated optical fiber infrastructure with a
national footprint and a rich topology - the “Intet2 Network.”

The fiber will be provisioned with Infinera DenseaWé Division Multiplexing equipment
that uses an advanced, integrated optical-eletttesign. Level 3 will maintain the fiber and
the DWDM equipment as part of its commercial nekwar very important consideration for
reliability. The DWDM equipment will initially be qovisioned to providel0 optical circuits
(lambdas or waves) across the entire fiber footpd® waves is the current configuration
capacity, 80 is maximum.)

ESnet has partnered with Internet2 to:

e Share the optical infrastructure
e Develop new circuit-oriented network services
e Explore mechanisms that could be used for the ESeétvork Operations Center
(NOC) and the Internet2/Indiana University NOC tick each other up for disaster
recovery purposes
ESnet will build its next generation IP network atslnew circuit-oriented Science Data
Network primarily on Internet2 optical circuits trere dedicated to ESnet, together with a few
from National Lambda Rail and others. ESnet wilbypsion and operate its own routing and
switching hardware that is installed in various ceencial telecom hubs around the country, as
it has done for the past 20 years. ESnet’s peealagionships with the commercial Internet,
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various US research and education networks, anderaum international networks will
continue and evolve as they have for the past aésye

ESnet4 will also involve an expansion of the muikicb/s Metropolitan Area Rings in the
San Francisco Bay Area, Chicago, Long Island, Netvpews (VA/Washington, DC area),
and Atlanta to provide multiple, independent cotioes for ESnet sites to the ESnet core
network. (Building the Metropolitan Area Networksat get the Labs to the ESnet cores is a
mixed bag and somewhat opportunistic — a combinaifdR&E networks, dark fiber networks,
and commercial managed lambda circuits are usedgct, in the new architecture all of the
big SC Labs are effectively connected directly athithe IP and SDN core networks.

3.3.New Network Services

New network services are also critical for ESneinieet the needs of large-scale science.
(See [2], [3], [4], and [5].)

Dynamically provisioned virtual circuits that proe traffic isolation are needed to enable
the use of non-standard transport mechanisms #ratot co-exist with TCP-based transport
and provide guaranteed bandwidth.



Guaranteed bandwidth was identified as very immbiitathree specific situations.

The first situation is that it is the only way thae currently have to address deadline
scheduling — e.g. where fixed amounts of data laveach sites on a fixed schedule in order
that the processing does not fall so far behind thaould never catch up. This is very
important for certain experiment’s data analysis

The second situation is where remote computing efesnare involved in control of real-
time experiments. Two examples of this were citethe applications requirements workshop
[2] — one from magnetic fusion experiments anddtier from the Spallation Neutron Source.
The magnetic fusion situation is that theoriestasted with experiments in Tokamak fusion
reactors. The experiments involve changing the n@emameters by which the reactor can
operate and then triggering plasma generation. “Shet” (experiment) lasts a few 10s of
milliseconds and generates hundreds of megabytdataf The device takes about 20 minutes
to cycle for the next shot. In that 20 minutes ttada must be distributed to the remote
collaborators, analyzed, and the results of thdyaisafed back to the reactor in order to set up
the next experiment (shot). In order to have enotiigie to analyze the data and use the
parameters to set up the next experiment, 200-50& Bf bandwidth must be guaranteed for
2-5 minutes to transmit the data and leave enoingh to do that analysis. The situation with
the SNS is similar.

The third situation is when Grid based analysidesys consist of hundreds of clusters at
dozens of universities that must operate under cimatrol of a workflow manager that
choreographs complex workflows. This requires nekwyuality of service to ensure a steady
flow of data and intermediate results among thdesys. Without this, systems with many
inter-dependencies could stop and start, caustegruptions that would propagate throughout
the entire collection of systems. This would create unstable and inefficient production
environment that would reduce the overall throughpecessary to keep up with the steady
generation of data by the experiment. (This is artipular concern with the huge amount of
data coming out of the LHC experiments.)

In addition to virtual circuits, another new netkaervice that is essential is an end-to-
end monitoring service. As cross-domain virtualcait services start to be deployed,
monitoring is seen as a critical service that isdesl both for network operators and users.

4. Development and Deployment of Service-Oriented Comuamication Services

DOE SC has funded the OSCARS (On-demand SecureiSiand Advance Reservation
System) project to develop and deploy the varimchriologies that provide dynamically
provisioned circuits and quality-of-service (Qo®ptt can be integrated into a production
network environment. Such “circuits” are called rtual circuits” (VCs) because that are
defined in software and thus are mutable (as opptsbardware established circuits).

The elements of this system (illustrated in Figl@g are the

e Web-Based User Interface (WBUI) that will prompe thiser for a username/password
and forward it to the AAAS (Authentication, Authpation, and Auditing Subsystem)
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e Authentication, Authorization, and Auditing Subsyst that will authenticate users,
handle access authorization, enforce policy, ameigge usage records
e Bandwidth Scheduler Subsystem (BSS) that will treedervations and map the state
of the network (present and future)
e Path Setup Subsystem (PSS) that will setup anddear the on-demand paths (VCs)
The end-to-end provisioning of VCs will initiallyebprovided by a combination of
Ethernet switch management of optical channel itsdn the MANs and Ethernet VLANS
managed as MPLS paths (Multi-Protocol Label Switghand Label Switched Paths - LSPSs)
in the SDN core and as MPLS VCs in the IP network.

There are two realms in which OSCARS must operajeintra-domain — that is, to
establish a schedulable, guaranteed bandwidthitcgrewice within the boundary of the ESnet
network; 2) inter-domain — e.g. to provide end-tm&)oS between DOE Labs and US and
European universities.

Setting up inter-domain guaranteed bandwidth discis not a trivial task. It typically
involves the virtual circuit extending across fite seven autonomous networks: the
lab/campus network at each end, the lab/campusceeprovider (e.g. ESnet, a US RON
(Regional Optical Network), or a European NREN) d@hd US national or pan-European
transit network (e.g. ESnet, Internet2, GEANT) dN& (Japan). Differences in network
infrastructure (e.g. hardware, link capacity, etmyst be addressed at the inter-domain
boundary in order to provide consistent servicerattaristics (e.g. bandwidth, delay, and
jitter) across domains, as must the issues ofréiftepolicies, such as Acceptable Use Policies
(AUPs), Service Level Agreements (SLAs) and seguriquirements. Nevertheless, inter-
domain circuits are essential, especially betwesnek Internet2, and GEANT. (Note that
OSCARS does not address the important issue ofr-damain brokering policies.
Enforcement of such policies, however, are crititalthe deployment of OSCARS as a
production service. Collaborative work is beingndowith the GEANT, Joint Research
Activity 5 project to ensure a compatible autheatimn/authorization framework.)

In the absence of agreed upon standards for tee-diaimain interface (called an “ENNI”
— external network-network interface) the community ensuring interoperability by



collaboratively developing the software. This cbbeaation currently involves joint code
development with the Internet2 BRUW project, andwsrking with HOPI (Internet2),

TeraPaths (Brookhaven Lab), and DRAGON (an NSF€dndproject) to ensure

interoperability between each of these projectsSCBRS is also working with HOPI

(Internet2), JRA5 (GEANT's Joint Research Activityproject) to define an appropriate and
interoperable AAl framework. OSCARS is working wifblCE Control Plane group to

determine schemas and methods of distributing tapyolnd reachability information, multi-
domain scheduling, and inter-domain signaling (DfCHernet2, ESnet, GEANT,

CANARIE/UCLP; see http://www.garr.it/dice/presemathtm); and working with Tom

Lehman (DRAGON), Nagi Rao (USN), Nasir Ghani (Tesse= Tech) on multi-level, multi-
domain hybrid network performance measurements. ufnber of OSCARS circuits are
currently being tested between various institutions

For more information on the OSCARS implementatiea bttp://www.es.net/oscars.

5. The Critical Role of Monitoring and Reporting

In order to build large-scale, widely distributegstems that operate reliably to perform
complex data analysis (cf. LHC Case Study, abovegomputational simulation tasks, the
distributed applications and middleware must be abllearn, in real-time, about unexpected
changes in the state of the communication betwdemfaits components. Without this
capability human users or system operators ardrigftg to intuit what has gone wrong. A
problem that appears to come from one component @aetyally be an unreported
communications problems from a very different paftthe system. A reliable network
monitoring service that describes the current st#teapplication communications allows
applications to adapt their behavior to changimgurnstances, or at least to fail gracefully and
accurately announce why it is failing.

An essential change in network services over tix¢ finee years will be to provide reliable,
comprehensive, timely, and interpretable informatiabout the state of all networks
components in the end-to-end path in a mannerctimatbe meaningfully interpreted and used
by user-level applications. This ability must be@opanied by a corresponding capability in
the applications and middleware to accept the coniration services monitoring results and
do something intelligent with those results. Thigyninclude adapting the functioning of the
system to the changed / diminished communicatiowicee capability, graceful shutdown of
the system, notifying the user what is happeninggims that are useful to the users involved),
and so on. The monitor results must be presentadnay that is meaningful to the user’s view
of the network.

Together with the new capabilities provided by walt circuits, monitoring services that
can report problems directly to the networked agions and usefswill move network
communications toward a managed service model riikeethe computing environment
provides.

We will user the term “user” to interchangeablyamen application agent or service or a human user.



5.1.Background

All networks do extensive real-time monitoring whis used for a variety of uses. Short-
term monitoring (on the order of minutes) is usedidentification and debugging of problems
in every element of the network — circuits, intedfs, switching and routing equipment, routing
state (logical connectivity), and so on. This moriitg is primarily used to detect failure or
failure onset through degraded performance or sasmect of the many network element
health indicators. ESnet, for example, monitorsaaiirs,000 network element characteristics
in real time in its national network. A commercra@twork monitoring system (Spectrum) is
used to manage this information, generate opesdeots, and so on.

Intermediate term (hours to days) interface traffinitoring is done for capacity
management: Hotspots can develop in the networktduehanges in the user demand or
capability, changes in network capacity (augmemtgutages), or routing changes. It may be
possible to address these hotspots by configur@taurting) changes, as networks are growing
more densely meshed internally and more richly eoted to each other. This sort of
information could also trigger physical reconfigiima of parts of the network — typically by
increasing interface bandwidth when possible.

Long term (months to years) traffic trend monitgrisupports planning future network
configurations, etc.: Traffic trends that show wgiomonths or years (e.g. Figure 6, Figure 7,
Figure 8, and Figure 9) are essential in planninturé architecture changes and major
upgrades that will occur years in the future. Thexgeone of the several metrics that drive the
design of the next generation of the network.

Typically, detailed (minute-level granularity) neti interface usage is available on-line
for about a month and is then archived for futieference. Summary information (monitor
data summarized at hourly, daily, or weekly grarityfis available on-line for several years.
(ESnet, for example, monitors almost a thousanitégetwork interfaces on 64 routers and
switches, and collects and archives about 325 G8wyfimof monitor data.)

5.2.Network Monitoring System Design Goals

Detailed real-time network link state and perforo@rdata is routinely collected and
archived in almost all production networks. Howevethat is of interest to the network
operators is the behavior of specific router ortslwinterfaces and the link connecting them.
Therefore the data is collected and data archivesoeganized and indexed in this fashion.
Further, the form of this data is typically peculta each network, making the information
almost useless to the user trying to see end-tdsehdvior. In order to be useful to the user for
end-to-end monitoring, the information must satesfiyadditional set of requirements.

There must be tools to map the user view (as repted, e.g., by a traceroute of the
application-application path) to the network viemdahen collect and map the corresponding
network monitoring data back to the user view. Tisathe tools must convert the user view to
the physical path representation — the sets offattes and links that comprise the path at the
physical level; extract the related data from thehize; map it back to the user view; and
return the results to the user in a format thatasdard across all networks.



Further, the entire end-to-end path must be indudehe monitoring. In a typical R&E
environment such paths involve five to six netwdidmains: the site LAN, the regional or
national network, a second national or a pan-natioetwork, back into a regional or national
network, and into the site LAN at the other endtlug path. Each of these domains must
provide the data for the segments of the user ffethare part of that domain. This sort of
cross-domain monitoring is critical both for highrformance applications that depend on
widely distributed components and for network ofmsawho are increasingly required to
manage end-to-end paths.

A user should be able to be notified of serviceagas by subscribing to alerts for a given
application path. Further, the report should previtformation about the source of the outage
— is it due to congestion (to which the user maycbetributing), or link errors which is a
network problem, or some other problem. Currendywork operators log planned outages in
a calendar system and this system must also reoré outages to the user.

Again, the problem with this from the user pointvadw is that the descriptions are given
in terms of the physical topology of the network Be useful to the user, physical topology
must be mapped into user path descriptions andt f@inres must be reported in terms of
their impact on the user path.

5.3.New Monitoring Services

perfSONAﬂ

PerfSONAR is intended as a significant first stapcioss-domain monitoring by both
network operators and users.

Quoting from the perfSONAR Web site (www.perfsonat):

PerfSONAR has three contexts:

1) perfSONAR is first a consortium of organizatiern® seek to build network
performance middleware that is interoperable acnogsgtiple networks and useful for
intra- and inter-network analysis. One of the mgoals is to make it easier to solve end-
to-end performance problems on paths crossing séwetworks.

2) perfSONAR is a protocol. It assumes a set @kréthe various service types),
defines the protocol standard (syntax and semgntigsvhich they communicate, and
allows anyone to write a service playing one okthmles. The protocol is based on
SOAP XML messages and following the Open Grid Fq@&F) Network Measurement
Working Group (NM-WG).

& This section draws on Hanemann, A., Boote, J.B&yd, E. L., Durand, J., Kudarimoti, L., Lapacz, R.
Swany, D. M., Zurawski, J., Trocha, S., "PerfSONARService Oriented Architecture for Multi—
Domain Network Monitoring", In "Proceedings of thkird International Conference on Service
Oriented Computing”, Springer Verlag, LNCS 3826, pf1-254, ACM Sigsoft and Sigweb,
Amsterdam, The Netherlands, December, 2005 andrhkame A., Liakopoulos, A., Molina, M., Swany,
D. M., "A Study on Network Performance Metrics ahdir Composition" TERENA Networking
Conference 2006. - download; also appeared in apedition of Campus-Wide Information Systems
(Volume 23 — 4 — 2006 — ISSN 1065-0741), EmeraldliBning Group Ltd. For more information see
these and other papers at www.perfsonar.net.



3) perfSONAR is, finally, an example set of coagl@mentation of services) that
attempts to implement an interoperable performanaidleware framework. Those sets of
code are developed by different partners. Someepietcode are "more important” than
others because their goal is to ensure interopéditgthetween domains (e.g. the Lookup
Service and the Authentication Service). Diffemriisets of code are important to each
partner, with a great deal of overlap. The servideseloped acts as an intermediate
layer, between the performance measurement toalshendiagnostic or visualization
applications.

Functionality: In order to satisfy the needs of the various comities of users of network data
— the network operators and engineers, the netaapkort staff at the institutions of the end
users, and the end users both in the process afgdaty the performance of a distributed
application or as part of a service that reportsvaek problems to an application resource
manager — there are several aspects of networktonimg that must be addressed.

There are three general categories of performan@asonement data — active
measurements, passive measurements, and netwtekvatgables (SNMP variables) — that
can be thought of as data producers. From the mktslada user’s point of view this data must
be available in various ways and must have variserwvices associated with it both to
homogenize the information from different netwoessd to present the data in useful ways.
Data should be provided as a data flow or via pglli

The analysis tools, threshold alarms, and visudinatools are data consumers that, in
turn, need data that is already transformed inouarivays. Therefore, between data producers
and data consumers there may be a pipeline of gagnes, correlators, filters, and buffer
services that can be regarded as data transfoendrdata archives.

Further, the services — the data producers, consytnansformers, and archives — are all
resources that need to be discovered and almastirdgrused within an authentication and
authorization framework that maintains the poliaggeribed by the network operators that
own the measurement data.

Architecture: A service oriented architecture (SOA) has beerpetbby the community that
consists of three layers and a collection of defiservice functions. (See Figure 13.)

e The Measurement Point layeis the lowest layer of the architecture. It caléec
network measurements, transforms the results irgtaladard format, and publishes
the information to a Measurement Archive, or othewice.

e The Service layerincludes data management, manipulation, and tamstftion
services and a collection of “housekeeping” sewiciat provide standard
authentication and authorization, service discovetg. The service layer is not a
simple in-and-out layer, but contains pipeline ampound services like the
Measurement Archive are both a service and a coasafrservices.

e The Interface layerprovides the clients that produce human or apgidicauseful
representations.

The ServicesThe currently extant services fall into seven gatees:

e Measurement Point (MP) service: Creates and/origh#sd monitoring information
related to active and passive measurements

e Measurement Archive (MA) service: Stores and phielssmonitoring information
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Figure 13. PerfSONAR Architecture
e Lookup service (LS): Registers all participatingviees and their capabilities
e Topology service (TS): provides network topologfoimation
e Authentication service (AS): Manages domain-levoeless to services
e Transformation service (TrS): performs manipulatiGaggregation, statistics) on

available data sets
Resource Protector (RP) service: arbitrates theofiinited measurement resources
based on the policy of the resource owner
Use of the SystenThe Measurement Point (MP) services at the loVesstr create or collect
network measurement data. Network operators fratyuenaintain exclusive management
access to their network devices for operational sexlrity reasons. Network operators can
use the perfSONAR framework by deploying MP sewvitteat query their network devices for
state information and push this information intodderement Archive (MA) services. This
provides an important data abstraction functiopddit isolating the method used to obtain the
data from the standardized perfSONAR data pubbcatepresentation. This allows the middle
layer of perfSONAR services to process and anatiaa from different sources within one
domain, or from sources across multiple domainsgus single standardized interface.

This architecture provides a clean separation bextwhe policies regarding how the
locally controlled MP accesses the network infiagtuire, and the policies governing how
internal and external perfSONAR services accessdabelting data in the MA services. It has
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Figure 14. LHC OPN topology showing the physical link elemefsise
http://lhcopn.web.cern.ch/Ihcopn/)

other benefits such as allowing multiple consuniershare the same data thereby reducing the
measurement load on the underlying system.

The middle layer of perfSONAR contains a set of p#ating services, including the
Measurement Archive (MA), Lookup Service (LS), Tamy Service (TS), Transformation
service (TrS), and the Authentication service (AShese services can be used individually, or
together to provide uniform access to network mesamants across multiple domains.

All services register their presence and capatslitvith their local domain’s LS. The LS’s
cooperate to function as a global registry acrdisdcamains. This allows the services to find
each other within one domain, and it allows appilice to find services across multiple
domains. The LS allows MP’s to locate MA’s that cstore their results. It allows user
applications to locate the MA that contains datatdrest.

The TS service supports automated analysis of ¢éhwank by identifying the underlying
structure in the networks and providing informatedyout how multiple network domains are
interconnected. This capability will be essential future networking environments where
circuit services will dynamically alter the undenlyg network infrastructure used by

applications in real time.

The Measurement Archive (MA) can be configured ¢oept and store setup requests as
well as publication requests. The publication resjulecludes a subscription handle, and the
results are sent directly to the client (or indikgwia a TrS). As a client, the MA registers its
own presence with an LS, subscribes to an MP, di¥eror TS, and publishes measurement
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Figure 15. E2Emon generated view of the data for one OPN Nke that the display is split and displayed in
two parts for this figure (see http://cnmdev.Irzenahen.de/e2e/lhc/G2_E2E_index.html).

data to subscribers. The MA may send resourceaditiy and authorization requests to the
RP.

Multi-Domain Monitoring: The first production deployment of the perfSONARMework is
multi-domain monitoring for the LHC Optical Privaietwork (LHCOPN or OPN) network
(Figure 14). LHCOPN is the network that transfesitadrom the LHC Tire-0 facility at CERN
to the Tier-1 Data Centers in various countries.

In this case perfSONAR provides a set of convestifum representing network data in a
common format, together with the SOA approach étlatvs the various component services
of perfSONAR be used to assemble monitoring apjitina for different purposes.

perfSONAR MP services are deployed inside each orétwomain to monitor the links
related to each domain’'s OPN. Some domains areidingv real-time status information
directly from their MP. Other domains have the MBre the data in a MA, which publishes
both current and historical information.

The MP in each domain consists of two componertte. domain specific component in
the various networks typically interfaces with thygerational network monitoring system to
obtain the link status data for the portion of &mel-to-end path within that particular network.
Virtually every network does internal monitoring & different way that has evolved
historically along with the network. The perfSONAddmponent of each MP takes the
resulting data ,generates a standard XML file, pulolishes it via the MP service interface, or
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Figure 16. E2Emon generated view of the data for all OPN listkswing the operational state and
administrative state of each link. (The first et @ERN-FNAL — is the one line summary of the imiation
presented in the view of Figure 15.) (see httpmidav.Irz-muenchen.de/e2e/lhc/G2_E2E_index.html)

pushes it to an MA for archiving and publishing.iSTmformation is used by an application
called E2Emofi

E2Emon uses perfSONAR protocols to retrieve curoiouit status every minute or so
from MAs and MPs in all domains supporting the gits.

E2Emon is itself a service that produces Web basaditime displays of the overall state
of the network, and it generates alarms when on@MP or MA’s reports link problems.
The web interface for a single link is shown ind#ig 15, and the OPN-wide view is shown in
Figure 16. These tools are being used by the E2@2Id to End Coordination Unit), which is
a function of the GEANT Network Operations Centettprovides the overall management of
the OPN circuits.

Another important multi-domain application of peffNAR is for path performance
monitoring. This presents not the just the openaticstate of the path as in the previous
example, but also provide real-time performancé sigcpath utilization and/or packet drop.

Multiple path performance monitoring tools are ievdlopment. One example —
Traceroute Visualiz8— has been deployed at about 10 R&E networksendf and Europe

& An application developed by the German R&E netwdRN for monitoring circuits using perfSONAR
rotocols

https://performance.es.net/cqgi-bin/level0/perfsemnace.cgi




path domain
traceroute to wwwé Infinfn.it (193.206 84 223), 64 hops max, 40 byte packets

1 ir1000gw (131.243.2.1) 0.340ms 0306 ms 0271 ms

2 erlkgw (131.243128.8) 2.325ms 2.551ms 1.885 ms
3 Ibl2-ge-lonlesnet (195.129.224.2) 1898.663 ms 1.261 ms 1.447 ms

4 slacmri-lblmrl.es.net (134.55219.10) 1.595ms 1409 ms 1.451ms ESnet (SF
3 snw2mri-slacmrl es.net (134.55.217.2) 1.886ms 1.793ms 1.739ms } Bay MAN)

6 snv2sdnl-snv2mrl es.net (13455 207.37) 1.740 ms 1.896 ms 1742 ms

Fodenvorl-snv2sdnl esnet (134.55.22049) 46 020 ms 29.245 ms 28.937 ms

g chiccri-denvert.es.net (134 .55.209.46) 52483 ms 52495 ms 52484 ms ESnet WaN
9 chicsdni-a-chicor! esnet (134 §5.218 101) 52 482 ms 52 496 ms 52 486 ms rore

10 washsdni-chicsdnt.es.net (134.55218.98) 69152 m3 69.164 ms 62.154 ms

11 washcr1-sdn2washsdn1.es.net (134.65.220.53) 69.155ms 69.016 ms 69066 ms

12 esnetwash.tl fra.de geant2net (6240125 77) 161.564 ms 161.518ms 161.568 ms GEANT

13 s0-6-2-0.rt1 gen.chgeant2.net (6240.112.21) 169615 ms 169584 ms 169 669 ms } WAN core
14 50-2-0-0.rt1 milit.geant2.net (62.40.112.34) 177.056 ms 177.070 ms 176.924 m3

15 garr-gw.rt1.milit.geant net (62 40.124.130) 177070 m3 176.960 m3s 176927 m3

16 rtl-mit-rt-mi2.mi2.garr.net (193.206.134.190) 177.363 ms 177.199ms 177.251 m3 } GARR

17 M-MIZ-Erm2 rm2.0am.net (193.206.134.230) 186,648 ms 189231 ms 186.571ms (Italian REE
18 rtrmZ2-re-frafra.garr net (193.206.134 214) 187135 ms 187042 ms 187159 ms net core
19 re-fra-ru-Inffragarrnet (193.206.136.208) 187.161 ms 187.133ms 187.166 ms

i :
INFN Erascatt
21 www.Inf.infn it (193.206.84.223) 167.324 ms 187.123 ms 187.162 ms

Figure 17. Application view of an end-to-end path

that have at least some of the required MA serniicesupport the tool. The user input to the
tool is a traceroute between elements of a didetbapplication that defines the path through
the IP network. The tool analyzes the path and logpo information is retrieved from
perfSONAR services; it then queries the MA servigeshe intervening networks. The MA
services returns the requested utilization inforomatwhich is passed to a graphing tool. By
way of example, the path between Lawrence Berkblatjonal Laboratory and the Poznan,
Poland supercomputer center involves crossingdomain boundaries and is shown in Figure
17 and Figure 18.

Status: perfSONAR is being developed through collaboratlmtween some 25 network
organizations in US and Europe. The basic framewsodomplete and the protocols are being
documented. New services are being developed guidydel. For more information see [21]
and [22].

PerfSONAR is still in its development phases antyed routinely deployed, though it is
gaining ground. Perhaps even more important thanctirrent state of perfSONAR is the
growing recognition within the networking communihat the anonymous, best-effort Internet
of 10 years ago is no longer adequate to servendemls of large-scale, data intensive
applications such as large scientific instruments experiments.

Network Outage Footprint Calculator

It is important to solve the problem of determinithg impact caused by the failure of a
particular network element, and to provide thi®rndation to the application.

ESnet has been experimenting with an automatedapiprto solving this problem. The
approach involves two issues: 1) accurately detangithe dynamic topology of the network
and 2) using the topology to determine currenesththe overall network.
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Figure 18. Application path forward (LBNL INFN-Frascati (Itglytraffic shown as bars on those network
device interfaces that have an associated MP sar{ibe first 6 graphs are normalized to 2000 Mhbés)ast to 500
Mb/s).

Topology Mappingln order to accurately monitor the network onestraccurately model the
network. This is accomplished by monitoring eaehwork interface and deriving an accurate
IP layer connectivity model of the network on amuthp basis. The daily IP layer connectivity
changes that occur through the course of regularabpns are captured each night and
archived so that retrospective questions aboutextivity can be answered.

Outage Footprint CalculatorThe Outage Footprint Calculator computes the @svi{couters,
interfaces) that will be isolated from the netwa@iken a list of routers and interfaces out of
service.

The current network topology is used to createsa d¢f “vertices” and “edges”. A
connected graph of the
network is derived by

i H “ n o i Ed :
inspecting each “edge” in Yertices Eovave SetofConneated Verhices
the  network  topology setavs + E7veT ﬁ S va
model and joining the setg Setdvd Seu

of rr(])uters dat each end of Sete:ve ST
eac “‘edge”.  During

normal conditions when
the network is 100%
available, the processing
of all edges results in 4
single set of devices Affected V1,2
representing the  fully
connected ESnet network

as represented by al| Figure 10. Example of an Outage Footprint Calculation resglfimm a
single network element failure (“v3”).

Target V3




vertices showing up in a single set of connectetioes.

To compute the effect of removing a set of routernks, each “edge” connected to the
given router(s) or interface argument(s) is remofrech the “edge” list prior to running the
connection algorithm. The resulting affected deviead up in vertex sets that are separate
from each other and therefore unreachable. (Eacts sedisconnected part of the network.)
This is illustrated in Figure 19. This sort of repentation can be combined with a path
description in much the same way that is doneHergerfSONAR “path monitor” service to
provide application-view information about the inspaf planed outages in the network.

6. Conclusions

The usage of, and demands on, ESnet (and similaE R&tworks) are expanding
significantly as large-scale science becomes isangly dependent on high-performance
networking. The motivation for the next generat@fnESnet is derived from observations of
the current traffic trends and case studies of n&g@ence applications. The case studies of the
science uses of the network lead to an understgrafithe new uses of the network that will
be required. These new uses require that the nketpamvide new capabilities and migrate
toward network communication as a service-oriertagability. This paper has described
ESnet’s response to these new directions.
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