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Abstract. perfSONAR is a web services-based infrastructure for collecting and
publishing network performance monitoring. A primary go&lperfSONAR is
making it easier to solve end-to-end performance problenpaths crossing sev-
eral networks. It contains a set of services deliveringgrethnce measurements
in a federated environment. These services act as an irdetedayer, between
the performance measurement tools and the diagnostic walization applica-
tions. This layer is aimed at making and exchanging perfageaneasurements
across multiple networks and multiple user communitiesguaell-defined pro-
tocols. This paper summarizes the kasrfSONAR components, and describes
how they are deployed by the US-LHC community to monitor teeuorks dis-
tributing LHC data from CERN. All monitoring data describleerein is publicly
available, and we hope the availability of this data via adtad schema will
inspire others to contribute to the effort by building netlvdata analysis appli-
cations that usperfSONAR.

1 Introduction

perfSONAR is a framework that enables network performance informittiobe gath-
ered and exchanged in a multi-domain, federated envirohriiba goal ofperfSONAR
is to enable ubiquitous gathering and sharing of this peréorce information to sim-
plify management of advanced networks, facilitate cramswan troubleshooting and to
allow next-generation applications to tailor their exémuto the state of the network.
This system has been designed to accommodate easy exXignibinew network
metrics and to facilitate the automatic processing of tmesgics as much as possible.
perfSONAR is a joint project started by several national R&E netwonkd ather
interested partners. The complete set of participantsagadle from theperfSONAR
web site[24]. The aim of this project is to create an interapk framework to be gath-
ered and exchanged in a multi-domain, heterogeneous gfediemanneperfSONAR
is targeting a wide range of use cases. For example curremiases include: collection


https://core.ac.uk/display/71321646?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

and publication of latency data, collection and publicatid achievable bandwidth re-
sults, publication of utilization data, publication of werk topology data, diagnosing
performance issues, and several others. WigléSONAR is currently focused on pub-
lication of network metrics, it is designed to be flexible egb to handle new metrics
from technologies such as middleware or host monitoring.

We envision a number of future, higher-level services thiituge theperfSONAR
data in interesting ways. For example, data transfer midatie could usgerfSONAR
to locate the best replica/copy of a file to request, or to determine the optimal net-
work protocol to use for a given link. Network engineers couseperfSONAR to help
automate the detection of large bulk data flows that may recgiecial handling, such
as tagging the flow as high- or low-priority, depending orsitsirce or destination. Fi-
nally, network researchers will fingerfSONAR-enabled networks a convenient source
of performance and topology information.

A focus of theperfSONAR project has been to define standard schemas and data
models for network performance information. Developmeinhactual, interoperable
implementations has followed the Internet EngineeringkTiasrce (IETF) spirit of
multiple working interoperable implementations. There at least 10 different or-
ganizations producingerfSONAR-compliant software implementations at this time.
The work described in this paper is focused around a cotleadif perfSONAR ser-
vices written in Perl collectively called perfSONAR-PSédty available for download
at http://mwww.perfsonar.net/downl oad.htm.

Previous papers operfSONAR have described the original overall architecture[9],
the data model and schemata [34], andibdSONAR Lookup Service [33].

The topic of this paper is the large-scale deploymenp@fSONAR for a single
community, how it has been used thus far, and how it is intdi@eused in the future.
The contribution of this paper is to demonstrate thatg&dSONAR approach is real,
practical and useful. We also hopémspire othersto contributeto the effort by building
network-aware middleware and analysis applications omtqerfSONAR, and to help
us find to help us find solutions to the security and privaayasdor this type of loosely-
coupled system.

1.1 LHC Use ofperfSONAR

Much of the currenperfSONAR effort targets the immediate needs of the Large Hadron
Collider (LHC) community. The LHC, located at CERN near Gen8witzerland, will
soon be generating about 100 Terabytes of data per day. Tig=data distribution
model is a multi-tiered where data source is called “Tiea®d the first level processing
and storage is called “Tier-1.” There are 11 Tier-1 siteshesite is expected to handle
and store about one Petabyte of raw data per month. The 140 2Tisites are based
at research universities and other scientific facilitied &ill play the major role in data
analysis. There will be continuous exchange of high voluofgshysics data between
various Tier-1 and Tier-2 centers because Tier-1 centerplaying a "data-hub” role
and data will be replicated among several Tier-1 sites. Mpeeted wide area data
rates into and out of the Tier-1 sites will be at least 20 Glgpsthis traffic will be
segregated from the general Internet whenever possibdieth@nability to collect both
active and passive monitoring data is important. Althoughwork circuits between



Tier-0 and Tier-1 sites are built on a very well provisionet/qte optical network,
called LHCOPN [15], the mesh of network connections betwier1 and Tier-2 sites
might have frequent problems with connectivity and datagfer performance.

To make it easy for LHC sites to deploy, we have packaged @MER-PS tools in
a Knoppix-based [13] bootable CD, called the pS-NPToo%ites only need to insert
the pS-NPToolkit CD, boot up the host, and answer a few cordtgn questions to
have an operational measurement point. As of October 1,,2008)S-ATLAS part of
LHC has committed to deplogerfSONAR-PS hosts at 10 sites. Each site will be run-
ning two monitoring hosts, one for latency services, andfonbandwidth services, as
bandwidth testing adversely affects latency tests. Thesaces are described in more
detail below. US-ATLAS is planning to uggerfSONAR to help monitor its circuits,
and to provide realistic bandwidth expectations to its sisEor US-CMS collabora-
tion of the LHC, the plan is to deplgyerfSONAR-based monitoring at Tier-1 sites and
complete deployment for the Tier-2 sites by the end of the 26a8.

2 Related Work

The idea of deploying global network monitoring system is mew. Several research
and community based projects were trying to achieve somed t#vcoverage in the
past. Among them were AMP [20], RIPE [26], NIMI [23], PingERT], Surveyor [12],
Skitter [10], Archipelago [2] and others. Each project wasig to cover as much Inter-
net space as possible to be as useful as possible. A majderdpalthat these projects
(except the current Archipelago) have not overcome is tlasgated to the central-
ized model of the data collection and processing. It is hanchaintain interest in the
community (and funding) for long periods of time, and alsdiraie administrators of
the remote monitoring probes to keep them running. Moreoare of these different
monitoring frameworks were interoperable.

As perfSONAR is based on WS- complaint interoperable Web Services,stdsa
pects in common with Grid software such as the Globus Moinigpand Discovery
System (MDS)[7], which is able to summarize resources adertge with related mon-
itors.

In a paper presented at PAM2008, Allman et. al. describedaii@unity-Oriented"
network monitoring architecture [1] that has much in commatin the perfSONAR
architecture first presented at ICSOC 2005 [9]. A key diffiebetween the system
they outlined is that their lookup service is based on OpehDihile perfSONAR is
based on a hierarchical distributed service with reduntamievel servers.

3 perfSONAR-PS components

In this section, we briefly describe the applications andises that make up thgerf-
SONAR-capable pS-NPToolkit, as deployed for monitoring LHCatetl networks. The
core components of thaerfSONAR architecture used in this case are the data producers
- Measurement Point (MP) and Measurement Archive (MA) s&wj data consumers
(Analysis clients) and discovery - Information ServiceS)(IThe MPs and MAs are



responsible for exposing performance metrics, and, in tAedsise, in potentially ac-
cepting metrics for later retrieval. The IS is responsibletelping clients find available
services and even finding relationships between specificanktopology elements.

3.1 Information Service

The perfSONAR Information Service (IS) is used for service registratiservice dis-
covery, data discovery, and network topology represemaiihese services were pre-
viously separated into a Lookup Service (LS) and a TopologyiSe (TS), but those
systems overlap significantly in some cases. The queryswftde two is essentially
the same, and the infrastructure used to support localtratits and global discovery
is common as well, so these were merged into a single IS.

The discovery function of the IS involves accepting registm information from
perfSONAR services. As each component updates its information, atherponents
and clients may locate these deployed services via quédieservice descriptions and
network metrics, (both actual data and descriptions of yppeg of data an MP may
collect) are defined using XML schema and encoded in XML.

The topology service functionality within the IS stores presentation of the ele-
ments of the network topology. This is used for pathfindiegresenting relationships
between elements about which performance data has bearggtand to make deci-
sions about topologically-appropriate network services.

Local IS instances accept XML-based information and makedilable via XQuery-
based queries. These local instances must facilitate \tisgof what information sets
are contained, but at the same time must constrain the vohiritdormation that is
propagated. To address this, IS instances compute “sumshand register these sum-
maries with higher-level IS instances. Where a local I1Sainsé would have complete
information about the data in a given MA, the summarizedrimfation would contain
information saying “I have metric X for some interfaces imverk W.X.Y.Z/24." These
summaries can be further summarized to the higher levelsediierarchy.

When an entity is launching a query against the system, itficeinengage in a
“discovery phase” during which candidate IS instancesdeatified, then it can query
the set of candidate IS instances for the desired informa#iochitecturally, there can
be multiple levels in the hierarchy, but the currently-aseld software only supports
2 levels: a local and global scope. Additionally, servicas be configured to register
with multiple IS instances for redundancy.

3.2 Diagnostic Tools

A couple of high-level user network diagnostic todl)T andNPAD, are provided on
the pS-NPToolkitNDT [5] allows end users to test the network path for a limited Aum
ber of common problems, such as inadequate TCP buffer sizedugplex mismatches.
NDT attempts to determine what kind of performance the userldiexyect, and what
the current limiting factor iSNPAD [18] allows end-users to test limited portions of the
network path and attempts to determine if there are isswsnbuld adversely effect
longer paths. The user provides a target data rate and roipatiime (RTT) and NPAD
attempts to determine if that should be possible, givenrifrastructure on that limited



portion of the path. BottNDT andNPAD are registered with theerfSONAR IS so that
they can be easily located.

3.3 Measurement Tools

The pS-NPToolkit contains a collection of tools for coliagtpassive and active mea-
surements. The specific tools were selected based on tvesiariOne, they provide
the specific metrics LHC Network administrators determitiexy needed for monitor-
ing[14]; and, two, they have been extended, in some way,tegiate with theperf-
SONAR infrastructure.

SNMP Passive interface statistics delivered via SNMP [6], ar@maraon non-intrusive
health indication of the network. Metrics, such as utiliaat errors, and discards at both
the octet and packet level, can be especially important wleézcting performance and
related problems. The pS-NPToolkit incorporates a Cagtingtance that can be con-
figured to collect these interface metrics using web-mefhs.resulting Cacti round-
robin database [27] of metrics is then published usipgréSONAR MA interface.

PingER ping-based monitoring is frequently used by many wide area nétwmni-
toring projectsping monitoring is particularly useful because it is lightweigind only
requires ICMP traffic to be allowed through a firewall. TipfSONAR PingER-MA
supports the same set of measured metrics as the PingERtf®¢ but is built on
a completely new code base and integraer$SONAR functionality. TheperfSONAR
PingER-MA is configurable using a web-based GUI,; it utilizies perfSONAR IS to
find other existing measurement nodes to which to run tegtgHR includes gerf-
SONAR MA interface for publishing the end-to-end connectivitytns.

OWAMP and perfSONAR-BUQY owamp[22] is an implementation of RFC 4656[29]
and is used to run active tests to collect one-way latencyoimet related metrics such
as loss and delay variation. One-way latencies are usefukédating the direction
of performance issues and can also be used to look for roptioglems as well as
interface queueing. perfSONAR-BUQY isperfSONAR service that can be used to
define sparse sets of active measurements to be performeddivbd. The web-based
configuration GUI utilizes the IS to finolvamp test peers, again allowing user-specified
affinities. perfSONAR-BUQY then exposes tbeamp data using goerfSONAR MA
interface.

BWCTL and perfSONAR-BUQY bwctl[3] is a tool that adds distributed scheduling
and policy capabilities to the well known Iperf[11] throygh testing tool. This allows
ad-hoc throughput tests to occur on the same host as regesurements without
worry of overlapping tests skewing the results.

For the LHC project, deployments will run regular TCP thrbpgt tests. By default
a 30 second test is run every 2 hours.The archived achietfatoleghput metrics are
useful to the LHC participants as a way to set expectatidrieel LHC data transfers



are not performing similarly to the regular throughput $eshen further analysis is
warranted.

As in theowamp case, perfSONAR-BUQY is used to configure the set of active
throughputtests usirfgvctl in addition to making the archived metrics available thioug
the perfSONAR MA interface.

4 Experimental Results

As of this writing, the full-scale deployment gerfSONAR in the LHC community
is underway. To see a list of currently active pulperfSONAR tools and services,
go to http://www.perfsonar.net/activeServices.html. As of October 1, 2008, there were
14 hosts runningerfSONAR services from which anyone can request data. The current
plan for monitoring LHC network traffic is that by the end oftBXhere will be roughly
100 hosts running perfSONAR services on over 30 independsniorks.

A simple example of what is possible today is the ability tewaer the question:
“Give me all the network monitoring data along the path froosHA at Fermi National
Lab (FNAL), a Tier-1 site, and Host B at the University of Mighn, a Tier-2 site.” This
network path crosses four network domains (FNAL, ESnetriwt2, and U Mich), all
of which are publishing SNMP data via a perfSONAR MA. ThereperfSONAR MP’s
on every network segment collecting regular latency mesmsant, using PingER, and
achievable bandwidth [17] measurements, ugoegf.

UsingperfSONAR's Information Service, one can easily determine all atddalata
related to the network path from Host A at FNAL to Host B at UNli€or example, if
an LHC user wanted to know what the typical achievable badthwivas from FNAL
to UMich, they can query the perfSONAR-BUOY MA at FNAL for et iperf results,
as shown in Figure 1 . This type of data helps greatly set pmedoce expectations for
users, allowing users to know what rates are possible onisay gath.

400 4 ingress
200 — egress
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Fig. 1. 8-hour history of achievable bandwidth

If one wanted to look to see if cross traffic was affecting aehble throughput on
a given path, they could query for all SNMP data along the ,patld compare it with
achievable bandwidth and latency data, as shown in Figurki2 plot shows both ping
and iperf results for an 8 hour window on the network path fliAL to UMich. Note
the latency spikes around 11:30 that are clearly relateuettraffic spike on the UMich
router during that same time.
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Fig. 2. Example comparison of multiple metrics

This is a very simple example of the types of analysis thatisbéed by wide
deployment ofperfSONAR services. A few prototype visualization and analysis tools
have been written such as GMAPS (http://packrat.interedt28008/), which provides
a Google Maps interface to locaperfSONAR data, and perfsonarUl [25], which pro-
vides a large number of ways to view various typepafSONAR published data. There
are also command line tools that allow one to query for rava,das was used of the
plots in this paper.

5 Future Work

The perfSONAR architecture enables a large number of oppities for higher-level
services and functionality. Current and planned uses fdiS@NAR services for the
LHC community include:

— monitoring link-by-link status of network circuits to priole general health and
performance metrics

— using published topology to implement path-finding aldoris

— locating Inter-Domain Controllers for dynamic circuits

— notification services (e.g. generate an alarm whenevertiitization goes above
90% )

— publishing of middleware and application log data

— publishing of flow-related passive network data (e.g. npecsic patterns which
could indicate an event such as an intrusion)



As more perfSONAR hosts are deployed, we have quickly disaxi’ithe need for
better scoping abilities in the IS user interfaces. For edanthe query “show me all
LHC-relatedbwctl services” currently returns a rather unwieldy list of URUsers
will need to be given good ways to sort and group related sesyiperhaps based on
administrative domains or geography. Scoping informatian be represented in the
IS schemas, but has not been used much yet. GrowtkrfSONAR deployments will
begin to require this use in practice.

Additionally, there is the potential for client applicat®to utilizeperfSONAR pub-
lished performance data to modify application behavior.tRe specific LHC use case,
the performance data might allow a client application teedaine which copy of a
remote dataset can be most efficiently retrieved.

6 Security Considerations

Authentication and authorization will be critical for expting perfSONAR usage. The
US LHC sites will be using perfSONAR to make available dat their community
policy has determined to be public. However, we are workiith several groups that
want to use perfSONAR to publish summaries of flow recordspbly to a select group
of network engineers. Other networks are reluctant to ghbietwork utilization data,
and network topology data is almost always deemed sensitive

For the perfSONAR components to be generally useful, thegtrimiegrate with
existing authentication and authorization deploymente Wide-variety of existing
SAML[28] based mechanisms such as [21][16][31][30][32¢diSn the R&E com-
munity led the perfSONAR group to work with the eduGAIN[8Madopers to define
mechanisms for bridging authentication and authorizatemuests fronperfSONAR
to the SAML-based infrastructures. The perfSONAR architertherefore includes
an authentication and authorization-related service (AB)ch is used by the other
perfSONAR services. The AS enables domains to centraligie #uthentication and
authorization interactions. OthperfSONAR services interact with the AS, which then
is responsible for communicating with the specific authetibn and authorization ar-
chitectures in use by the domain. This solution requiresalosto federate their au-
thentication mechanisms to work. Because federated atith#on and authorization
architectures are still relatively immatumgerfSONAR developers isolated these issues
to the AS service, which can more easily be modified withouso®y excessive changes
to the rest of thgperfSONAR architecture.

Even without authentication there are a number of protastin place on the US-
ATLAS deployment. Theowamp andbwctl tools both give sites rudimentary control
over who can request tests, what kinds of tests they can seaurel how much network
resources they can consume. Tools like TCP wrappers andifissvan also be used to
restrict access to the perfSONAR services.

7 Conclusion

We described a measurement framework for characterizmfpéavior and usage of
the network. Our approach for the implementation of theesysis a scalable, dis-



tributed, service-oriented architecture. The framewankbines information from dif-
ferent kinds of measurement tools that currently exist aratble to easily accommodate
new ones. Full scale deployment of these services is clyrentierway, and early re-
sults show promise. Clearly we have barely begun to scratetsarface on the types
of analysis that is enabled by wide deploymenpeffSONAR services. We hope the
network research community will take advantage of this teaf publicly available
information and develop additional interesting analysisis and techniques that use
the perfSONAR services.
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