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Abstract. In this paper, a three-level BDDC algorithm is developed forthe solutions of large sparse algebraic

linear systems arising from the mortar discretization of elliptic boundary value problems. The mortar discretization

is considered on geometrically non-conforming subdomain partitions. In two-level BDDC algorithms, the coarse

problem needs to be solved exactly. However, its size will increase with the increase of the number of the subdo-

mains. To overcome this limitation, the three-level algorithm solves the coarse problem inexactly while a good rate

of convergence is maintained. This is an extension of previous work, the three-level BDDC algorithms for standard

finite element discretization. Estimates of the condition numbers are provided for the three-level BDDC method and

numerical experiments are also discussed.
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1. Introduction. Mortar methods were introduced by Bernardi, Maday, and Patera [3]

to couple different approximations in different subdomains so as to obtain a good global

approximate solution. They are useful for modeling multi-physics, adaptivity, problems with

joints, and mesh generation for three dimensional complex structures. The coupling between

different subdomains in mortar methods is done by enforcingcertain constraints on solutions

across the subdomain interface using Lagrange multipliers. We call these constraints the

mortar matching conditions.

BDDC (Balancing Domain Decomposition by Constraints) methods were introduced and

analyzed in [9, 22, 23] for elliptic problems with standard finite element discretizations. These

iterative methods are new versions of the balancing Neumann-Neumann algorithms with a

coarse problem given in terms of a set of primal constraints.Two-level BDDC methods

have been extended to saddle point problems in [21, 10, 28, 30], indefinite problems in [18],

nonsymmetric problems in [33], and the problems with mortarfinite element discretization

in [14, 13]. The complicated geometrically non-conformingsubdomain partition leads to a

much larger coarse problem than that of the standard discretization. In the two-level BDDC
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algorithms, the coarse problems are generated and factoredby direct solvers at the beginning

of the computation. The coarse components can be a bottleneck of the algorithms if the

number of the subdomains is large.

Recently, there are several papers about inexact solvers for BDDC algorithms with stan-

dard finite element discretization. In [32, 31], two three-level BDDC algorithms are intro-

duced which solve the coarse problems inexactly by introducing an additional level. Inexact

local solvers based on multigrid methods were introduced in[20]. In [11], several inexact

solvers for both the coarse and local components are considered. An inexact FETI-DP algo-

rithm is also introduced in [15]. Connection between FETI-DP and BDDC algorithms has

been discussed in [24, 19, 6, 5].

In this paper, we extend the algorithms in [32] to mortar finite element discretization

with quite general subdomain partitions. We solve the coarse problem approximately, by

introducing an additional level and using the BDDC algorithm recursively. We decompose

the whole domain into subdomains and then group several subdomains to subregions to obtain

a subregion partition. The subdomain partition can be geometrically nonconforming (it does

not need form a triangulation of the original domain), and the subregions usually will be

irregular (they may not have uniformly Lipschitz continuous boundaries). We assume that our

subregions are uniform domains and apply the results developed for such irregular domains in

[16] to our analysis. See [16] and the references therein forthe definition of uniform domains.

We provide estimates of the condition number bounds of the system with the new precon-

ditioners and show that a good rate of convergence still be maintained. We note that we have

to choose the edge average primal constraints in the mortar discretization due to the mortar

matching conditions. The resulting coarse problems are different from the ones in [32], where

the vertex primal constraints are used. This difference andthe geometrically non-conforming

subdomain partition need a more complicated analysis for the condition number bound. We

also note that this analysis can be used for the three-level BDDC algorithms for standard finite

element discretization with edge primal constraints chosen for two dimensions.

The rest of the paper is organized as follows. We first review atwo-level BDDC method

for mortar discretization briefly in Section 2. A three-level BDDC method and the corre-

sponding preconditioner̃M−1 are introduced in Section 3. We give some auxiliary results in

Section 4. In Section 5, we provide an estimate of the condition number bound for the sys-

tem with the preconditioner̃M−1 which is of the formC(1 + log(Ĥ/H))2(1 + log(H/h))2,

whereĤ, H , andh are typical diameters of the subregions, subdomains, and elements, re-

spectively; see Section 3 for the definitions of subregions and subdomains. Finally, some

numerical experiments are discussed in Section 6.

Throughout the paper,C denotes a generic positive constant that does not depend on any

mesh parameters and the problem coefficients.
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2. A two-level BDDC algorithm for mortar discretizations.

2.1. A model problem and the mortar discretizations. We will consider a second

order scalar elliptic problem in a two dimensional regionΩ: find u ∈ H1
0 (Ω), such that

(2.1)
∫

Ω

ρ∇u · ∇v dx =

∫

Ω

fv dx ∀v ∈ H1
0 (Ω),

whereρ(x) > 0 for all x ∈ Ω andf ∈ L2(Ω).

We decomposeΩ into N nonoverlapping subdomainsΩi with diametersHi and set

H = maxiHi. We make the following assumption for our subdomain partition.

ASSUMPTION2.1. Subdomains are polygons and each subdomain has comparable di-

ameter to its neighbors.

The partition can be geometrically non-conforming, where apair of subdomains can

intersect only a part of a subdomain edge. In other words, thepartition does not need form

a triangulation ofΩ. In the following, we will regard the edges as the interface between

subdomains. We then define the interface of the subdomain partition by

Γ =
⋃

ij

F ij \ ∂Ω,

where

Fij = ∂Ωi

⋂
∂Ωj.

A quasi–uniform triangulation is given for each subdomain.We introduceW(i), the

standard finite element space of continuous, piecewise linear functions associated with the

given triangulation inΩi. In addition, the functions inW(i) vanish on∂Ω. We define the

product space of subdomain finite element spaces by

W =
∏

i

W(i).

Functions inW can be discontinuous across the subdomain interfaceΓ.

The mortar methods are nonconforming finite element methods. To find a good approxi-

mate solution, the mortar matching condition is enforced onfunctions in the spaceW across

the subdomain interface by using suitable Lagrange multipliers. Optimal order of approxima-

tion has been proved for the elliptic problems in both two andthree dimensions; see [3, 2, 1].

In [3], the error estimate for the mortar approximation was first proved for both geometrically

conforming and non-conforming partitions.

To introduce Lagrange multiplier spaces, we first select nonmortar and mortar parts of

the interface. Among the subdomain edges, we can select edges Fl that provide a disjoint

covering of the interfaceΓ, see [26, Section 4.1],

⋃

l

F l = Γ, Fl ∩ Fk = ∅, l 6= k.
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EachFl is a full edge of a subdomain. We call these edges the nonmortar edges. Since the

subdomain partition can be geometrically non-conforming,a single nonmortar edgeFl ⊂

∂Ωi may intersect several subdomain boundaries. This providesFl with a partition

F l =
⋃

j

F ij , Fij = ∂Ωi ∩ ∂Ωj .

We call theseFij , the mortar edges, which are opposite toFl and can be only a part of a

subdomain edge.

A dual or a standard Lagrange multiplier spaceM(Fl) is given for each nonmortar edge

Fl ⊂ ∂Ωi. We define a space,

◦
W(Fl) := W(i)|Fl

∩H1
0 (Fl),

that is the restriction of the finite element functions to thenonmortar edges and vanish on

the boundary of these edges. We require that the spaceM(Fl) has the same dimension as

the space
◦

W(Fl) and that it contains the constant functions. Constructionsof such Lagrange

multiplier spaces were first given in [2, 3] for standard Lagrange multiplier spaces and in

[34, 35] for dual Lagrange multiplier spaces; see also [12].We note that the basis functions

{ψk}k of the Lagrange multiplier spaceM(Fl) satisfy

(2.2)
∑

k

ψk = 1.

For (w1, · · · , wN ) ∈ W, we defineφ ∈ L2(Fl) by φ = wj onFij ⊂ Fl. The mortar

matching condition in the geometrically non-conforming partition is then given by

(2.3)
∫

Fl

(wi − φ)λds = 0, ∀λ ∈ M(Fl), ∀Fl.

We further define the following two product spaces of theM(Fl) and
◦

W(Fl), respectively,

(2.4) M =
∏

l

M(Fl) and Wn =
∏

l

◦
W(Fl).

The mortar discretization for problem (2.1) is to approximate the solution by Galerkin’s

method in the mortar finite element space,

Ŵ := {w ∈ W : w satisfies the mortar matching condition (2.3)} .

2.2. A two–level BDDC algorithm. In this subsection, we construct a two–level BDDC

algorithm for the mortar discretization, as in [14]. We firstderive the primal form of the

mortar discretization and then introduce a BDDC preconditioner for the primal form.

We divide unknowns in the subdomain finite element spaceW(i) into subdomain interior

and interface parts. We then select primal unknowns among the interface unknowns and

further decompose the interface unknowns into the primal and the rest, called dual unknowns,

(2.5) W(i) = W
(i)
I × W

(i)
Γ and W

(i)
Γ = W

(i)
Π × W

(i)
∆ ,
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whereI, Γ, Π, and∆ denote the interior, interface, primal, and dual unknowns,respectively.

The primal unknowns are related to certain primal constraints selected from the mortar

matching condition (2.3) and they result in a coarse component of the BDDC preconditioner.

A proper selection of such constraints is important to obtain a scalable BDDC algorithm. We

consider{ψij,k}k, the basis functions inM(Fl) that are supported inF ij , and introduce

(2.6) ψij =
∑

k

ψij,k.

ASSUMPTION 2.2. There is at least one basis functionψij,k whose support belongs to

F ij .

We introduce the trace space ofW on the subdomain boundaries,

WΓ =

N∏

i=1

W
(i)
Γ .

We select the primal constraints for(w1, · · · , wN ) ∈ WΓ over each interfaceFij to satisfy

(2.7)
∫

Fij

(wi − wj)ψij ds = 0.

In more detail, the primal unknowns associated to these constraints will be defined by

uπ =

∫
Fij

wiψij ds∫
Fij

ψij ds
=

∫
Fij

wjψij ds∫
Fij

ψij ds
.

In the case of a geometrically conforming partition, i.e., whenFij is a full edge of two

subdomains, the above constraints are the regular edge average matching condition because

ψij = 1, the sum of all Lagrange multiplier basis functions{ψij,k}k provided forFij , see

(2.6) and (2.2).

We make the primal constraints explicit by a change of variables, see [17, Sec 6.2], [19,

Sec 2.3], and [14, Sec. 2.2]. We then separate the unknowns inthe spaceW(i) as described

in (2.5). We will also assume that all the matrices and vectors are written in terms of the new

unknowns.

Throughout this paper, we use the notationV for the product space of local finite ele-

ment spacesV(i). In addition, we use the notation̂V for a subspace ofV satisfying mortar

matching condition (or point-wise continuity condition) across the subdomain interface and

the notationṼ for a subspace ofV satisfying only the primal constraints. For example, we

can represent the space

(2.8) W̃Γ = {w ∈ WΓ : w satisfies the primal constraints (2.7)} ,

in the following way,

W̃Γ = W∆ × ŴΠ.
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We further decompose the dual unknowns into the unknowns in the nonmortar part and the

rest,

W∆ = W∆,n × W∆,m,

wheren andm denote unknowns at each parts, respectively.

The matrix representation of the mortar matching condition(2.3) on functions in the

spacẽWΓ can be written as

(2.9) Bnwn +Bmwm +BΠwΠ = 0.

Here we enforced the mortar matching condition using a reduced Lagrange multiplier space,

since the functions in the spacẽWΓ satisfy the primal constraints selected from the mortar

matching condition (2.3). The reduced Lagrange multiplierspace is obtained after eliminating

one basis function among{ψij,k}k for eachFij ⊂ Fl so that the matrixBn in (2.9) is

invertible. The unknownswn are then determined by the other unknowns(wm, wΠ), which

are called the genuine unknowns. We define the space of genuine unknowns by

WG = W∆,m × ŴΠ

and define the mortar map,

(2.10) R̃Γ =




−B−1
n Bm −B−1

n BΠ

I 0

0 I


 ,

that maps the genuine unknowns inWG into the unknowns iñWΓ which satisfy the mortar

matching condition (2.9). In the following, we will regardWG as the spacêWΓ and regard

R̃Γ as an extension from̂WΓ to the spacẽWΓ to be consistent with notations of the three-

level algorithm.

To derive the linear system of the mortar discretization, weintroduce several matrices.

The matrixS(i)
Γ is the local Schur complement matrix obtained by eliminating the subdomain

interior unknowns,

S
(i)
Γ = K

(i)
ΓΓ −K

(i)
ΓI (K

(i)
II )−1(K

(i)
ΓI )T ,

whereK(i) is the local stiffness matrix ordered as follows:

K(i) =

(
K

(i)
II K

(i)
IΓ

K
(i)
ΓI K

(i)
ΓΓ

)
=




K
(i)
II K

(i)
I∆ K

(i)
IΠ

K
(i)
∆I K

(i)
∆∆ K

(i)
∆Π

K
(i)
ΠI K

(i)
Π∆ K

(i)
ΠΠ


 .

We define extensions̃RΓ andRΓ by

ŴΓ
R̃Γ−→W̃Γ

RΓ−→WΓ,
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whereR̃Γ is the mortar map in (2.10) andRΓ is the product of restriction maps,

R
(i)
Γ : W̃Γ → W

(i)
Γ .

We next introduce the matricesSΓ andS̃Γ, the block diagonal matrix and the partially assem-

bled matrix at the primal unknowns, respectively, as

SΓ = diagi(S
(i)
Γ ) and S̃Γ = RT

ΓSΓRΓ.

The linear system of the mortar discretization is then written as: finduG ∈ ŴΓ such

that

(2.11) R̃T
Γ S̃ΓR̃ΓuG = R̃T

ΓgG,

wheregG ∈ ŴΓ is the part of genuine unknowns ofgΓ ∈ WΓ andgΓ is given by

gΓ|∂Ωi = g
(i)
Γ = f

(i)
Γ −K

(i)
ΓI (K

(i)
II )−1f

(i)
I ,

wheref (i) =

(
f
(i)
I

f
(i)
Γ

)
, the local load vector.

In the two–level BDDC algorithm in [14], we solve (2.11) using a preconditionerM−1

of the form,

(2.12) M−1 = R̃T
D,ΓS̃

−1
Γ R̃D,Γ,

where the weighted extension operatorR̃D,Γ is given by

(2.13) R̃D,Γ = DR̃Γ =




Dn 0 0

0 Dm 0

0 0 DΠ


 R̃Γ, Dn = 0, Dm = I, DΠ = I.

We callM−1 the Neumann-Dirichlet preconditioner. The weight factorD is determined to

be zero at the nonmortar interfaces and to be one otherwise. This type of weight was shown

to be the most efficient for the elliptic problems with jump coefficientsρi when the part with

smallerρi is selected to be the nonmortar part, see [7].

ASSUMPTION 2.3. We select the nonmortar and mortar parts of the interfaceFij (=

∂Ωi

⋂
∂Ωj) to satisfy

ρi ≤ ρj ,

whereΩi is the nonmortar part andΩj is the mortar part.

Using a block Cholesky factorization, we obtain

(2.14) S̃−1
Γ = RT

Γ∆




N∑

i=1

(
0 R

(i)T

∆

)( K
(i)
II K

(i)
I∆

K
(i)
∆I K

(i)
∆∆

)−1(
0

R
(i)
∆

)
RΓ∆ +ΦS−1

Π ΦT ,
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where the restrictionsRΓ∆ andR(i)
∆ are defined by

RΓ∆ : W̃Γ → W∆ and R(i)
∆ : W∆ → W

(i)
∆ .

HereΦ is the matrix whose columns are the coarse basis functions with minimal energy,

Φ = RT
ΓΠ −RT

Γ∆

N∑

i=1

(
0 R

(i)T

∆

)( K
(i)
II K

(i)
I∆

K
(i)
∆I K

(i)
∆∆

)−1(
K

(i)T

ΠI

K
(i)T

Π∆

)
R

(i)
Π ,

whereRΓΠ andR(i)
Π are the restrictions,

RΓΠ : W̃Γ → ŴΠ and R(i)
Π : ŴΠ → W

(i)
Π .

The coarse level problem matrixSΠ is determined by

(2.15)

SΠ =
∑N

i=1R
(i)T

Π



K

(i)
ΠΠ −

(
K

(i)
ΠI K

(i)
Π∆

)( K
(i)
II K

(i)
I∆

K
(i)
∆I K

(i)
∆∆

)−1(
K

(i)T

ΠI

K
(i)T

Π∆

)
R

(i)
Π ,

which is obtained by assembling subdomain matrices; for additional details, see [9, 19, 22].

Therefore, the preconditionerM−1 contains local components and a coarse component that

involve solving the Neumann problems in each subdomain and solving the coarse problem

with the matrixSΠ, respectively.

From [14, Theorem 4.7], we know that for anyuΓ ∈ ŴΓ,

(2.16) uT
ΓMuΓ ≤ uT

Γ R̃
T
Γ S̃ΓR̃ΓuΓ ≤ C (1 + log(H/h))

2
uT

ΓMuΓ.

3. A three-level BDDC method. In the three-level algorithms, as in [32, 31], we will

not factor the coarse problem matrixSΠ defined in (2.15) by a direct solver. Instead, we will

introduce another level and solve the coarse problem approximately on this level by using

ideas similar to those for the two-level preconditioners.

Let subregionΩj be a union ofNj subdomainsΩj
i with diametersH(j)

i and then we

obtain a subregion partition{Ωj}Nc

j=1. We make the following assumption on our subregions,

see [16] and the references therein for the definition of uniform domains:

ASSUMPTION3.1. The subregions are uniform domains.

We denote byĤ(j) the diameter of the subregionΩj . Let Ĥ = maxj Ĥ
(j) andH =

maxi,j H
(j)
i . ThenN , the total number of subdomains, can be written asN = N1 +

· · · + NNc . An example of a subregion partition, that is obtained from ageometrically

non-conforming subdomain partition, is shown in Figure 1. In the following, we will use

a superscript for the subregion index and a subscript for thesubdomain index, for example,

Ωj andΩi for subregions and subdomains, respectively. For subdomains in the subregionΩj ,

we use the notationΩj
i .

In the subregion partition, we define edges as the intersection of two subregions and

vertices as the intersection of more than two subregions; similar to [27, Definition 4.1]. In
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FIG. 1. A subregion partition (left) and unknowns at a subregion (right) whenĤ/H = 4 ; small rectangles

are subdomains, the white nodes designate primal unknowns at the interior of the subregion, and the black nodes

designate primal unknowns on the subregion boundary.

addition, the finite element spaces for the subregions are given by the primal unknowns of

the two–level algorithm so that the subregion partition is equipped with a conforming finite

element space, for which the unknowns match across the subregion interface. On this new

level, the mortar discretization is no longer relevant. We can then develop the theory and

algorithm for the subregion partition as in the standard BDDC algorithm for conforming finite

element discretizations. However, we need to construct appropriate finite element spaces for

the subregions equipped with the primal unknowns to providethe condition number bound.

We obtain the subregion matrixS(j)
Π by assembling the coarse problem matrices of the

subdomainsΩj
i ⊂ Ωj ,

S
(j)
Π =

Nj∑

i=1

R
(i)T

Π



K

(i)
ΠΠ −

(
K

(i)
ΠI K

(i)
Π∆

)( K
(i)
II K

(i)
I∆

K
(i)
∆I K

(i)
∆∆

)−1(
K

(i)T

ΠI

K
(i)T

Π∆

)
R

(i)
Π ,

whereR(i)
Π : ŴΠ|Ωj → Ŵ

(i)
Π is the restriction of primal unknowns in the subregionΩj to the

subdomainΩj
i . We note that the global coarse problem matrixSΠ can be assembled from the

S
(j)
Π of each subregions.

We will build a BDDC preconditioner for the problemSΠ following the same construc-

tion as in the two–level algorithm for standard conforming finite element discretizations. In

the following, we introduce the same finite element spaces asin the previous section except

that they are based on the subregion partition and the subregion unknowns. We will use the

subscriptc to denote those unknowns, function spaces, and matrices related to the subregion

level. For example,W(j)
c denotes the discrete space for the subregionΩj . It consists of the

primal unknowns of the two–level algorithm contained in thesubregionΩj .

Let Γc be the interface between the subregions andΓc ⊂ Γ. We then decompose the

subregion unknowns into subregion interior and interface unknowns, and further decompose
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the interface unknowns into primal and dual unknowns,

W(j)
c = W

(j)
Ic

× W
(j)
Γc

and W
(j)
Γc

= W
(j)
Πc

× W
(j)
∆c
.

Here, the average constraints on subregion edges have been selected as the primal constraints

and we have changed the variables to make the primal constraints explicit. Similarly, we

define the product spaceWΓc , its subspaceŝWΓc andW̃Γc , and the extensions,

(3.1) ŴΓc

R̃Γc−→W̃Γc

RΓc−→WΓc .

We note thatŴΓc is the space of vectors of unknowns that have the same values across

the subregion interface, and̃WΓc is the space of vectors of unknowns that have the same

values at the subregional primal unknowns and can have different values at the other interface

unknowns.

We define our three-level preconditioner̃M−1 by

(3.2)

R̃T
D,Γ



R

T
Γ∆




N∑

i=1

(
0 R

(i)T

∆

)( K
(i)
II K

(i)
I∆

K
(i)
∆I K

(i)
∆∆

)−1(
0

R
(i)
∆

)
RΓ∆ + ΦM−1

Π ΦT



 R̃D,Γ,

whereM−1
Π is an approximation ofS−1

Π ; see (2.14). In other words, for a givenΨ ∈ Ŵc,

we computez = M−1
Π Ψ instead ofy = S−1

Π Ψ.

We now introduce the approximationM−1
Π in detail. We first order the unknownsy ∈

Ŵc into subregion interior and interface unknowns,

y =
(
y

(1)
Ic
, · · · ,y

(Nc)
Ic

,yΓc

)T

.

We then write the problemSΠy = Ψ as

(3.3)


S
(1)
ΠIcIc

0 0 S
(1)T

ΠΓcIc
R

(1)
Γc

0
. . . 0

...

0 0 S
(Nc)
ΠIcIc

S
(Nc)

T

ΠΓcIc
R

(Nc)
Γc

R
(1)T

Γc
S

(1)
ΠΓcIc

· · · R
(Nc)

T

Γc
S

(Nc)
ΠΓcIc

SΠΓcΓc







y
(1)
Ic

...

y
(Nc)
Ic

yΓc




=




Ψ
(1)
Ic

...

Ψ
(Nc)
Ic

ΨΓc



,

whereR(j)
Γc

is the restriction andSΠΓcΓc
is the fully assembled matrix at the subregion inter-

face,

R
(j)
Γc

: ŴΓc → W
(j)
Γc

and SΠΓcΓc
=

Nc∑

j=1

R
(j)T

Γc
S

(j)
ΠΓcΓc

R
(j)
Γc
.

Here we solve fory(j)
Ic

(3.4) y
(j)
Ic

= S
(j)−1

ΠIcIc

(
Ψ

(j)
Ic

− S
(j)T

ΠΓcIc
R

(j)
Γc

yΓc

)
,
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and obtain the interface problem,

(3.5)




Nc∑

j=1

R
(j)T

Γc
(S

(j)
ΠΓcΓc

− S
(j)
ΠΓcIc

S
(j)−1

ΠIcIc
S

(j)T

ΠΓcIc
)R

(j)
Γc


yΓc = hΓc ,

where

(3.6) hΓc = ΨΓc −
Nc∑

j=1

R
(j)T

Γc
S

(j)
ΠΓcIc

S
(j)−1

ΠIcIc
Ψ

(j)
Ic
.

We denote byT (j) the Schur complement ofS(j)
Π ,

T (j) = S
(j)
ΠΓcΓc

− S
(j)
ΠΓcIc

(S
(j)
ΠIcIc

)−1(S
(j)
ΠΓcIc

)T ,

and define the block diagonal matrix,

T = diagj(T
(j)).

We then introduce the partially assembled matrix and the fully assembled matrix,

(3.7) T̃ = RT
Γc
TRΓc and T̂ = R̃T

Γc
T̃ R̃Γc ,

using the extensionsRΓc andR̃Γc defined in (3.1). The reduced subregional interface prob-

lem (3.5) is then written as: findyΓc ∈ ŴΓc such that

(3.8) R̃T
Γc
T̃ R̃ΓcyΓc = hΓc .

When using the three-level preconditioner̃M−1, we do not solve (3.8) exactly. Instead,

we replaceyΓc by zΓc , where

(3.9) zΓc = R̃T
D,Γc

T̃−1R̃D,ΓchΓc .

HereR̃D,Γc is the scaled extension such thatR̃D,Γc = DR̃Γc . The three-level coarse problem

appearing in the computation of̃T−1 is solved quite cheaply compared to that of the two-

level algorithm, since its size is much smaller than that of the two-level algorithm. The

weight factorD has the value 1 as its diagonal components corresponding to the global primal

unknowns inŴΠc and the following values for the other diagonal components:

(3.10) δ†c,j(x) =
ρj

γ(x)∑
i∈Nx

ρi
γ(x)

, x ∈ n(W
(j)
∆c

),

whereγ ∈ [1/2,∞) andn(W
(j)
∆c

) denotes the set of nodes in the finite element spaceW
(j)
∆c

.

In addition,Nx is the set of the subregion indicesi such thatx ∈ n(W
(i)
∆c

) andρi(x) is the

coefficient of (2.1) atx in the subregionΩi. In our theory,ρi(x) is a positive constant in the

subregionΩi.
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ASSUMPTION3.2. ρi(x) is a positive constant in each subregionΩi.

We then computez(j)
Ic

from zΓc as in (3.4),

(3.11) z
(j)
Ic

= S
(j)−1

ΠIcIc

(
Ψ

(j)
Ic

− S
(j)
ΠIcΓc

R
(j)
Γc

zΓc

)
.

As a result, we obtainz = M−1
Π Ψ, the solution of the inexact coarse problem for a givenΨ.

Let 〈u, v〉 denote thel2-inner product for vectorsu andv. We summarize our three-level

algorithm equipped with the preconditioner̃M−1 in (3.2) as follows:

LetA = R̃T
Γ S̃ΓR̃Γ, b = R̃T

ΓgG, andTOL be given.

Step 1. Start with initialx0, compute residualr0 = b−Ax0, and setk = 0.

Step 2. while(‖rk‖/‖r0‖ > TOL)

Step 2.1zk = M̃−1rk

Step 2.2k = k + 1

Step 2.3 if (k ≥ 2)

βk = 〈zk−1, rk−1〉/〈zk−2, rk−2〉

dk = zk−1 + βkdk−1

else

β1 = 0, d1 = z0

end if

Step 2.4αk = 〈zk−1, rk−1〉/〈Adk, dk〉

Step 2.5 Computexk = xk−1 + αkdk

Step 2.6 Computerk = b−Axk

end while

Step 3.x = xk is the required solution.

In the two-level algorithm,̃M−1 in Step 2.1 is replaced by the two level preconditioner

M−1, see (2.12). From (2.12) and (2.14), we know that we need to solve subdomain local

problems and one coarse problem exactly when we applyM−1 to a vector in Step 2.1. When

we use our three-level preconditioner̃M−1 in Step 2.1, we solve the subdomain local prob-

lems exactly as in the two-level algorithm, see (3.2). We do not solve the coarse problem

exactly. Instead, we apply the standard two-level BDDC preconditioner to solve the coarse

problem. In other words, we use (3.9) and (3.11), which will need to solve a subregion coarse

problem and subregion local problems exactly. We note that the size of the subregion coarse

problem is much smaller than that of the two-level coarse problem.

4. Some auxiliary results. In this section, we will collect a number of results which are

needed in our theory.

In the following, the notationf = O(g) means that there exist positive constantsc and

C, independent ofH andh, such that

cg ≤ f ≤ Cg.
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LetE be an edge of a subdomainΩi. We introduce a Sobolev spaceH1/2
00 (E) as

H
1/2
00 (E) =

{
v ∈ L2(E) : ṽ ∈ H1/2(∂Ωi)

}
.

Hereṽ is the zero extension ofv to the subdomain boundary. The norm is given by

‖v‖2

H
1/2
00 (E)

= |v|2H1/2(E) +

∫

E

v(x)2

dist(x, ∂E)
ds(x),

where

|v|2H1/2(E) =

∫

E

∫

E

|v(x) − v(y)|2

|x− y|2
ds(x) ds(y).

LEMMA 4.1. Given a functiong(x) = x(H − x) defined on[0, H ], we consider a nodal

interpolantgh(x) = Ih(x(H−x)) to the finite element space equipped with a quasi–uniform

triangulation given on[0, H ]. Then we have

1

H

∫ H

0

gh(x) dx = O(H2), ‖gh(x)‖
H

1/2
00 ([0,H])

= O(H2),

for sufficiently smallh.

Proof: We can obtain these results by a direct calculation forg,

1

H

∫ H

0

g(x) dx = O(H2), ‖g(x)‖
H

1/2
00 ([0,H])

= O(H2)

and interpolation results forgh.

2

In the BDDC algorithm, we use the Lagrange multiplier functionψij across the subdo-

main interfaceFij = ∂Ωi∩∂Ωj to enforce the primal constraint, see (2.7). We note thatψij is

the sum of Lagrange multiplier basis functions supported inF ij . We introduce a subinterval

E
(i)
ij of Fij such that

(4.1) E
(i)
ij =

⋃

l

{
supp(φ(i)

l ) : supp(φ(i)
l ) ⊂ supp(ψij)

}
,

whereφ(i)
l are the nodal basis functions in the finite element spaceW

(i)
Γ . Similarly we

introduceE(j)
ij using the nodal basis functions inW(j)

Γ .

We select such intervals on the boundary ofΩi and denote them by{Ek}k and call them

reduced edges ofΩi. We define our edge average as

vEk
=

∫
Fij

v ψij ds∫
Fij

ψij ds
,

whereFij is the interface containingEk andψij is the Lagrange multiplier function used for

the primal constraint onFij . We use the notationvEk
for the average value rather thanvFij

for a simple presentation of the proof in Lemma 4.2.
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Ωi

Ωj

Fij

1 ψ
ij

FIG. 2. An example of the functionψij with the standard Lagrange multiplier basis in a geometrically non-

conforming partition:Ωi is the nonmortar part ofFij , the big white nodes designate the dofs of Lagrange multiplier

basis{ψij,k}k supported inF ij , andψij =
∑

k ψij,k .

For a reduced edgeEk = E
(i)
ij ⊂ Fij ⊂ ∂Ωi, defined in (4.1), we may considerEk as a

straight line with its lengthHk(≤ Hi). Using Lemma 4.1, we construct such a functiongh in

the interval[0, Hk] and obtain a functiongk(s) defined onEk using an appropriate translation

and rotation. We extendgk(s) by zero toFij . For the functiongk, we can prove

(4.2) gkEk
=

∫
Fij

gk ψij ds∫
Fij

ψij ds
= O(H2

k ), ‖gk‖H
1/2
00 (Ek)

= O(H2
k ),

see Lemma 4.1. HereHk is the length ofEk. In the geometrically non-conforming partition,

whenFij is a part of the subdomain edge,ψij may not be the constant function with the value

one onFij , see Fig 2. However we can see thatgkEk
with suchψij is similar to the regular

average ofgk, that is used in the conforming finite element case,

gk =

∫
Fij

gk ds∫
Fij

1 ds
.

We note that (4.2) also holds for the case when the length ofHk is comparable to the mesh

sizehi. This can be shown by a direct calculation.

LEMMA 4.2. Let {Ωi
j}j be the subdomains in a subregionΩi and let{Ek}k be the

reduced edges ofΩi
j. For given values{mk}k, let u be the minimal energy extension to the

subdomain finite element spaceV h
i,j with its average valuesuEk

= mk on eachEk. We then

have

C1|u|
2
H1(Ωi

j)
≤
∑

k,l

|uEk
− uEl

|2 ≤ C2|u|
2
H1(Ωi

j)
.

Proof. We consider a functionv in V h
i,j defined as

v(x) =
∑

k

1

gkEk

(uEk
− uE1)φk(x) + uE1 ,
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whereφk is the discrete harmonic extension ofgk to V h
i,j . Heregk(x) is the function which

satisfies (4.2) onEk and is zero on∂Ωi
j \ Ek. We can see easily that

vEk
= uEk

.

Sinceu is the minimal energy extension with the average valuesuEk
= mk, we have

|u|2H1(Ωi
j) ≤ |v|2H1(Ωi

j)
.

We consider

|u|2H1(Ωi
j)

≤ |v|2H1(Ωi
j)

=

∣∣∣∣∣
∑

k

1

gkEk

(uEk
− uE1)φk(x) + uE1

∣∣∣∣∣

2

H1(Ωi
j)

=

∣∣∣∣∣
∑

k

1

gkEk

(uEk
− uE1)φk(x)

∣∣∣∣∣

2

H1(Ωi
j)

≤ C
∑

k

1

gk
2
Ek

(uEk
− uE1)

2|φk|
2
H1(Ωi

j)

≤ C
∑

k

1

gk
2
Ek

(uEk
− uE1)

2‖gk‖
2

H
1/2
00 (Ek)

,

where we use [27, Lemma 4.10] or [29, Lemma 2.4] for the last inequality. Applying (4.2) to

the above equation, we obtain

(4.3) |u|2H1(Ωi
j)

≤ C
∑

k

(uEk
− uE1)

2.

We now prove the other bound as follows:
∑

k

(uEk
− uE1)

2 =
∑

k

((u − uE1)Ek
)2(4.4)

≤ C
∑

Fij⊃Ek, k

1

(
∫

Fij
ψij)2

‖u− uE1‖
2
L2(Fij)

‖ψij‖
2
L2(Fij)

≤ C|u|2H1(Ωi
j)
.

Here we have used the facts that

‖ψij‖L2(Fij) ≤ CH1/2,

∫

Fij

ψij = O(H),

the Poincaré inequality

1

H
‖u− uE1‖

2
L2(Fij)

≤ C|u|2H1/2(Fij)
,

and the trace inequality for the discrete harmonic functionu

|u|2H1/2(Fij)
≤ C|u|2H1(Ωi

j)
.

HereH stands for the diameter ofFij .
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FIG. 3. Left: subregionΩi(=
⋃

16

j=1
Ωi

j) with irregular boundary;v are subregion vertices and the nodes

at black dots are unknowns at the subregion boundary. Right:a triangulation for the subregionΩi; pk are primal

nodes,c is the center of the primal nodes,{pk}
6

k=1
, vk are the subregion vertices, and the nodes at white circles

are the subdomain vertices.

2

Since each subregion is a union of subdomains, we might have asubregions with ir-

regular boundaries as in Figure 3. We introduce a new mesh on each subregionΩi. The

purpose of introducing this new mesh is to relate the quadratic form in Lemma 4.2 to one for

a conventional finite element space. Here, we follow [8, 25].

We construct a triangulation ofΩi with its node set containing the primal nodes and the

subdomain vertices. The vertices of the subdomainΩi
j are the end points ofFjk = (Ωi

j∩Ωi
k),

whereΩi
k are neighbors ofΩi

j . We note that we have one primal unknown for each interface

Fjk. We locate the node corresponding to the primal unknown at the midpoint of the two end

points ofFjk. We call these nodes primal nodes. After introducing the primal nodes in the

subdomainΩi
j , we consider the center point of all these primal nodes, i.e., each component of

the center points is the average of each component of the primal nodes. We then connect all

primal nodes and vertices to the center point and obtain a triangulation ofΩi
j as in Figure 3.

Finally the union of such triangulations ofΩi
j gives a triangulation of the subregionΩi. The

corresponding finite element space is denoted byUH(Ωi).

We note that the subregionΩi is equipped with the triangulation whose nodes consist

of the primal nodes, vertices, and the center points of its subdomainsΩi
j , see Figure 3. We

call the nodes other than the primal nodes the secondary nodes. Among the secondary nodes,

we call those at the interior of the subregionΩi the interior secondary nodes and those at the

boundary of the subregionΩi the boundary secondary nodes. In addition, we call two nodes

in a triangulation adjacent if they are connected through anedge of the triangulation.
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For a functionφI(x) ∈ UH(Ωi), we define an interpolantIΩi

H φI(x) toUH(Ωi) by

IΩi

H φI(x) =





φI(x), if x is a primal node,IΩi

H φI(pk) = φI(pk),

the average of the values at all adjacent primal nodes on edges ofΩi,

if x is a boundary secondary node,IΩi

H φI(v1) = 1
2 (φI(p7) + φI(p8)),

the average of the values at all adjacent primal nodes

if x is an interior secondary node,IΩi

H φI(c) = 1
6

∑6
k=1 φ

I(pk).

Here we presented the specific values ofIΩi

H φI(x) for the case in Fig 3.

We recall thatW(i)
c is the discrete space of values at the primal nodes in the subregion

Ωi andW
(i)
Γc

is its trace space on the subregion boundary. All these nodescorrespond to the

primal unknowns of the subdomain partition. Given anyφ ∈ W
(i)
c , we can find a function

φI ∈ UH(Ωi) with the values at the primal nodes equaling to the components of φ that

correspond to the primal unknowns associated with those nodes. For suchφ ∈ W
(i)
c , we

define a similar interpolant toUH(Ωi) by

IΩi

H φ := IΩi

H φI(x).

We note that the functionφI is not unique butIΩi

H φ(x) will be determined uniquely since the

interpolationIΩi

H depends only on the values at the primal nodes.

We now define a mappingI∂Ωi

H φ from W
(i)
Γc

to the spaceUH(∂Ωi), the trace space of

UH(Ωi), by

I∂Ωi

H φ = (IΩi

H φe)|∂Ωi .

Hereφe is any function inW(i)
c such thatφe|∂Ωi = φ. The map is well defined, since the

values ofIΩi

H φe on the subregion boundary only depend on the values ofφe at the primal

nodes on the subregion boundary.

We introduce the range spacesIΩi

H (W
(i)
c ) andI∂Ωi

H (W
(i)
Γc

), and denote them by

SH(Ωi) := IΩi

H (W(i)
c ) and SH(∂Ωi) := I∂Ωi

H (W
(i)
Γc

).

We note thatSH(Ωi) andSH(∂Ωi) are the subspaces ofUH(Ωi) andUH(∂Ωi), respectively.

In order to prove Lemma 4.5, which plays an important role in our condition number

estimate, we need to establish the equivalence between theH1-norm of the discrete harmonic

extensions in the spacesSH(Ωi) andUH(Ωi) for anyφ ∈ SH(∂Ωi).

LEMMA 4.3. There exists a constantC > 0, independent ofH and |Ωi|, the volume of

Ωi, but dependent on the shape regularity of the triangulationof Ωi, such that

|IΩi

H φ|H1(Ωi) ≤ C|φ|H1(Ωi) and ‖IΩi

H φ‖L2(Ωi) ≤ C‖φ‖L2(Ωi), ∀φ ∈ UH(Ωi).

Proof: See [8, Lemma 6.1].
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2

LEMMA 4.4. For φ ∈ SH(∂Ωi),

inf
v∈SH(Ωi),v|∂Ωi=φ

‖v‖H1(Ωi) ≈ inf
v∈UH (Ωi),v|∂Ωi=φ

‖v‖H1(Ωi),

and

inf
v∈SH(Ωi),v|∂Ωi=φ

|v|H1(Ωi) ≈ inf
v∈UH (Ωi),v|∂Ωi=φ

|v|H1(Ωi).

HereSH(Ωi) is a subspace ofUH(Ωi).

Proof: For the first equivalence, sinceSH(Ωi) is a subspace ofUH(Ωi), we only need to

prove that

inf
v∈SH(Ωi),v|∂Ωi=φ

‖v‖H1(Ωi) ≤ C inf
v∈UH(Ωi),v|∂Ωi=φ

‖v‖H1(Ωi).

Given any functionv ∈ UH(Ωi) with v = φ on ∂Ωi, let w = IΩi

H v ∈ SH(Ωi). Since

φ ∈ SH(∂Ωi) and by the definitions ofIΩi

H andI∂Ωi

H , we havew = φ on∂Ωi. Moreover, by

Lemma 4.3, we have‖w‖H1(Ωi) = ‖IΩi

H v‖H1(Ωi) ≤ C‖v‖H1(Ωi) for anyv ∈ UH(Ωi) with

v = φ on∂Ωi and we proved the first equivalence. The second equivalence can be obtained

similarly.

2

We note that the hidden constants in the equivalences in Lemma 4.4 depend on the shape

regularity of the partition of the subregionΩi by the subdomainsΩi
j . The constants in the

following Lemmas 4.5, 4.7, 4.8, and 5.1 and Theorem 5.2 will have the same dependence.

For a discussion of the shape regularity of a partition, see [4].

LEMMA 4.5. There exist constantsC1 andC2 > 0, independent of̂H,H , h, andρi such

that for allwi ∈ W
(i)
Γc

,

C1ρi inf
v∈UH (Ωi),v|∂Ωi=I∂Ωi

H wi

|v|2H1(Ωi) ≤ 〈T (i)wi, wi〉 ≤ C2ρi inf
v∈UH (Ωi),v|∂Ωi=I∂Ωi

H wi

|v|2H1(Ωi),

where〈T (i)wi, wi〉 = wT
i T

(i)wi = |wi|2T (i) andT (i) = S
(i)
ΠΓcΓc

−S
(i)
ΠΓcIc

(S
(i)
ΠIcIc

)−1(S
(i)
ΠΓcIc

)T .

Proof: By the definition ofT (i), we have

〈T (i)wi, wi〉 = inf
v∈W

(i)
c ,v|∂Ωi=wi

|v|2
S

(i)
Π

= inf
v∈W

(i)
c ,v|∂Ωi=wi

ρi

Ni∑

j=1

(
inf

u∈V h
i,j ,ūEl

=vl,El⊂∂Ωi
j

|u|2H1(Ωi
j)

)

≈ inf
v∈W

(i)
c ,v|∂Ωi=wi

ρi

Ni∑

j=1

∑

k1,k2

|vk1 − vk2 |
2

≈ inf
v∈W

(i)
c ,v|∂Ωi=wi

ρi|I
Ωi

H v|2H1(Ωi) = inf
v∈SH(Ωi),v|∂Ωi=I∂Ωi

H wi

ρi|v|
2
H1(Ωi)

≈ inf
v∈UH(Ωi),v|∂Ωi=I∂Ωi

H wi

ρi|v|
2
H1(Ωi).
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We use Lemma 4.2 for the third bound, the definitions ofIΩi

H andI∂Ωi

H for the fourth and fifth

bounds, and Lemma 4.4 for the final one. Here,vl stands for the value ofv ∈ W
(i)
c at the

primal node corresponding to the reduced edgeEl of the subdomainΩi
j .

2

Next we refer to Lemma 4.2 in [16] for subdomains with irregular boundary. We rewrite

this lemma for our subregions with irregular boundary.

LEMMA 4.6. Let F ij be an edge common to the boundaries ofΩi and Ωj . For all

wi ∈ UH(Ωi) andwj ∈ UH(Ωj), which have the same edge average over the common edge

F ij , we have

|Hi(ϑF ij (wi − wj))|
2
H1(Ωi) ≤ C(1 + log(Ĥi/Hi))

2|wi|
2
H1(Ωi)

+C(1 + log(Ĥj/Hj))
2|wj |

2
H1(Ωj),

whereϑF ij is the discrete harmonic extension ofI∂Ωi

H (ζF ij ) to UH(Ωi) and ζF ij has its

value one at the nodes inF ij and zero at the other part. HerêHi and Ĥj are subregion

diameters, andHi andHj are the element size of finite element spacesUH(Ωi) andUH(Ωj),

respectively. In addition,Hi(v) denotes the discrete harmonic extension ofv restricted on

the boundary ofΩi toUH(Ωi).

We define the interface average operatorEDc on W̃Γc asEDc = R̃ΓcR̃
T
Dc,Γc

,which

computes the averages across the subregion interfaceΓc and then distributes the averages

to the unknowns at the subregion boundaries. The interface average operatorEDc has the

following property:

LEMMA 4.7.

|EDcwΓc |
2
T̃
≤ C

(
1 + log

Ĥ

H

)2

|wΓc |
2
T̃
,

for any wΓc ∈ W̃Γc , whereC is a positive constant independent ofĤ , H , h, and the

coefficients of (2.1), and̃T is defined in (3.7).

Proof: We can follow the proof of [30, Lemma 5]. Given anywΓc ∈ W̃Γc , we have

|EDcwΓc |
2
T̃

≤ 2
(
|wΓc |

2
T̃

+ |wΓc − EDcwΓc |
2
T̃

)

≤ 2
(
|wΓc |

2
T̃

+ |RΓc (wΓc − EDcwΓc) |
2
T

)

= 2

(
|wΓc |

2
T̃

+

Nc∑

i=1

| (wΓc − EDcwΓc)i |
2
T (i)

)
,(4.5)

where(wΓc − EDcwΓc)i is the restriction ofwΓc − EDcwΓc to the subregionΩi. Also let

wi be the restriction ofwΓc to the subregionΩi and set

(4.6) vi(x) := (wΓc − EDcwΓc)i(x) =
∑

j∈Nx

δ†c,j(wi(x) − wj(x)), x ∈ ∂Ωi ∩ Γc.
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HereNx is the set of indices of the subregions that havex on their boundaries. We recall the

definition forδ†c,j in (3.10). It satisfies

(4.7) ρi(δ
†
c,j)

2 ≤ min(ρi, ρj).

Let ζF be unknowns inW(i)
Γc

with its values 1 at the nodes inF and zero at the other

nodes. We also need a function in the spaceUH(Ωi), denoted byϑF , which is the discrete

harmonic extension ofI∂Ωi

H (ζF ) toUH(Ωi). We note thatx in (4.6) are from the subdomain

primal unknowns; they belong to exactly two subregions as inFig 3. So that we have

(4.8) |vi|
2
T (i) ≤ C

∑

F ij⊂∂Ωi

|ζF ijvi|
2
T (i) ,

whereF ij is the common interface of the subregionsΩi andΩj .

We then obtain

|ζF ijvi|
2
T (i)

≤ Cρi inf
v∈UH(Ωi),v|∂Ωi=I∂Ωi

H (ζF ij vi)

|v|2H1(Ωi)

= Cρiδ
†2

c,j|H
i
(
I∂Ωi

H

(
ζFij (wi − wj)

))
|2H1(Ωi)

= Cρiδ
†2

c,j|H
i
(
I∂Ωi

H

(
ζFij

(
I∂Ωi

H (wi) − I∂Ωj

H (wj)
)))

|2H1(Ωi)

≤ Cρiδ
†2

c,j|I
Ωi

H

(
Hi
(
ϑFij

(
Hi
(
I∂Ωi

H (wi)
)
−Hj

(
I∂Ωj

H (wj)
))))

|2H1(Ωi)

≤ Cρiδ
†2

c,j|H
i
(
ϑFij

(
Hi
(
I∂Ωi

H (wi)
)
−Hj

(
I∂Ωj

H (wj)
)))

|2H1(Ωi).(4.9)

HereHi(v) is the discrete harmonic extension ofv restricted on the boundary ofΩi to

UH(Ωi), and Lemma 4.5 and Lemma 4.3 are used for the first and last inequalities, respec-

tively.

We can estimate the term in (4.9) by Lemma 4.6 to obtain

|ζF ijvi|
2
T (i) ≤ Cρiδ

+
c,j

2

(
1 + log

Ĥ

H

)2 ∑

k=i,j

|Hk
(
I∂Ωk

H (wk)
)
|2H1(Ωk),

wherewi andwj have the same edge average onF ij .

Combing the above inequality with (4.7) and Lemma 4.5, we obtain

|ζF ijvi|
2
T (i) ≤ C

(
1 + log

Ĥ

H

)2 (
|wi|

2
T (i) + |wj |

2
T (j)

)
.

From (4.5), (4.6), (4.8), and the above inequality, the desired bound then follows,

|EDcwΓc |
2
T̃
≤ C

(
1 + log

Ĥ

H

)2

|wΓc |
2
T̃
.
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2

Using Lemma 4.7, we can prove the following result, see [32, Lemma 4.6] or [31, Lemma

4.7]:

LEMMA 4.8. Given anyuΓ ∈ ŴΓ, let Ψ = ΦT R̃D,ΓuΓ. We have,

ΨTS−1
Π Ψ ≤ ΨTM−1

Π Ψ ≤ C

(
1 + log

Ĥ

H

)2

ΨTS−1
Π Ψ.

5. Condition number estimate for the new preconditioner. In order to estimate the

condition number for the system with the new preconditionerM̃−1, we compare it to the

system with the preconditionerM−1 by using Lemma 4.8.

LEMMA 5.1. Given anyuΓ ∈ ŴΓ,

(5.1) uT
ΓM

−1uΓ ≤ uT
ΓM̃

−1uΓ ≤ C

(
1 + log

Ĥ

H

)2

uT
ΓM

−1uΓ.

Proof: See [32, Lemma 5.1] or [31, Lemma 5.1].

2

THEOREM 5.2. The condition number for the system with the three-level preconditioner

M̃−1 is bounded byC(1 + log(Ĥ/H))2(1 + log(H/h))2.

Proof: Combining the condition number bound in (2.16) for the two-level BDDC method

and Lemma 5.1, we find that the condition number for the three-level method is bounded by

C(1 + log(Ĥ/H))2(1 + log(H/h))2.

2

6. Numerical experiments. In this section, we present numerical results for the sug-

gested algorithm. We consider the elliptic problem in the unit rectangular domainΩ = [0, 1]2,

−∇ · (ρ(x, y)∇u(x, y)) = f(x, y), (x, y) ∈ Ω,

u(x, y) = 0, (x, y) ∈ ∂Ω,

wheref(x, y) is given inL2(Ω). In our experiments, we performed the CG (Conjugate

Gradient) iterations up to the relative residual norm reduced by a factor of106.

We test our algorithm by two sets of the numerical experiments. In the first set of the

experiments, we takeρ(x, y) = 1 everywhere in the domain. While in the second set of the

experiments, we takeρ(x, y) to be constants in each subregion but to have large jumps across

the subregion boundaries. In each experiment set, we performed the computations for both

geometrically conforming and non-conforming subdomain partitions, and used the Lagrange

multiplier space with dual basis. All these numerical results are consistent with our theory.

The geometrically conforming partitions are obtained fromthe uniform rectangles of

length1/N , whereN denotes the number of subdomains in eachx andy-directional edges
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of Ω. For a givenN , we obtainN2 uniform rectangular subdomains. Each subdomain is

equipped with finite elements, that can be non-matching across the subdomain interface. In

the three-level algorithm, we group subdomains to obtain a uniform rectangular subregion

partition. Each subregion haŝN subdomains in itsx andy-directional edges.

To obtain a geometrically non-conforming subdomain partition, we first partitionΩ into

N uniformly vertical strips in thex-direction and then divide each strip intoN orN +1 rect-

angles successively. We group subdomains to obtain a subregion partition withN̂ = Ĥ/H ,

the number of subdomains across an edge of a subregion. Figure 4 shows a geometrically

conforming subdomain partition, a geometrically non-conforming subdomain partition, and

their subregion partitions whenN = 16 andN̂ = 4.

FIG. 4. Examples of subdomain and subregion partitions: smaller rectangles are subdomains and each sub-

region (with thick boundary) is a group of subdomains. Left:a geometrically conforming subdomain partition of

162 subdomains(N = 16) and its subregion partition with 4 subdomains (N̂ = 4) across each subregion (the

number of subregions are42). Right: a geometrically non-conforming subdomain partition of162 + 8 subdomains

(N = 16) and its subregion partition with 4 subdomains (N̂ = 4) across each subregion (the number of subregions

are42 + 2).

In the first set of the experiments, we setρ(x, y) = 1. We perform the exact two-level

BDDC algorithm and the inexact three-level BDDC algorithm to see the scalability in terms

of the number of subdomains and the number of subregions, respectively. Tables 1 and 2

show the condition numbers and the number of iterations in geometrically conforming and

non-conforming partitions, respectively. HereNd andNc denote the number of subdomains

and the number of subregions, respectively. In the inexact case, the subdomain problem size

and the subregion problem size are fixed and in the exact case the subdomain problem size

is fixed. Both cases show a good scalability. In Tables 1 and 2,each row corresponds to

the same subdomain partition, i.e., the same coarse problemSΠ in (2.15). The inexact case

solves the coarse problem approximately by applying a BDDC preconditioner to solve the

coarse problemSΠ. We can observe that when using the inexact coarse problem, there are

only slight increases in the condition numbers and the number of iterations compared to the
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Exact Inexact

Nd Cond Iter Nc Cond Iter

162 9.18 18 42 9.67 19

322 9.26 17 82 10.11 21

642 9.28 17 162 10.13 20

802 9.29 17 202 10.13 20
TABLE 1

Geometrically conforming subdomain partitions (Left three columns : scalability as the increase of the number

of subdomains,Nd, for the BDDC algorithm with the exact coarse problem when the subdomain problem sizes are

fixed with(H/h) = 5 or 4, Right three columns : scalability as the increase of the number of subregions,Nc, for

the BDDC algorithm with an inexact coarse problem when the subregion problem sizes,̂N = (Ĥ/H) = 4, and the

subdomain problem sizes,(H/h) =5 or 4, are fixed.)

Exact Inexact

Nd Cond Iter Nc Cond Iter

162 + 8 12.36 23 42 + 2 12.70 26

322 + 16 12.37 24 82 + 4 12.79 27

642 + 32 12.40 24 162 + 8 12.81 29

802 + 40 12.41 25 202 + 10 12.82 29
TABLE 2

Geometrically non-conforming partitions (Left three columns : scalability as the increase of the number of

subdomains,Nd, for the BDDC algorithm with the exact coarse problem when the subdomain problem sizes are

fixed with(H/h) =6,8, or 10, Right three columns : scalability as the increaseof the number of subregions,Nc,

for the BDDC algorithm with an inexact coarse problem when the subregion problem sizes,̂N = (Ĥ/H) = 4, and

the subdomain problem sizes,(H/h) =6,8, or 10, are fixed.)

exact coarse problem. However, the coarse problem is solvedquite cheaply in the inexact

case.

Tables 3 and 4 present the results of the three level algorithm by changing the subregion

problem size and the subdomain problem size. Table 3 and Table 4 are for geometrically con-

forming and non-conforming subdomain partitions, respectively. Both results are consistent

with our theory.

In our second set of the numerical experiments, we test our algorithm with discontinuous

coefficientsρ(x, y). The valuesρ(x, y) are selected among 1, 10, 100, and 1000. They are

constants in each subregion but they can have jump across subregion boundaries.

As before, we compare the two-level and the three-level algorithms with the same coarse

problem size on the geometrically conforming and non-conforming subdomain partitions.

The results are reported in Tables 5 and 6. The three-level algorithm gives slightly more

iterations due to solving the coarse problem inexactly. However, the computation cost is

reduced for each iteration resulting faster computing timethan the two-level algorithm.
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4 × 4 subregions,n fixed 4 × 4 subregions,̂N fixed

N̂ = Ĥ
H Cond Iter n = H

h Cond Iter

4 9.67 19 (5,4) 9.67 19

8 10.57 20 (10,8) 13.23 23

16 11.73 24 (20,16) 17.20 26

20 12.16 25 (25,20) 18.56 26
TABLE 3

Geometrically conforming subdomain partitions with4× 4 subregions (Left three columns : scalability as the

increase of the subregion problem size,N̂ , when the subdomain problem sizes are fixed withn = (H/h) = 5 or

6, Right three columns : scalability as the increase of the subdomain problem size,n, when the subregion problem

sizes are fixed witĥN = (Ĥ/H) = 4.)

42 + 2 subregions,n fixed 42 + 2 subregions,̂N fixed

N̂ = Ĥ
H Cond Iter n = H

h Cond Iter

4 12.70 26 (6,8,10) 12.70 26

8 13.11 28 (8,10,12) 14.12 27

16 13.77 29 (18,20,22) 18.39 30

20 14.01 30 (24,26,28) 20.05 30
TABLE 4

Geometrically non-conforming subdomain partitions with42 + 2 subregions (Left three columns : scalability

as the increase of the subregion problem size,N̂ , when the subdomain problem sizes are fixed withn = (H/h) =

6,8, or 10, Right three columns : scalability as the increaseof the subdomain problem size,n, when the subregion

problem sizes are fixed witĥN = (Ĥ/H) = 4.)

Tables 7 and 8 show the number of iterations and condition numbers of the three-level

algorithm regarding to the subregion problem size and the subdomain problem size with the

other mesh parameters fixed. We observe the theoretical bound is still valid for the discon-

tinuous coefficients in both the geometrically conforming and non-conforming subdomain

partitions.
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