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Abstract

The mission of the Fusion Simulation Project is to develop a
predictive capability for the integrated modeling of magnetically
confined plasmas. This FSP report adds to the previous activi-
ties that defined an approach to integrated modeling in magnetic
fusion. These previous activities included a Fusion Energy Sci-
ences Advisory Committee panel that was charged to study in-
tegrated simulation in 2002. The report of that panel [Journal of
Fusion Energy 20, 135 (2001)] recommended the prompt initia-
tion of a Fusion Simulation Project. In 2003, the Office of Fusion
Energy Sciences formed a steering committee that developed a
project vision, roadmap, and governance concepts [Journal of
Fusion Energy 23, 1 (2004)]. The current FSP planning effort
involved forty-six physicists, applied mathematicians and com-
puter scientists, from twenty-one institutions, formed into four
panels and a coordinating committee. These panels were con-
stituted to consider: Status of Physics Components, Required
Computational and Applied Mathematics Tools, Integration and
Management of Code Components, and Project Structure and
Management. The ideas, reported here, are the products of these
panels, working together over several months and culminating
in a three-day workshop in May 2007.
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Executive Summary

The mission of the Fusion Simulation Project (FSP) is to develop a predictive capability for
integrated modeling of magnetically confined burning plasmas. The FSP provides an opportunity
for the United States to leverage its investment in ITER and to further the U.S. national interests
in the development of fusion as a secure and environmentally attractive source of energy. The
predictive simulation capability provided by the FSP will enhance the credibility of proposed
U.S. experimental campaigns. In addition, FSP will enhance the understanding of data from
burning plasma discharges and provide an opportunity for scientific discovery. The knowledge
thus gained will be beneficial during ITER operation as well as in the design, development and
operation of future demonstration fusion power plants.

The integrated modeling capability developed through the FSP will be an embodiment of
the theoretical and experimental understanding of confined thermonuclear plasmas. The ul-
timate goal is to develop the ability to predict reliably the behavior of plasma discharges in
toroidal magnetic fusion devices on all relevant time and space scales. In addition to developing
a sophisticated computational software suite for integrated modeling, the FSP will carry out
directed research in physics, computer science, and applied mathematics in order to achieve its
goals. FSP will involve collaboration between software developers and researchers funded by
OFES and OASCR and will also forge strong connections with experimental programs in order
to validate the models. The complexity of the most advanced multiphysics nonlinear simulation
models will require access to petascale-class, and ultimately exascale-class, computer facilities in
order to span the relevant time and space scales. The FSP will capitalize on and illustrate the
benefits of the DOE investments in high-performance computing, which provide the platforms
for the demanding calculations entailed by the project.

The Fusion Simulation Project is driven by scientific questions, programmatic needs and
technological opportunities. Five critical scientific issues are identified as “targets” for the
project. These critical issues are: 1) Disruption effects, including avoidance and mitigation;
2) Pedestal formation and transient divertor heat loads; 3) Tritium migration and impurity
transport; 4) Performance optimization and scenario modeling; and 5) Plasma feedback control.
These issues are particularly urgent for the burning plasma physics program and for successful
operation of the ITER experiment. The FSP will allow researchers to carry out the ITER ex-
perimental program more efficiently in order to make optimum use of the finite number of ITER
pulses. In addition, the FSP could enable new modes of operation, with possible extensions of
performance and improvements to the fusion reactor concept. FSP will increase the scientific re-
turn on the U.S. investment in ITER through improvements in data analysis and interpretation.
FSP builds on a strong base of scientific accomplishments in plasma physics, computer science,
and applied mathematics and will rely on the opportunities afforded by ongoing research in each
of these areas.

This FSP report adds to the previous activities that defined an approach to integrated
modeling in magnetic fusion. These previous activities included a FESAC panel that was charged
to study integrated simulation in 2002. Its report adopted by the full FESAC in December of that
year [http://www.isofs.info/FSP_Final_Report.pdf], recommended the prompt initiation



of a Fusion Simulation Project. In 2003, OFES formed a steering committee that developed
a project vision, roadmap, and governance concepts [Journal of Fusion Energy 23, 1 (2004)].
The current FSP planning effort involved over 40 scientists, formed into four panels and a
coordinating committee. The ideas, reported here, are the products of these groups, working
together over several months and culminating in a three-day workshop.

As envisioned by workshop participants, the FSP will encompass a research component and
a production component, the latter with a large user base of individuals who are not necessarily
code developers. The physics covered by FSP will include turbulence and transport, macroscopic
equilibrium and stability, heating and current drive, energetic particles, plasma-wall interactions,
atomic physics and radiation transport. Plasma control, including coils and current carrying
structures and all other external actuators and sensors, will also be modeled. While most tech-
nology issues, such as those associated with structural materials, neutron damage or tritium
breeding, are currently considered outside the scope of FSP, a parallel effort in those areas
should be considered. The research component of FSP will focus on coupling and integration
issues, associated with multiscale and multiphysics models, with the necessary computer science
and applied mathematics tools required for coupling and integration. The production compo-
nent will provide stable versions of the codes and infrastructure, which will be widely deployed
and utilized in ongoing scientific research. Modern software engineering techniques will be par-
ticularly important in establishing a stable production capability. It is crucial to note that the
currently available physics models, though highly developed, are still far from complete. There
is a consensus that the physics models are sufficiently developed and tested to begin serious
efforts toward integration, but it is quite clear that the FSP cannot achieve its goals without
continuing advances in the underlying theoretical, experimental and computational physics.

The physics governing magnetic fusion plasmas involves an enormous range of temporal and
spatial scales and, as a result, simulations are not tractable by brute force. One approach to the
problem is based on scale separation, which allows solutions to well defined subsets of the overall
physical system. However, there are many critical science issues for which strong interactions
between these subsets cannot be ignored, even approximately. For example, five critical issues
have been identified, which can be addressed with a reasonable extrapolation beyond the present
capabilities in the time period of the project with the new resources requested. For each of
these critical issues, the essential problem is that strongly coupled, multiscale and multiphysics
integration must be addressed.

Issues in computer science and applied mathematics, which must be addressed to enable the
required modeling, have been identified. The major computer science issues include development
of a software component architecture that allows large-scale integration of high-performance sim-
ulation codes and efficient exploitation of high-performance computing hardware. The current
state-of-the-art tools in data management and analysis can benefit FSP in the early years; how-
ever, further advances are necessary to make these tools suitable for the size and characteristics
of data from both simulations and experiments. In applied mathematics, improved equation
solvers, scalable to very large problems must be further developed, including advanced adaptive
mesh and pseudo-spectral methods. There will be a need for new or updated algorithms to
provide consistent, converged, accurate solution of coupled multiphysics problems.
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If the codes produced by the FSP are to be useful, their development must be accompanied
by a substantial effort to ensure that they are correct. This process is usually called verification
and validation. Verification assesses the degree to which a code correctly implements the chosen
physical model, which is essentially a mathematical problem. Validation assesses the degree to
which a code describes the real world. Validation is a physical problem that can be addressed
only by comparison with experiments. Both of these elements are essentially confidence-building
exercises that are required if the predictions of the code are to be trusted. Verification and
validation will be a strong element of the FSP and will require close connections with the
theoretical and experimental communities

The FSP will be, by a very large margin, the largest computational collaboration ever at-
tempted in the magnetic fusion program. Its unprecedented scope and focus will require strong,
mission oriented management. By drawing on experiences from other large computational
projects, such as the Advanced Strategic Computing (ASC) program of the NNSA and the Com-
munity Climate System Model (CCSM) led by NCAR, as well as the large fusion experimental
programs, management principles are defined. These principles will result in establishing lines
of responsibility and resource management, mechanisms for coordination and decision making,
and structures for external input and oversight. An example of a possible management structure
is described.

Deliverables for the FSP are defined for intervals of 5, 10 and 15 years from the start of
the project. The basic deliverable after 5 years will be a powerful, integrated whole-device
modeling framework that uses high-performance computing resources to include the most up-
to-date physics components. This deliverable will be accompanied by stringent verification
methods and validation capabilities, synthetic diagnostics, experimental data reconstruction to
facilitate comparison with experiment, as well as state-of-the-art data archiving and data mining
capabilities.

At the end of 10 years, new capabilities will be added in order to develop an advanced and
thoroughly tested simulation facility for the initial years of ITER operation. The new capa-
bilities will include the use of high-performance computations to couple turbulence, transport,
large-scale instabilities, radio frequency, and energetic particles for core, edge and wall domains
across different time and spatial scales. Pair-wise coupling will evolve to comprehensive inte-
grated modeling. The facility will include the ability to simulate active control of fusion heated
discharges. At the end of 15 years, the Fusion Simulation Project will have developed a unique
world-class simulation capability that bridges the gap between first-principles computations on
microsecond timescales and whole-device modeling on the timescales of hundreds of seconds.
This capability will yield integrated high fidelity physics simulations of burning plasma devices
that include interactions of all the physical processes.

It is concluded, after considering the needs of the fusion program and the emerging op-
portunities, that now is the appropriate time for aggressively advancing the Fusion Simulation
Project. Key scientific issues are identified. These issues will be addressed by integrated model-
ing that incorporates advances in plasma physics, computer science, applied mathematics, and
high-performance petascale computing. It is recognized that verification and validation are es-
sential. The report outlines technical challenges and a plan for approaching the project including
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the project structure and management. The importance of building on healthy base programs
in OFES and OASCR is recognized, as well as the requirement to coordinate with the ITER
organization and the U.S. Burning Plasma Organization (BPO).

The Fusion Simulation Project agenda for applied mathematics and computer science lies
squarely on top of the ten-year vision statement “Simulation and Modeling at the Exascale for
Energy, Ecological Sustainability and Global Security” prepared in 2007 by the DOE’s Office of
Advanced Scientific Computing Research, whose participation will be crucial to the success of
the FSP. This statement articulates three characteristics of opportunities for exascale simu-
lation: (1) System-scale simulations integrating a suite of processes focusing on understanding
whole-system behavior, going beyond traditional reductionism focused on detailed understand-
ing of components; (2) interdisciplinary simulations incorporating expertise from all relevant
quarters and observational data; and (3) validated simulations capitalizing on the ability to
manage, visualize, and analyze ultra-large datasets. Supporting these opportunities are four
programmatic themes including: (1) Engagement of top scientists and engineers to develop the
science of complex systems and drive computer architectures and algorithms; (2) investment
in pioneering science to contribute to advancing energy, ecology, and global security; (3) de-
velopment of scalable algorithms, visualization, and analysis systems to integrate ultra-scale
data with ultra-scale simulation; and (4) build-out of the required computing facilities and an
integrated network computing environment.

The Fusion Simulation Project outlined in this report is an ideal vehicle for collaboration
between the OFES and OASCR because it embodies the ten-year plans of both organizations,
and magnetically confined fusion energy is as close as any application to OASCR’s objectives.
Furthermore, the SciDAC program has already created several energetic and communicating
interdisciplinary research groups that combine OFES and OASCR researchers. Jointly supported
simulation teams have already scaled nearly to the end of available computing environments,
are assessing lessons learned, and are poised to take the next steps.
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Chapter 1

Introduction and Motivation

The world fusion program has entered a new era with the construction of ITER, which will be the
first magnetic fusion experiment dominated by the self-heating of fusion reactions. Because of
the need to operate burning plasma experiments such as ITER near disruptive limits to achieve
the scientific and engineering goals, there will be stringent requirements on discharge design
and simulation. The control and optimization of burning plasmas and future prototype fusion
reactors will therefore require a comprehensive integrated simulation capability that is fully
verified and validated against available experimental data. Simulations, using this capability,
will also provide an opportunity for scientific discovery through advanced computing.

It will be essential to use comprehensive whole-device computer simulations to plan and
optimize discharge scenarios since each ITER discharge will cost approximately one million
dollars. Stringent requirements result in the need for accurate predictions: In particular, for the
edge transport barrier that enhances core plasma confinement; for edge instabilities that cause
transient heat loads on the divertor; and for turbulence that leads to the transport of energy,
momentum and particles from the core and edge regions of the tokamak. As a consequence, the
ITER experimental program has recognized the need for a comprehensive simulation code as an
essential part of the scenario planning process ITER COP report N 94 PL 4 (01-6-15) R1.0,
page 26]:

Very careful planning is essential for ITER operation. The permissible param-
eters and conditions will have to be authorized in advance and the operation
must be within the envelope of the approved conditions. In order to assess the
planned operation, a comprehensive simulation code, including both engineering
and physics, is essential. It will have to be developed during the construction
phase, tested during the commissioning phase and improved during operation.
This code will be essential also during operation for real-time or almost real-
time analyses and display to understand plasma and machine behavior and to
optimize operation conditions.
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The need for a comprehensive set of predictive models, validated with data from existing
experiments and I'TER, has long been recognized in the U.S. fusion program. In 2002, the Inte-
grated Simulation of Fusion Systems (ISOFS) committee formulated a plan for the development
of such a capability, termed the Fusion Simulation Project (FSP). The overarching goal of FSP
was well expressed in the committee report [http://www.isofs.info/FSP_Final_ Report.pdf]:

The ultimate goals of the Fusion Simulation Project are to predict reliably the
behavior of plasma discharges in a toroidal magnetic fusion device on all relevant
time and space scales. The FSP must bring together into one framework a large
number of codes and models that presently constitute separate disciplines within
plasma science ...

The FSP provides an opportunity for the United States to leverage its investment in ITER
and to further the national interest in the eventual development of domestic sources of energy.
Access by each international partner for experimental campaigns on ITER will involve a highly
competitive scientific review process. The predictive simulation capability provided by the FSP
will enhance the credibility of proposed U.S. experimental campaigns. In addition, the FSP will
enhance the scientific understanding of data from ITER discharges. The knowledge thus gained
will be beneficial during ITER operation as well as in the design, development and operation of
any future DEMO-class device.

During the last five years, the concept of the Fusion Simulation Project has matured through
the deliberations of three committees comprised of physicists, mathematicians, and computer
scientists. During this time the FSP vision has been refined through experience and increasing
capability. In particular, there have been extraordinary advances in computer hardware, software
engineering, and the ability to simulate tokamak plasmas. High-performance computers now al-
low massively parallel computations on tens of thousands of processors with distributed memory.
Improved computational techniques have increased the speed of high-end scientific simulations
by five orders of magnitude over the 19-year history of the Gordon Bell Prize. State-of-the-art
computer simulations based on first principles are now used to study turbulence, radio frequency
heating and large-scale instabilities in tokamak plasmas. The Fusion Simulation Project will use
high-performance computers for accurate and reliable comprehensive simulations of magnetically
confined plasmas.

Well defined, realizable goals have been identified that are keyed to the needs of ITER and
commercially viable demonstration (DEMO) projects. The vision for the first 5 years after the
initial FSP design phase, which is in time to prepare for ITER first operation, is:

To assemble a new powerful integrated whole-device modeling framework that uses
high-performance computing resources for the simulation of tokamak plasmas.

This simulation framework will allow interoperability of state-of-the-art physics components
running on the most powerful available computers, together with the flexibility to incorporate less
demanding models so that the computational scale can be tailored appropriately to the particular
study. The fidelity of the models will be verified using first-principles simulations on leadership-



CHAPTER 1. INTRODUCTION AND MOTIVATION

class computers. The project will develop an infrastructure for user interface, visualization,
synthetic diagnostics, data access, data storage, data mining, and validation capabilities that will
allow FSP resources to be configured to perform all of the required fusion simulation tasks: time-
slice analysis, interpretive experimental analysis, predictive plasma modeling, advancement of
fundamental theoretical understanding, and operational control. During the first 5 years, there
will be focus on a limited number of problems for which advanced simulation capability can
provide exciting scientific deliverables that substantially impact realistic predictive capabilities.

At the end of this 5-year period, basic capabilities will be in place to perform the calculations
needed to support ITER diagnostics, plasma control and auxiliary systems design, and review
decisions. The integrated plasma simulator at this stage will be capable of performing entire-
discharge modeling including required coil currents and voltages. Modular plug-in units to the
simulator will describe, using reduced-order (as opposed to first-principles) models, all classical
and anomalous transport coefficients, all heating, particle, current drive, and momentum sources,
as well as large-scale instability events such as sawtooth oscillations, magnetic island growth,
and edge localized modes. In addition to the whole-device simulator, there will be a number of
state-of-the-art codes, designed to solve more first-principles equations, that will be used for time-
slice analysis. These fundamental codes will be employed to better understand the underlying
physical processes and, in doing so, to refine the modules in the simulator. They will also be used
for such ITER-directed tasks as developing mitigation methods for edge localized modes and
disruptions, and for predicting the effects of energetic particle modes. At this stage, the simulator
will be capable of basic control system modeling involving coil currents, density control, and
burn control. In addition, computational synthetic diagnostics will allow the simulation codes
to be used for diagnostic development.

In parallel with the development of simulation capabilities, the FSP will foster the devel-
opment of leading-edge scientific data management, data mining, and data visualization capa-
bilities. Such capabilities are currently integral to the Scientific Discovery through Advanced
Computing (SciDAC) program and to the FSP prototype centers. The significance of these capa-
bilities extends beyond the ability to manipulate the results of simulation data at the petascale.
ITER experimental data sets will also approach scales that defy contemporary tools for archiv-
ing and understanding. Automated data mining tools to detect the onset of instabilities in
their incipient stages in order to apply mitigation strategies will complement simulation-based
control strategies. Advanced software tools for understanding and managing large experimental
datasets are integral to the validation goals of the FSP, and they open the door to data assim-
ilation — the prospect of reducing uncertainty in simulations by penalizing the departure of
functionals of the simulation from experimental observables. High-end scientific computational
facilities provide an environment to host experimental data and to facilitate the interaction of
the modeler and experimenter by enabling comparisons of the respective data products.

The 10-year vision, in time to prepare for deuterium-tritium operations with I'TER, is:

To develop a simulation facility that is required to meet the scientific and engineer-
ing objectives for ITER throughout the remainder of its operational lifetime.
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The system will allow for self-consistent complex interactions that involve coupling of physical
processes on multiple temporal and spatial scales using high-performance software on leadership-
class computers. The experience gained from FSP pilot projects and advances in the FSP re-
search component and the OFES and OASCR base programs will result in a comprehensive sim-
ulation framework. The framework will include coupling of extended magnetohydrodynamics,
core and edge turbulence, long-timescale transport evolution, source models, energetic particles
and coupling of core and edge physics at the state-of-the-art level. Advanced component mod-
els will reflect advances in theory and algorithms, as well as verification and validation using
comparisons with existing experiments and the early phase of operation on ITER. Validated
simulations will cover all the critical phenomena for tokamak operation, disruptions, energetic
particle stability and confinement, turbulent transport, and macro stability. The system will
be optimized for the most powerful computer platforms using the most efficient computational
frameworks to accommodate the increased demands of multiscale, multiphysics coupling, new
computer architectures, and experience gained with user needs.

FSP codes will be capable of comprehensive integrated time-slice analysis and will be used
to develop sophisticated control systems that are actuated by heating, fueling, and current drive
systems as well as external 3D magnetic coils. Examples of control systems include the use
of radio frequency current drive to control monster sawteeth and to prevent magnetic island
growth, as well as the use of external 3D magnetic fields or rapid pellet injection to control
edge localized modes. It is expected that FSP simulation codes will lead to significant increases
in the understanding of many complex processes, including the formation of the edge pedestal
and the mechanisms that lead to plasma disruptions. These developments will lead to improved
simulation modules and to more realistic prediction of plasma scenarios. During this time period,
the validation effort will switch from primarily pre-ITER experiments to ITER itself.

The 15-year vision, using the experience gained after approximately 5 years of operation
with deuterium and tritium in ITER, is:

To develop a simulation facility that will be sufficiently well validated to extrapolate
with confidence to a DEMO reactor based on the tokamak concept or other more
advanced magnetic confinement concepts.

By the end of 15 years, FSP will have developed a world-class simulation capability that
will be used in many ways to get the maximum benefit from I'TER. The simulation capability
will be used to identify optimal operation modes for burning plasma experiments that combine
good confinement, high fusion gain, and freedom from disruptions. This capability will be used
extensively in the experimental discharge design for ITER as well as analyzing experimental
data and comparing it with predicted simulation data. The capability will also be used to
tune further the many control systems in ITER. It is expected that the sophisticated and well
validated simulation tool that is developed by this project will play an indispensable role in the
design of next-generation fusion devices such as DEMO and beyond.
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As an ITER partner, the U.S. should be capable of matching its investment in the ITER
experiment with the benefits of high-end computational platforms. The key advantage that the
U.S. will derive from FSP is the software that is capable of exploiting high-performance computer
hardware and the experience base of the modeling community resulting from comprehensive
computer simulations.

The Fusion Simulation Project requires well supported theory and experimental fusion pro-
grams. The OFES and OASCR base programs, in particular, are needed to provide improve-
ments to the physics models, the algorithms and the computer science that are at the foundation
of FSP components. Improved models are essential for physics fidelity of FSP simulations. Im-
proved diagnostics in the experimental program are needed to provide accurate experimental
data for the validation of FSP simulation results. It is anticipated that FSP personnel will work
closely with plasma physics theoreticians and experimentalists at each stage in the development
of the project. New contributions and scientific discovery can result from significant advances in
physics models, algorithms, software and computer hardware. A substantial increase in funding
is required for FSP to reach its goals while maintaining a strong base research program.

1.1 Motivation

The driving force for the Fusion Simulation Project is the urgent need for a burning plasma
simulation capability that will be addressed with emerging petascale computer capability and
the assembled knowledge base of DOE OFES and OASCR programs (Figure 1.1).

With respect to ITER, the highest level FSP goal is to contribute to making ITER a suc-
cessful project. Simulations must support both operational and scientific requirements in order
to exploit the largest and most expensive scientific instrument ever built for fusion plasma re-
search. In the long run, operational needs can only be answered through improved scientific
understanding. Specifically, simulations would:

Allow researchers to carry out the experimental program more efficiently, to make the best use
of the finite number of ITER pulses.

The ITER specification is for 30,000 pulses over its lifetime. Operational considerations will
probably impose limits of 1,000 to 2,000 pulses per year. Since it is expected that operational
time on ITER will be highly oversubscribed, there will many more experiments proposed than
machine time available (just as on current facilities). Since the operational space that must be
explored is far too large to search exhaustively, researchers need tools for scenario modeling and
performance prediction to guide experiments along the most promising avenues. Modeling will
also be used to reduce risks to the ITER facility by predicting and avoiding interactions and
disruptions that can stress the mechanical or electrical systems. For example, by integrating
high-quality physics modules together with models for control systems and power supplies,
codes can help operators reduce the alternating current losses in the poloidal field coils and thus
reduce the chances of a quench in the superconductor windings. The relatively crude integrated
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Figure 1.1: The Fusion Simulation Project is the result of a unique convergence.

modeling codes available today will need to be dramatically improved, commensurate with
the added complexity and cost of the ITER facility. This improved capability is particularly
important since I'TER will be the first magnetic fusion experiment to be dominated by self-
heating. This plasma regime is fundamentally new, with stronger self-coupling and weaker
external control than ever before.

The ITER start-up phase is particularly challenging because of the engineering limits of
the superconducting coils, the greater distance between these coils and the plasma, and the
increased electrical conductivity of the vacuum vessel and structures. Operators will have to
guide the discharges along a path that accesses and maintains high confinement (H-mode) using
the available auxiliary heating until the plasma density and temperature are high enough for
fusion power to become significant. For advanced operating modes, the current profile will need
to be carefully controlled through application of external current drive and the modification of
plasma profiles to tailor bootstrap current while taking into account resistive diffusion of the
parallel electric field. There will be a very high pay-off for using FSP capabilities to simulate
the ITER start up phase.
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Disruptions are violent instabilities that terminate the plasma discharge, producing large
transient forces on adjacent structures. High-performance fusion plasmas must necessarily op-
erate near disruptive limits but cannot exceed them. Since ITER will be designed to withstand
only a limited number of full-current disruptions, it is imperative to use computer modeling
to help determine the disruptive limits, rather than relying on a purely empirical experimental
approach. Also, it is essential to develop disruption mitigation techniques so that when a disrup-
tion does occur, its damage to the first-wall and divertor plates will be minimal. Modeling codes
will be indispensable for this purpose. Modeling can also be used to predict pedestal dynamics
and to avoid regimes with large ELMs, or to develop mitigation techniques if they do occur.

Enable new modes of operation, with possible extensions of performance.

Validated integrated models will enable researchers to extrapolate from existing confinement
experiments to burning plasma experiments. A comprehensive modeling capability will facilitate
the development of advanced tokamak regimes that will extend ITER’s performance and will help
bridge the gap to a DEMO fusion reactor. The combination of enhanced stability, transport
barrier formation, and bootstrap current drive make these regimes very difficult to establish
experimentally in ITER without the comprehensive modeling codes proposed for this project.

Increase the scientific return on the government’s investment in the project through improve-
ments in data analysis and interpretation.

Just as simulations will be used to motivate and design experiments on ITER, simulations will
be crucial in interpreting measurements, analyzing results and extracting scientific knowledge.
Although highly sophisticated, plasma diagnostics can sample only a very small portion of the
available phase space. Codes will be instrumented with “synthetic diagnostics” that provide a
bridge between measurement and simulations that will allow the measurements to be understood
in context. Well designed experiments will be used to validate models and allow them to be used
for prediction. The FSP will also contribute to development and deployment of technologies for
data management, visualization and sharing, and will be used for scientific discovery.

Provide an embodiment for the scientific knowledge collected on ITER.

To move beyond ITER toward commercialization of fusion energy, the knowledge gained by
research must be captured and expressed in a form that can be used to design future devices. This
is particularly critical for expensive nuclear facilities such as the component test facilities and
demonstration power plants, which will be unforgiving with respect to performance projections
and operational limits. The Fusion Simulation Project, which will focus on tokamak physics, will
naturally contribute to the basic understanding of innovative confinement concepts, including
those with three-dimensional geometry. This generality is crucial if the U.S. wishes to hold open
an option in which a non-tokamak DEMO follows ITER, without an equivalent burning plasma
experiment for that concept. A set of validated, predictive models from the FSP will embody
the scientific and technological understanding of fusion systems and allow fusion energy to go
forward on a firm basis.
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There are further goals for the FSP that align with the OFES mission to advance the knowl-
edge base needed for an economically and environmentally attractive fusion energy source. To
this end, the FSP will carry out cutting-edge research across a broad range of topics in compu-
tational plasma physics. A project structure is envisioned in which research components that
are developed, verified and validated will then migrate into the production suite. This migration
may take place using reduced models or by direct incorporation into the production codes. In
this process, the FSP will exercise the most powerful simulation software available to the fusion
community.

Multiscale and multiphysics modeling in fusion plasmas are among the most challenging
simulations attempted. Although scale separation is exploited effectively in current approaches,
all phenomena in confined plasmas are coupled since they share the same particle distribution
functions and fields. The FSP research component will identify and explore key areas of physics
coupling. Perhaps the most obvious example is the mutual interaction between drift wave
turbulence, which takes place at roughly the diamagnetic frequency timescale, 1074 to 10~ sec,
with spatial scales comparable to the Larmor radius, 107 to 10~2m, and transport, which has
a characteristic time on the order of 1 second and characteristic spatial scale on the order of
1 meter. This range of scales, which spans about six orders of magnitude in time and five in
space, is intractable by direct simulation. Important coupling also takes place when RF waves,
at 10® to 10'" Hz, modify particle distributions and profiles, thus impacting plasma stability
on a variety of spatial and temporal scales. The solution of these and similar problems will
be crucial to making progress in the simulation of fusion plasmas and may have an impact on
related fields such as plasma astrophysics and space sciences.

The FSP will produce widely used computational tools in support of a broad range of OFES
research areas. There will be a strong emphasis on software engineering and user support,
which should allow the codes developed by the FSP to be broadly distributed and exploited.
The impact will be felt across a large segment of the fusion energy program. There is a mutual
benefit in this, which will accrue to the FSP: A large user community will naturally lead to a
more robust and reliable set of codes.

To meet the programmatic goals outlined above, a critical set of scientific problems must be
addressed. These issues provide an organizing principle for the rest of this report. They are:

1. Disruption effects and mitigation

2. Pedestal formation and transient heat loads on the divertor
3. Tritium migration and impurity transport

4. Performance optimization and scenario modeling

5. Plasma feedback control
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1.2 Role of Petascale Computing

By 2009, the Office of Science will place into unclassified service at least two general-purpose
scientific computing systems capable of greater than 1 petaflop/sec peak performance on ap-
plications that are amenable to load-balanced decomposition at the scale of approximately one
million threads. Such systems place unprecedented computational power at the disposal of
physicists with multi-rate, multiscale applications, such as magnetically confined plasma fusion.
In theory, simulation codes based on partial differential equations or particles can scale to the
requisite degree of concurrency and beyond, and they can certainly usefully employ processing
power far beyond, to model a system as complex as the ITER tokamak. Indeed, on the Blue-
Gene/L system at LLNL, both the Hypre multigrid solver and molecular dynamics codes have
scaled successfully to the edge of the resource: 212,992 processors. The particle-based plasma
turbulence code GTC has scaled successfully to the edge of the resource so far available to it:
32,678 (2%9) processors.

It is not advisable, however, to wait for new computer systems to make up with raw power,
for what algorithmic advances could provide today in terms of physical resolving power per
byte or per flop. Rather, both hardware and software technology should advance in tandem,
so that the most efficient algorithms run on the most powerful hardware, to gain the greatest
benefit for the fusion simulation community. Integrated modeling is particularly challenging
because of the diverse physics and algorithmic modules. The primary role of simulations at
the petascale level in the Fusion Simulation Project will be in off-line computations based on
high fidelity, full-dimensional formulations, to produce quantitatively accurate results that will
inform the design and operation of expensive experimental systems, such as ITER, and will flow
into the construction of more affordable reduced-order models. Many other types and scales of
simulations are relevant to the Fusion Simulation Program as well, but early petascale capability
will confer on U.S.-based scientists and engineers international leadership in setting priorities
for limited experimental shots and in interpreting their results.

The Fusion Simulation Program agenda for applied mathematics and computer science lies
squarely on top of the ten-year vision statement “Simulation and Modeling at the Exascale for
Energy, Ecological Sustainability and Global Security” prepared in 2007 by the DOE’s Office
of Advanced Scientific Computing Research, whose participation will be crucial to the success
of the FSP. This statement articulates three characteristics of opportunities for exascale simu-
lation: (1) System-scale simulations integrating a suite of processes focusing on understanding
whole-system behavior, going beyond traditional reductionism focused on detailed understand-
ing of components; (2) interdisciplinary simulations incorporating expertise from all relevant
quarters and observational data; and (3) validated simulations capitalizing on the ability to
manage, visualize, and analyze ultra-large datasets. Supporting these opportunities are four
programmatic themes including: (1) engagement of top scientists and engineers to develop the
science of complex systems and drive computer architectures and algorithms; (2) investment
in pioneering science to contribute to advancing energy, ecology, and global security; (3) de-
velopment of scalable algorithms and visualization and analysis systems to integrate ultra-scale
data with ultra-scale simulation; and (4) build-out of the required computing facilities and an
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integrated network computing environment. The Fusion Simulation Project outlined in this
report is an ideal vehicle for collaboration between the OFES and OASCR because it embodies
the ten-year plans of both organizations, and magnetically confined fusion energy is as close as
any application to OASCR’s objectives. Furthermore, the SciDAC program has already created
several energetic and communicating interdisciplinary research groups that combine OFES and
OASCR researchers. Jointly supported simulation teams have already scaled nearly to the end
of available computing environments, are assessing lessons learned, and are poised to take the
next steps.

1.3 Verification and Validation

Verification and validation of the Fusion Simulation Project are crucial for developing a trusted
computational tool. A systematic verification process is required to demonstrate that the codes
accurately represent the underlying physical understanding and models. Verification is also
required to ensure that the integration of the various computational models produces reliable
results over the full range of expected parameters. This process will require the project to
establish internal requirements and management structures to ensure that code components
and assemblies at all stages are verified for proper operation against analytic treatments and
other codes.

Similarly, systematic validation of FSP simulation results by comparison with experimental
data is necessary to develop confidence that the FSP framework accurately models the physical
phenomena present in fusion plasmas and systems. Initially, progress can be made by validating
simulation results against data sets assembled in the International Tokamak Physics Activity
(ITPA) process for testing previous computational models. As the FSP matures, validation
will require the FSP to collaborate with experimental groups in order to develop data sets
that challenge the computational models and to enable routine use of the FSP framework to
model the full range of behavior in experiments. The project will need to dedicate resources
in order to establish requirements and plans for validation. This process will include providing
documentation and interfaces that are required to enable external users in the experimental
community to contribute to the validation process. In order to support the national activities on
ITER and other new experiments such as superconducting tokamaks, the FSP must become the
preeminent tool for integrated modeling and interpretation of experiments. In the later phases
of the project, FSP simulation results will be validated against results from ITER and other
advanced experiments in preparation for DEMO and future facilities. These activities require
coordination with the U.S. Burning Plasma Organization to establish a systematic validation
process and required capabilities.

10
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1.4 Deliverables

The capabilities to be available in the FSP code suite after 5 years include:

e A new powerful integrated whole-device modeling framework that uses high performance
computing resources to include the most up-to-date components for

Global nonlinear extended MHD simulations of large-scale instabilities, including the
effects of energetic particle modes

Core and edge turbulence and transport modeling

— Radio frequency, neutral beam, and fusion product sources of heating, current, mo-
mentum and particles

— Edge physics, including H-mode pedestal, edge localized modes, atomic physics, and
plasma-wall interactions

— A range of models that include fundamental computations

e Stringent verification methods and validation capabilities; and synthetic diagnostics and
experimental data reconstruction to facilitate comparison with experiment

e State-of-the-art data archiving and data mining capabilities

The FSP production system will be accessible to a large user base in the greater plasma
physics community, which will facilitate comparison with experimental data as well as access
to computing resources, data storage, and display. Verification and validation will be achieved
through widespread use of the framework. The FSP framework will provide the capability to
address critical burning plasma issues using high fidelity physics models and a flexible framework
on petascale computers.

At the end of 10 years, new capabilities will be added in order to develop an advanced and
thoroughly tested simulation facility for the initial years of ITER operation. Direct support for
ITER will drive the timeline for FSP development and deliverables. The new capabilities will
include the use of high-performance computations to couple turbulence, transport, large-scale
instabilities, radio frequency, and energetic particles for core, edge and wall domains across dif-
ferent temporal and spatial scales. Pair-wise coupling will evolve to comprehensive integrated
modeling. The facility will include the ability to simulate active control of fusion heated dis-
charges using heating, fueling, current drive, and 3D magnetic field systems.

At the end of 15 years, the Fusion Simulation Project will have developed a unique world-
class simulation capability that bridges the gap between first-principles computations on mi-
crosecond timescales and whole-device modeling on the timescales of hundreds of seconds. This
capability will yield integrated high fidelity physics simulations of burning plasma devices that
include interactions of large-scale instabilities, turbulence, transport, energetic particles, neutral
beam and radio frequency heating and current drive, edge physics and plasma-wall interactions.

11
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1.5 Organization of the Report

The remainder of the chapters in this Fusion Simulation Project report are:
2. Scientific Modeling Issues for Burning Plasma Experiments

3. Verification and Validation

W

. Integration and Management of Code Components

5. Mathematical and Computational Enabling Technologies

(@)

. Project Management and Structure

12



Chapter 2

Scientific Modeling Issues for
Burning Plasma Experiments

In this chapter, key scientific challenges are identified for which predictive integrated simulation
modeling has a unique potential for providing solutions in a timely fashion and in a way that
traditional theory or experiment, by themselves, cannot. Integrated modeling links together
the fusion energy scientific knowledge base. Critical technical challenges are identified for the
scientific issues and physics code components described in this chapter.

The numerical simulation of a tokamak plasma is particularly challenging because of the
large number of interacting physical processes, both externally applied and internally generated,
that occur on multiple temporal and spatial scales. In a tokamak, the plasma is created and
maintained within a toroidally shaped vessel. A strong toroidal magnetic field is imposed by
external field coils, and an ohmic transformer drives an inductive toroidal current in the plasma
to provide the poloidal magnetic field that is critical for plasma confinement. Other external
fields are applied to control the shape, position and gross stability of the plasma. Precise
tailoring of the time evolution of all of these externally controlled fields is combined with the
application of external heating, fueling and non-inductive current sources to produce a confined
plasma with sufficiently high density and temperature for a large number of fusion reactions
to occur. Because the plasma consists of charged particles, it interacts with and can alter the
applied fields and is itself the source of a variety of electrostatic and electromagnetic fields and
non-inductive currents. These internally generated sources can degrade the performance of the
plasma by triggering macro instabilities that result in loss of global stability and by driving
micro instabilities that result in turbulent transport of energy. The complex nature of these
interactions is illustrated in Table 2.1 (at the end of this chapter), where phenomena or plasma
properties, listed in the rows, are controlled or affected by the physical processes listed in the
columns.

13
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During the last decade, there have been remarkable advances in the ability to simulate a
number of the important physical processes that govern the dynamics of tokamak plasmas.
Massively parallel computers are now used to carry out gyrokinetic simulations of turbulence,
nonlinear extended MHD simulations of large-scale instabilities, and full wave electromagnetic
simulations of radio frequency heating and current drive. However, a modern computational
framework is needed in order to bridge the gap between these first-principles computati