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Abstract 
Solving Schrödinger equation in quantum mechanics presents a challenging task in 
numerical methods due to the high order behavior and high dimension characteristics in 
the wave functions, in addition to the highly coupled nature between wave functions. This 
work introduces orbital and polynomial enrichment functions to the partition of unity for 
solution of Schrödinger equation under the framework of HP-Clouds. An intrinsic 
enrichment of orbital function and extrinsic enrichment of monomial functions are 
proposed. Due to the employment of higher order basis functions, a higher order 
stabilized conforming nodal integration is developed. The proposed methods are 
implemented using the density functional theory for solution of Schrödinger equation. 
Analysis of several single and multi-electron/nucleus structures demonstrates the 
effectiveness of the proposed method. 
 
Keywords: Partition of unity, HP-Clouds, Nodal integration, Schrödinger equation, 
Quantum mechanics 
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1. Introduction 
 
During the last few decades, first principle calculation for electronic structures is primarily 
performed using basis set calculation under ab initio framework. A number of basis functions 
have been constructed and used for different quantum systems, such as Gaussian type orbital 
functions (GTOs) and Slater type orbital functions (STOs) in traditional ab initio calculation [26], 
and plane-wave orbital functions (PW) for density functional theory [29,44]. GTOs and STOs are 
commonly used for the small- and medium-sized atoms and molecules [53]. The advantage of 
using these orbital functions is that all of the integrals for computing the Hamiltonian matrix 
elements can be done analytically. However, these orbital basis functions are global functions, 
which yield a full sized Hamiltonian matrix [51]. PW functions are efficient for density functional 
theory, especially for crystal structures [44]. Nevertheless, the resolution of PW can not be 
controlled locally, thus a very large number of PW functions are needed globally in order to 
obtain reliable solution near the atomic core. Further, PW approach can only deal with periodic 
boundary conditions, which is not desirable for molecular systems.  
 
Finite difference method (FDM) [1,14,15] and finite element method (FEM) [27,28,43,44,49, 
50,51,53,54,55] have also been introduced in real-space ab initio calculation, but they require 
large degrees of freedom for reasonable accuracy. Pickett [44] introduced FEM for computing all-
electron and pseudo-potential formulations under density functional theory. Tsuchida et al. [50] 
proposed an efficient scheme by introducing adaptive curvilinear coordinates into FEM to vary 
the grid logarithmically near the nuclei for accurate representation of wave functions. Recently, 
Yamakawa et al. [54,55] introduced Gaussian-FEM to enrich standard FEM with special GTOs 
orbital basis functions to increase the accuracy in describing the core electron, which, however, 
makes the approximation global. 
 
Meshfree methods developed in the last two decades [2, 4,9,11,16,19,22,25,33,35,39,41,46,47] 
offer several unique features that are difficult to achieve in the conventional FEM. This class of 
methods employs approximation functions that are constructed entirely based on a set of scattered 
points. Compatibility requirement in FEM shape function is usually unnecessary in meshfree 
methods and thus they offer considerable simplicity in performing adaptive refinement 
[22,23,24,32,37,40,56] and in introducing special enrichment functions for enhanced solution 
accuracy [10,11]. Enrichment methods introduced in meshfree formulation can be classified in 
two types, the intrinsic and extrinsic enrichments [8]. Examples of intrinsic enrichment are the 
moving least-squares approximation [9,31] and reproducing kernel approximation [33]. These 
approximations introduce reproducibility of basis functions. The advantage of intrinsic 
enrichment is that no additional global degrees of freedom are needed with enrichment, however, 
enlarged non locality is required and discontinuity in the approximated function exists when 
enrichment functions vary in space even if they are C∞  functions. The extrinsic enrichment, on 
the other hand, requires additional global degrees of freedom. Nevertheless, the discontinuity 
problem in the adaptive intrinsic enrichment does not exist when different extrinsic enrichment 
functions are used at different discrete points. Generalized finite element method [3,5,21,34] and 
eXtended finite element method [38] introduce extrinsic enrichment to the finite element 
approximation. An extrinsic enrichment of an interface enrichment function for composite 
materials has also been proposed [52]. Combined intrinsic and extrinsic enrichment can be 
formulated based on partition of unity [4,6,34,35,36] under the framework of HP-Clouds 
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[22,23,24,32,37,40]. In this work we introduce orbital intrinsic enrichment function and 
monomial extrinsic enrichment functions of partition of unity under HP-Clouds framework for 
solving Schrödinger equation in quantum mechanics. 
 
Domain integration is an important task in meshfree method constructed based on Galerkin weak 
form. Gauss quadrature rules are commonly used in the early development of meshfree methods 
[9,33]. However, using quadrature rules on integration cells results in considerable integration 
error when the integration cells do not match with the support regions of shape function [20]. 
Sufficiently higher order quadrature rules and fine integration cells are usually used to reduce the 
integration error, leading to high computational cost. An alternative approach to simplify domain 
integration is to integrate weak form at nodal points. Although computationally efficient, direct 
nodal integration yields a rank deficiency and low accuracy. Several methods have been 
introduced as a correction and stabilization of nodal integration. Beissel et al. [7] proposed a least-
squares stabilization technique. Randles et al. [45] introduced stress point method to enhance 
collocation formulation for SPH. Bonet et al. [12] presented a correction term into the derivative 
of shape function at nodal point. Chen et al. [17,18] proposed a stabilized conforming nodal 
integration (SCNI) as a stabilization of rank instability in nodal integration, and as a mechanism 
to pass linear patch test. In this work we introduce a higher order extension of SCNI for the 
proposed orbital HP-Clouds. 
 
This paper is organized as follows. We first give an overview of basic Schrödinger equation in 
quantum mechanics in Section 2. In Section 3, we present an HP-Cloud approximation based on 
partition of unity with orbital intrinsic enrichment and monomial extrinsic enrichment. In Section 
4, we construct discrete equation for Schrödinger equation using the proposed orbital HP-Cloud 
approximation, and introduce a higher order stabilized conforming nodal integration for 
Schrödinger equation. In Section 5, we solve several quantum systems using the proposed 
methods and compare the solution with those obtained by finite element methods. Concluding 
remarks are given in Section 6. 
 

 
2. Schrödinger Equation in Quantum Mechanics 

 
The motion of particles in quantum scale exhibits some abnormal characteristics, for example, 
electron diffraction in the experiment of G. P. Thomson, which violates the principles in classical 
mechanics [13]. Probability wave function Ψ  has been introduced to describe the motion of 
particles by the assumption of wave-particle duality. Wave function includes all the information 
of the quantum system, and the momentum operator p̂ , kinetic energy operator T̂ , and 
Hamiltonian operator Ĥ  acting on the wave function Ψ  yield corresponding physical 
quantities that can be used to describe the particle motion [13]. 
 
The most fundamental equation in quantum mechanics is the Schrödinger equation that governs 
the wave function based on energy conservation: 

 ( ) ( ) ( )1 2 1 2 1 2
ˆ , , , , , , , , , , , ,N N NH t Ψ t i Ψ t

t
∂

=
∂

r r r r r r r r r… … = …   (1) 
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where ir  is the position vector of the i-th particle, N  is the total number of particles, i
t
∂
∂
=  is 

total energy operator, i is the imaginary unit, and =  is the Plank constant. In the case where the 
potential field is time-independent, that is, the Hamiltonian operator is time-independent, the 
static Schrödinger equation for atomic/molecular systems can be derived from equation (1) by 
taking the form of total wave function ( ) ( ) ( )1 2 1 2, , , , , , ,N NΨ t F tΨ=r r r r r r… …  to yield 

 ( ) ( ) ( )1 2 1 2 1 2
ˆ , , , , , , , , ,N N NH EΨ Ψ=r r r r r r r r r… … …   (2) 

Here, 

 ˆ ˆ ˆ ˆ ˆ ˆ
e nuclei ext nuclei eeH T T V U U= + + + +   (3) 

where 
2

2ˆ
2e i

ie

T
m

= − ∇∑=  is the kinetic energy operator for electrons with em  the electron mass; 

2
2ˆ

2nuclei A
A A

T
M

= − ∇∑ =  is the kinetic energy operator for nuclei with AM  the mass of the A-th 

nucleus; 
2

, 0

ˆ
4

A
ext

A i i A

Z eV
πε

= −
−∑ r R

 is the coulomb potential operator for the interaction between 

electrons and nuclei with AZ  the charge number of the A-th nucleus, e the absolute value of 

electron charge and 0ε  the permittivity of free space; 
2

0

ˆ
4

A B
nuclei

A B A B

Z Z eU
πε>

=
−∑ R R

is the coulomb 

potential operator for the interaction between nuclei; 
2

0

ˆ
4ee

i j i j

eU
πε>

=
−∑ r r

 is the coulomb 

potential operator for the interaction between electrons; ir  and AR  are the position vectors of 
the i-th electron and the A-th nucleus, respectively; and E  is the total energy.  
 
For large molecular system with many electrons and nuclei, equation (2) involves large degrees 
of freedom. In the potential terms, the coulomb forces of pair interaction between electron-
electron and electron-nucleus are accounted, leading to a highly coupled problem. 
 
In the atomic/molecular system, the nuclei are much more massive than the electrons and the 
electrons move much faster than the nuclei. The Born-Oppenheimer approximation [48] can be 
used to separate the electron wave function eψ  from the total wave function Ψ  by an 
assumption that the nuclei are nearly stationary in space with respect to the motion of electrons. 
Therefore, equation (2) can be simplified as 

 ( ) ( )e e e e
ˆ , ,H Eψ ψ=r R r R   (4) 

where eĤ  is the electron Hamiltonian operator: 
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 e
ˆ ˆ ˆ ˆ

e ext eeH T V U= + +   (5) 

, and eE  is the total energy of electrons. The total electron wave function eψ  can be 
approximated by a set of single electron wave functions, and each of them describes the motion of 
corresponding electron: 
 

 ( )

1 1 2 1 1

1 2 2 2 2
1 2

1 2

( ) ( ) ( )
( ) ( ) ( )1, , ,

!
( ) ( ) ( )

N

N
e N

N N N N

N

ψ ψ ψ
ψ ψ ψ

ψ

ψ ψ ψ

=

r r r
r r r

r r r

r r r

"
"

…
# # % #

"

   (6) 

where N  is number of electrons.  
 
The pair interaction term ˆ

eeU  in electron Hamiltonian operator (5) can be approximated by the 
interaction between each single electron and an average density field defined as [26] 

 2

1 1

N N

avg i i
i i

ρ ρ ψ
= =

= =∑ ∑   (7) 

where iψ  is single electron wave function. Figure 1 shows the electron density of the first four 
orbitals in Hydrogen atomic structure.  
 

 

 
 

Figure 1.  Electron density distribution of the first four orbitals in Hydrogen atomic structure 
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Based on the definition of (6), (7) and the energy conservation of the whole system, single 
electron Schrödinger equation can be constructed in atomic unit (a.u.) where the standard unit is 
normalized by the mass and charge of electron to yield: 

 ˆ
i i i iH Eψ ψ=   (8) 

where 

 
( )

( )

21ˆ ˆ
2

ˆ

A
i i i

A i A

avg i
i

ZH g

g d
ρ ρ

= − ∇ − +
−

−
=

−

∑

∫

r
r R

r r
r r

�
�

  (9) 

Traditional ab initio calculation based on the formulation described above requires computation 
of wave functions for each electron in the whole quantum system. Alternatively, density 
functional theory (DFT) [42] that describes the electron motion by electron density instead of 
wave function results in a system with greatly reduced degrees of freedom. In DFT, the governing 
equation is obtained by variational principle: 

 ( )( ) ( ){ } 0E d Nδ ρ µ ρ − − = ∫r r r   (10) 

where ( )( )E ρ r  is total energy expressed by density function ( )ρ r , µ  is a Lagrange 

multiplier used to impose the constraint on density function ( )ρ r , and N  is the total number of 
electrons. To express energy by density function in DFT, Kohn-Sham approximation [30] has 
been introduced by employing the Kohn-Sham wave function KS

iψ  into DFT, and the kinetic 
energy can be approximated by 

 ( ) ( ) ( )2

1

1
2

N
KS KS
i i i

i
T drρ ψ ρ ψ ρ

=

= − ∇∑ ∫ �   (11) 

where ( )KS
iψ ρ  is Kohn-Sham wave function, and ( )KS

iψ ρ�  is its complex conjugate. Potential 
operator of DFT can be constructed as: 

 ( ) ( ) ( ) ( )ˆ ˆ ˆ ˆ
eff ext ee xcV V U Vρ ρ ρ ρ= + +   (12) 

where 

 ( ) ( ) ( )ˆ ˆ, A
ee ext

A A

ZU d V
ρ

ρ ρ= = −
− −∑∫
r

r
r r r R
�

�
�

,  (13) 

and ( )x̂cV ρ  is a correction term to account for exchange-correlation energy and error introduced 

in (11). For simple electronic structures, the contribution of ( )x̂cV ρ  is sufficiently small 
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compared to other potential functions and is often omitted in numerical calculation [27]. Based on 
(11) and (12), and following [30], the DFT based Schrödinger equation for ( )KS

iψ ρ  can be 
obtained as 

 ( )( ) ( )( ) ( )( )21 ˆ
2

KS KS
eff i i iV ρ ψ ρ εψ ρ − ∇ + =  

r r r   (14) 

where iε  is the i-th Kohn-Sham energy corresponding to Kohn-Sham wave function KS
iψ , and 

the total energy can be calculated as follows based on iε  and ρ  [30]: 

 ( ) ( )
1

1
2

N

i
i

E d d
ρ ρ

ε
=

= −
−∑ ∫∫

r r
r r

r r
�

�
�

  (15) 

Both classical Schrödinger equation in (8) and DFT based Schrödinger equation in (14) exhibit 
highly nonlinear behavior in the region close to the nuclei. The commonly used basis set 
calculation approximates the wave function by the linear combination of a set of orbital functions 

( )kg r   

 ( ) ( )i ki k
k

c gψ =∑r r   (16) 

In atomic/molecular system, Gaussian type orbital functions (GTOs) and Slater type orbital 
functions (STOs) have shown to provide an accurate description for electron motion. For 
example, three-dimensional STOs have the following expressions 

( )
1/ 2 1/ 2 1/ 23 5 5

1 2 2 2 2
1 1 2 2exp , exp , exp ,

96 2 32 2xs s p
r rg r g r g xξ ξ ξ ξ ξξ

π π π
     − −   = − = =        

        
…

(17) 

where 1 ,2 ,2 xs s p  are the standard symbols in quantum physics denoting the first principle orbital 
(spherically symmetric), the first sub-level (spherically symmetric) of the second principle orbital 
and the second sub-level (x-symmetric) of the second principle orbital, etc., r is the distance 
measured from the nucleus to the electron, and iξ  is the scaling parameter representing the size 
of the atom/molecule. However, these orbital functions are global functions, leading to a full 
matrix in basis set calculation. 

 
3. Orbital HP-Clouds 
 
3.1. Partition of Unity 
 
Consider an open bounded domain nRΩ∈ , n=1, 2, or 3, with boundary ∂Ω , and let S  be a set 
of N points in Ω = Ω∪∂Ω  
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 { }, , , , ,   1, 2, ,1 2 N IS I N= ∈Ω =r r r r… …   (18) 

The set S  is used to define a finite open covering { } 1

N
I I

C ω
=

= of Ω , where N
I 1 Iω=Ω ⊂ ∪ . A class 

of functions ( ){ } 1

N
I I
φ

=
r  is called a partition of unity subordinated to the open covering C if it 

possesses the following property: 

 ( )
1

1,
N

I
I
φ

=

= ∀ ∈Ω∑ r r ,  (19) 

and Iφ  has finite cover Iω . The partition of unity function can be constructed by 

 ( ) ( ) ( )I I aφ ϕ=r r r  (20) 

where ( ) ( ):I Iϕ ϕ= −r r r  is a kernel function defined on the finite cover Iω  centered at Ir , and 

( )a r  is a function to be thought to meet partition of unity condition. By substituting (20) into 
(19), one has 

 
1

( ) ( ) 1
N

J
J

aϕ
=

  = 
 
∑ r r  (21) 

By obtaining 
1

( ) 1/ ( )
N

J
J

a ϕ
=

= ∑r r , the function in (20) yields: 

 ( ) ( )

( )
1

I
I N

J
J

ϕ
φ

ϕ
=

=

∑
r

r
r

  (22) 

The partition of unity function in Eq. (22) is the Shepard function. 
 
3.2 Intrinsic and Extrinsic Enrichments 
To embed fundamental characteristics of the quantum system into the numerical approximation 
function, an intrinsic enrichment with orbital functions is introduced. For demonstration purpose, 
the first STO function re ξ−  in (17) is used herein. Other orbital functions can also be 
considered. We start with the correction of kernel function as  

 0 1( ) ( ) ( ) ( ) ,Ir
I I I Ia e a rξφ ϕ − = + = r r r r r  (23) 

Note that here the coefficients 0 ( )a r and 1( )a r  are to be obtained by reproducibility of 1 and 
re ξ−  as 
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1

1

( ) 1

( ) I

N

I
I

N
r r

I
I

e eξ ξ

φ

φ

=

− −

=


=


 =


∑

∑

r

r
      (24) 

Thus we have the following two equations: 

 0

1

( )1 1
( ) 1

( )
I

I

N
r

I r r
I

a
e

ae e
ξ

ξ ξϕ −
− −

        =            
∑

r
r

r
 (25) 

or 

 ( ) ( ) ( )=A r a r b r  (26) 

where 

 ( ) ( ) ( ) ( )
N

T
I I I

I

ϕ=∑A r r b r b r ,  ( ) 1T re ξ− =  b r ,  [ ]0 1( ) ( ) ( )T a a=a r r r  (27) 

The resulting intrinsically enriched function is 

 1( ) ( ) ( ) ( ) ( )T
I I Iφ ϕ−=r b r A r b r r  (28) 

The global approximation of the wave function Ψ , denoted as hΨ , is constructed by using the 
set of partition of unity functions { } 1

( ) N
I I
φ

=
r  and monomial extrinsic enrichment functions as 

 

1 1

1 1

1 1

( ) ( ) ( )

( ) ( )

( )

N n
h i

I i I I
I i

N n
i

I i I I
I i
N n

i i
I I

I i
T

P -

P -

Ψ φ α

φ α

Φ α

= =

= =

= =

 =   

=

=

=

∑ ∑

∑∑

∑∑

r r r r

r r r

r

Φ α

 (29) 

where { } 1
( ) n

i I i
P -

=
r r   is a set of shifted monomial functions, ( ) ( ) ( )i

I I i IP -Φ φ=r r r r , and 
 
 ,T T T T T 1 2 n

1 2 N I I I IΦ Φ Φ   = =   " "Φ Φ Φ Φ Φ ,  

 ,T T T T T 1 2 n
1 2 N I I I Iα α α   = =   " "α α α α α  (30) 

 
Note that this orbital HP-Cloud approximation has locality: supp( ) supp( )i

I I IΦ φ ω= = . 
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4. Galerkin Approximation of Schrödinger Equation 
 

4.1 Discretization 
In atomic/molecular systems, the static Schrödinger equation can be expressed by 

( ) ( )
2

ˆ
2

V Ψ εΨ
 ∇
− + = 
 

r r        (31) 

subjected to the approximated boundary condition: 

 0Ψ =  on ∂Ω  (32) 

where in the classical Schrödinger equation, V̂  is the coulomb potential function, Ψ  is the 
electron wave function, and ε  is the total energy. While for DFT based Schrödinger equation, 
V̂  is the effective potential, Ψ  is the Kohn-Sham wave function, and ε  is the Kohn-Sham 
energy. The boundary ∂Ω  is the cut-off boundary and Eq. (32) is an approximation of 

( ) 0limΨ
→∞

=
r

r . For example, in a Hydrogen structure, the wave function ( ) 310Ψ −<r  when 

5 a.u.>r (atomic unit) for the first energy level, 15 a.u.>r  for the second energy level, and 

20 a.u.>r  for the third energy level. For other multi-particle systems considered in this work, 
the electron density is more concentrated at the nucleus, leading to a faster decay in the wave 
function. The cut-off boundary of 5 a.u.=r for the first energy level has been used by White et 
al. [53] for FEM model of Hydrogen atom. 
 
The Galerkin approximation of this problem is to find 1

0
h HΨ ∈ , 1

0
h HΛ∀ ∈ , such that  

( ) ( ) ( ) ( ) ( ) ( ) ( )ˆ
2

h h
h h h h hV d d

Λ Ψ
Λ Ψ ε Λ Ψ

Ω Ω

 ⋅
 + Ω = Ω   

 
∫ ∫

r r
r r r r r

∇ ∇
   (33) 

Note that when bilinear basis functions are included in the extrinsic enrichment, the resulting 
shape function with rectangular cover coincides with the closest uniformly distributed 
neighboring point yields a finite element shape function between points. We consider using this 
approach for the discrete points at the most outside layer of the numerical domain so that the 
approximation of Ψ  and Λ  can be made kinematically admissible to the homogeneous 
boundary conditions on ∂Ω , and thus fulfill the approximation space 1

0H  in the weak form. 
 
The test and trial functions are approximated by the orbital HP-Cloud approximation (29) 

 
( ) ( )
( ) ( )

h T

h T

Ψ

Λ =

r r

r r

Φ α

Φ β

=
     (34) 

The resulting discrete equation of (33) reads: 
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ε=K Sα αh       (35) 

where 

 
( ) ( )

1

2

3

ˆ ,
2

T
J

TT T T
I J T T J

IJ I J J

T
J

r

V d
r

r

Ω

 ∂
 ∂ 

   ∂ = + Ω =  
  ∂    ∂ 

∂  

∫K r

Φ

∇Φ ∇Φ Φ
Φ Φ ∇Φ

Φ

   (36) 

 ( )T
IJ I J d

Ω
= Ω∫S Φ Φ  (37) 

In the single-electron system, the classical Schrödinger equation is solved, and potential function 
V̂  is independent to the electron density. Thus, (35) is a linear eigenvalue problem and can be 
solved with the standard method. For multi-electron systems, DFT based Schrödinger equation is 
employed to deal with the interaction between all electrons. In this case V̂  is a function of the 
electron density, and (35) needs to be solved iteratively. 
 
4.2 Stabilized Conforming Nodal Integration (SCNI) 
Domain integration of weak form poses considerable complexity in Galerkin meshfree method. 
Employment of Gauss quadrature rules yields integration error when background grids do not 
coincide with the covers of shape functions. Direct nodal integration, on the other hand, results in 
rank deficiency. Both methods do not pass linear patch test for non uniform point distribution. A 
stabilization conforming nodal integration (SCNI) [17] has been introduced to satisfy linear patch 
test and to remedy rank deficiency of direct nodal integration. For demonstration, consider here a 
Poisson problem as the model problem: 
 

 2 0u Q∇ + =  in Ω   (38) 

with homogeneous Dirichlet boundary. The corresponding Galerkin approximation is to find 
1
0

hu H∈ , 1
0

h H∀ ∈v , 
 
 h h hu d Qd

Ω Ω
⋅ Ω = Ω∫ ∫v v∇ ∇  (39) 

Performing nodal integration of the above equations results in  
 

 ( ) ( ) ( ) ( )
1 1

N N
h h h

L L L L L L
L L

u w Q w
= =

⋅ =∑ ∑r r r rv v∇ ∇  (40) 
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where Lw  is the weight associated with point L. Applying HP-Cloud approximation of the test 
and trial functions in (40), leads to a rank deficient discrete system and fails in passing a linear 
patch test. Consider a SCNI approach [17], where a smoothed gradient operator at nodal point Lr  
is introduced as 

( ) 1 1 ,
L L L

h h h
L L

L L

u u d u d w d
w wΩ ∂Ω Ω

= Ω = Γ = Ω∫ ∫ ∫r n∇ ∇     (41) 

Here LΩ  is the nodal representative domain, which can be obtained from triangulation or 
Voronoi cell of a set of discrete points as shown in Figure 2. Note that a divergence theorem has 
been used in (41) to pass the linear patch test when the weak form is integrated by nodal 

integration [17]. Introducing approximation of u , 
=1

N
h T

I I
I

u ∑ d= Φ , into (41), we have 

 

 ( ) ( )
1

N
h

L I L I
I

u
=

=∑r B r d∇  (42) 

where 

 ( ) 1
L

T
I L I

L

d
w ∂Ω

= Γ∫B r nΦ  (43) 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Nodal representative domain 

 
Introducing the smoothed gradient of (42) into weak form yields the following discrete equation: 
 

 ( ) ( ) ( ) ( )
1 1

N N
h h h

L L L L L L
L L

u w Q w
= =

⋅ =∑ ∑r r r r∇ ∇v v  (44) 

and hence 
 =Kd f  (45) 

n 

K

KΩ
KΓ

L
LΩ

L∂Ω
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where 

 ( ) ( )
1

N
T

IJ I L J L L
L

w
=

= ∑K B r B r , 
L

Lw d
Ω

= Ω∫  (46) 

 ( ) ( )
1

N

I L L L
L

Q wΙ
=

= ∑f r rΦ  (47) 

 
4.3 Higher Order SCNI (HSCNI) 
Although the discrete equation (45) passes a linear patch test, the SCNI only offers lower order 
accuracy and is insufficient when higher order basis functions are employed, such as the orbital 
HP-Cloud approximation introduced in this work. To achieve a higher order accuracy in domain 
integration of weak form of Schrödinger equation with orbital HP-Cloud approximation, we 
introduce a correction to SCNI. First, consider the following identity associated with Laplace 
operator: 

( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )
L L

L L L L Lu d u w u u d
Ω Ω

⋅ Ω = ⋅ + ⋅ Ω∫ ∫r r r r r r r r∇ ∇ ∇ ∇ ∇ −∇ ∇ −∇h h h h h h h hv v v v

 (48) 

To show this identity, examine the right hand side of this equation: 

 

( ) ( ) ( ) ( )( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

L

L L

L

L L L L L

L L L L

L L L L

u w u u d

u w u d d u

u d u w

Ω

Ω Ω

Ω

⋅ + ⋅ Ω

= ⋅ + ⋅ Ω − Ω⋅

− ⋅ Ω + ⋅

∫
∫ ∫

∫

r r r r r r

r r r r r r

r r r r

∇ ∇ ∇ −∇ ∇ −∇

∇ ∇ ∇ ∇ ∇ ∇

∇ ∇ ∇ ∇

h h h h h h

h h h h h h

h h h h

v v v

v v v

v v

 (49) 

Recall the smoothed gradient, ( )
L

L Lu d u w
Ω

Ω =∫ r∇ ∇h h , (49) can be reduced to 

( ) ( )
L

u d
Ω

⋅ Ω∫ r r∇ ∇h hv , and this proves (48). By summing up all nodal points in (48) we have 

( ) ( )

( ) ( ) ( ) ( )( ) ( ) ( )( )
1 1 L

N N

L L L L L
L L

correction term

u d

u w u u d

Ω

Ω
= =

⋅ Ω

= ⋅ + ⋅ Ω

∫

∑ ∑∫

r r

r r r r r r
�����������	����������


∇ ∇

∇ ∇ ∇ −∇ ∇ −∇

h h

h h h h h h

v

v v v  (50) 

Now one could use n-th order Gauss integration on left or right side of (50) and expect to get the 
same results, provided that ( )Lu r∇ h  (and ( )Lr∇ hv ) is integrated using the same Gauss rule. If 
u  is approximated by polynomial functions, we still don’t recover 1st order patch test using 
standard Gauss integration in (50) as is well known. However if we compute ( )Lu r∇ h  (and 
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( )Lr∇ hv ) numerically by its divergence counterpart using (41), since in linear patch test u  is 

linear, ( ) ( ) 0Lu u =r r∇ −∇ , and (50) reduces to standard SCNI and thus passes linear patch 

test, regardless of the order of quadrature rule used in the boundary integral of ( )Lu r∇ h  
according to Chen et al. [17]. 

 
To achieve higher order accuracy and to pass linear patch test, in (39) ( ) ( )u d

Ω
⋅ Ω∫ r r∇ ∇h hv  is 

computed by (50) where ( ) ( )( ) ( ) ( )( )
1 L

N

L L
L

u u d
Ω

=

⋅ Ω∑∫ r r r r∇ −∇ ∇ −∇h h h hv v  is integrated 

using n-th order Gauss integration and ( )Lu r∇ h  and ( )Lr∇ hv  are computed by (41) using 
boundary integration consistent with Gauss quadrature rule used in domain integration as shown 
in Figure 3. For irregular shape nodal domain, triangular quadrature rules can be used. 
 
 

 

 

Domain integration point  Boundary integration point 

Figure 3.  Consistent domain and boundary integration points in HSCNI 

 
The Schrödinger equation in (33) is now integrated according to HSCNI in (50) to yield 
 

( ) ( ) ( ) ( )( ) ( ) ( )( )

( ) ( ) ( ) ( )

1 1

1 1

1 1
2 2

ˆ

L

L L

N N

L L L L L
L L
N N

L L

w d

V d d

Λ Ψ Λ Λ Ψ Ψ

Λ Ψ ε Λ Ψ

Ω
= =

Ω Ω
= =

⋅ + ⋅ Ω

+ Ω = Ω

∑ ∑∫

∑ ∑∫ ∫

r r r r r r

r r r r

∇ ∇ ∇ −∇ ∇ −∇h h h h h h

h h h h

 (51) 

 
By introducing orbital HP-Cloud approximation to Ψ  and Λ  in (51), the discrete equation is 
obtain similar to (35)-(37), except that IJK  is replaced by 
 

 
( )( ) ( )

( )( ) ( )( ) ( )

1

1
2
1 ˆ
2

{

}
L

N TT T
IJ I L J L L

L

TT T T T T
I I L J J L I J

w

V d

=

Ω

=

 + − + Ω  

∑

∫

K r r

- r r r

∇Φ ∇Φ

∇Φ ∇Φ ∇Φ ∇Φ Φ Φ
 (52) 

where 
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 ( ) 1
L

I L I
L

d
w ∂Ω

= Γ∫r n∇Φ Φ , 
L

Lw d
Ω

= Ω∫  (53) 

4.4 Numerical Test of HSCNI 
 
4.4.1 Poisson Problem 
 
With HSCNI, higher order accuracy and optimal convergence rate can be achieved by increasing 
the order of Gaussian integration for the correction term in (50) and force vector, and the method 
passes linear patch test. In this example we consider a 2-dimensional Poisson equation: 

 ( ) ( ) ( ) ( ) ( ) ( )2 2, 2 sin sin , 0,1 0,1
0                                        

u x y x y x y
u
π π π∇ = − ∈ × ≡ Ω


= ∂Ω

    (54) 

The analytical solution of this problem is ( ) ( )sin sinx yπ π . We employed HP-Cloud 
approximation with complete linear and quadratic monomial bases in the intrinsic enrichment. 
Third order Gauss quadrature rule is employed in HSCNI. The convergence rate of the L2 error 
norm in Figure 5 shows that a better accuracy and convergence rate of HSCNI than those of SCNI 
for both analyses using linear and quadratic polynomial bases, especially when higher order basis 
functions are employed.  
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Figure 5.  Convergence rate of L2 error norm in 2D Poisson equation 

 
4.4.2 Differential Equation with Schrödinger Operator 
 
In this example we investigate appropriate order of Gauss quadrature in HSCNI for solving 
Schrödinger equation. For this purpose, we consider the following differential equation: 
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( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( )

2 2, 1 2 , 2 cos sin      0,1 0,1

,  0                                                                 ,

xu x y u x y e x y

u x y x y

π π π π−∇ + − = − Ω ≡ ⊗


= ∈∂Ω
   (55) 

This problem mimics the differential operator of the Schrödinger equation. The solution of this 
problem is ( ) ( )sin sinxe x yπ π . We purposely introduce constant function and 

( ) ( )sin sinxe x yπ π  as the basis functions in the intrinsic enrichment so that the solution error is 
entirely due to domain integration of weak form. HSCNI is used in the stiffness matrix associated 
with the Laplace operator, and standard Gauss integration with the same order of quadrature rule 
in HSCNI is employed for the matrices associated with other terms in the differential equation. 
Figure 6 shows convergence properties of numerical solution using different quadrature orders in 
HSCNI. 
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Figure 6.  Convergence rate of L2 error norm in Differential Equation with Schrödinger 

Operator 

 
 
5. Numerical Results 
 
The proposed orbital HP-Clouds method is tested in three quantum systems:  
 
(1) Hydrogen atom: one electron and one nucleus with charge +1: The nucleus is located at the 

center point (Figure 7 (a)). 
(2) Hydrogen molecular ion: one electron and two nuclei each with charge +1: Two nuclei are 

located along x-axis with distance 2 a.u. (Figure 7 (b)). 
(3) Hydrogen molecule: two electrons with two nuclei each with charge +1: Two nuclei are 

located along x-axis with distance 1.4 a.u.  (Figure 7 (c)). 
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For a Hydrogen atom structure, ( ) 310Ψ −<r  as >5 a.u.r  for the first energy level, thus we 
define a computational domain with 10 a.u.  in each side of cube as shown in Figure 7 for all 
three cases in first energy level calculation. Note that for the other two multi-electron/nucleus 
systems (2) and (3), the electron densities are more concentrated at the nucleus, yielding a faster 
decay in the wave function compared to the Hydrogen atom structure. Hence the selected 
computational domain 10 a.u.  for system (1) is also used for systems (2) and (3). The value of 
wave function on the boundary of the cubic domain is assumed to be zero. For calculation of 
solution on higher energy levels, a larger computational domain is required as discussed in the 
numerical examples. 
 
 
 
 
 
 
 
 
 
 
 (a) Hydrogen atom (b) Hydrogen molecular ion (c) Hydrogen molecule 

Figure 7.  Three quantum systems and computational domain 

For easy discussion, we rewrite the proposed orbital HP-Cloud (OHPC) approximation of wave 
function as follows: 

 
1

( ) ( ) ( )
T

N
h ex

I I
I

ΙΨ φ
=

=∑r r h r α   (56)

 ( ) ( ) ( )
Tin

I I Iφ ϕ=r r h r a   (57) 

where in
Ih  and ex

Ih  are the vectors of intrinsic and extrinsic basis functions, respectively, and a  
and Iα  are the corresponding coefficient vectors. Note that the intrinsic coefficient vector a  is 
condensed by imposing reproducing conditions and the global discrete equations only involve Iα  
as unknowns. In this study, we use cubic B-spline function as the kernel function Iϕ  to construct 
the partition of unity. We employ HSCNI for integration of stiffness matrix associated with the 
Laplace operator, and standard Gauss integration with the same order of quadrature rule in 
HSCNI is employed for integrating the matrices associated with other terms in the Schrödinger 
equation. The solutions obtained from the proposed OHPC will be compared with those obtained 
from 3rd order p-adaptive FEM [53] and FEM approximation enriched with Gaussian function 
(Gaussian-FEM) [55] in the following study. Note that Gaussian-FEM is a global approximation 
and thus yields a full matrix in its discrete equation. 
 

nucleus

electron

z 

y 

x 

y 

x 

1.4 a.u.  
y 

x 

2 a.u.
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For quantum systems (1) and (2), only one electron exists, and thus the standard Schrödinger 
equation (8) can be used, where the potential function is independent of the electron density. 
Whereas quantum system (3) contains 2 electrons, and thus Kohn-Sham Schrödinger equation 
(14) based on the density function theory is employed. The effective potential function is 
dependent on the electron density and Newton iteration is used in this case. 
 
(1). Hydrogen atom 
Since Hydrogen atom is spherical symmetric, the total electron wave function can be expressed 
by a product of two functions: radial wave function ( )R r  and spherical harmonic function 

( ),Y θ φ . The equation of radial wave function ( )R r  can be expressed below [13] and will be 
solved by various numerical methods for comparison: 

 2
2 2

1 1 ( 1) ( ) ( ) ( )
2 2

d d l lr V r R r ER r
r dr dr r

 +  − + + =    
  (58) 

where l  is orbital angular quantum number. In this study, we only consider 0l =  (principal 
value) of each energy level. Define a new variable ( ) ( )R r rR r= , Eq. (58) is reduced to 

 [ ]
2

2

( ) 2 ( ) ( ) 0d R r E V r R r
dr

+ − =     (59) 

The one-dimensional characteristic functions ( )ig r  of ( )R r  for the first three energy levels are: 

 ( ) ( )2, 1 / 2 , 1 2 / 3 2 / 27-r -r/2 -r/3
1 2 3g (r)= re g (r)= re r g (r)= re r r− − +   (60) 

As discussed earlier, the cut-off boundary 10 a.u.r =  (atomic unit) is used as the numerical 

domain for the first energy level, whereas 20 a.u.r = is employed for the 2nd and 3rd energy 
level calculations. Three energy levels obtained using HP-Cloud approximations with first order 
polynomial intrinsic enrichment (HPC1), second order polynomial intrinsic enrichment (HPC2), 
and orbital intrinsic enrichment (OHPC) are compared in Table 1. HSCNI with 4th order 
quadrature rule is employed in all cases. The numerical solution clear shows that OHPC is most 
effective. Figure 8 compares the predicted solutions 2 2 ( )r R r  of the first three energy levels 
using various intrinsic enrichments. 
 
Next, for comparison with 3-dimensional finite element solution of the first energy level [53], a 
full 3-dimensional Schrödinger equation (8) is solved using OHPC with the following 
enrichments:  

[ ]in - r ex
I I1,e , 1ξ = = h h      (61) 

where ξ =1 for Hydrogen atom. HSCNI with 4th order quadrature rule is employed. The error in 
the first energy level of this quantum system is compared, where the exact solution of the first 
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energy level is -0.5 a.u.E = . In Figure 9, the orbital HP-Cloud solution is compared to the 
solution obtained from the 3rd order p-adaptive finite element method [53], where the 3rd order, 
2nd order, and 1st order FEM approximation is used in the region 2 a.u.r ≤ , 2 a.u. 4 a.u.r≤ ≤ , 

and 4 a.u.r ≥ , respectively. Note that since re−  is the 3-dimensional characteristic function of 
the Hydrogen atom, the numerical error of this problem using HP-Cloud approximation is due to 
domain integration. 
 
 
 
 
Table 1   Comparison of numerical error of the first three energy levels using one-dimensional 

HP-Cloud with different intrinsic enrichment functions 
Approximation methods No. of 

nodes 
Error of the 

first  
energy level 

Error of the 
second  

energy level 

Error of the 
third   

energy level 

41 13.2% 8.23% 5.82% 
HPC1: HPC with first order 
polynomial intrinsic enrichment 

[ ]in ex1 1I
I I

1

x - x1, , 1
c

 
= = 
 

h h    81 3.71% 2.22% 1.51% 

41 3.68% 1.74% 1.14% 
HPC2: HPC with second order 
polynomial intrinsic enrichment 

[ ]
2

in ex1 1I 1 1I
I I

1 1

x - x x - x1, , , 1
c c

  
 = = 
   

h h  81 0.331% 0.192% 0.0864% 

OHPC: HPC with orbital intrinsic 
enrichment 

( ) [ ]1in ex
I i I1,g r , = =  h h   

( )ig r  is chosen from (60) for i-th 
energy level 

21 0.00% 0.162% 0.0102% 
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(a) 1st energy level     (b) 2nd energy level 
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(c) 3rd energy level 

Figure 8.  Predicted radial distribution functions 2 2 ( )r R r  of the first three energy levels 
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Figure 9.  Numerical error of the first level energy of Hydrogen atom predicted by the 3rd order 

p-adaptive FEM and OHPC 
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(2). Hydrogen molecular ion 
Since this quantum system (Figure 7 (b)) contains 2 nuclei, we consider the following OHPC 
approximation: 

 1 2-r -rin ex 3 3I1 1I 2 2I
I I

1 2 3

x - xx - x x - x1,e ,e , 1, , ,
c c c

 
 = =   

 
h h   (62) 

where ic  is the dimension of the cover of kernel function in the i-th direction, and 1 1r = −r R  

and 2 2r = −r R  are distance measured from the evaluation point to the locations of the 2 nuclei, 

1R  and 2R , respectively. In this problem, the orbital bases for Hydrogen atom are only 
approximations, and linear monomial functions are used as an extrinsic enrichment of OHPC.  
 
We first use the coarsest discretization (9 9 9× ×  nodes) to identify the proper order of quadrature 
in HSCNI for this problem. To capture the very high order behavior in the wave function near 
nucleus, 2nd, 4th and 8th orders of Gaussian quadrature rule for a small region with dimension of 
6 a.u.  in each direction, and 2nd order Gauss quadrature rule for the rest of the domain are used. 
Table 2 lists the results of the first energy level. The reference solution of the first level energy of 
this quantum system is -1.1026 a.u.  [53]. 
 
Table 2. Numerical error of the first level energy for Hydrogen molecule ion 
 

2nd order 4th order 8th order 
6.2% 2.0% 1.3% 

 
Based on the results in Table 2, HSCNI with 8th order Gauss quadrature rule is employed in a 
small region with dimension of 6 a.u.  in each direction, and 2nd order Gauss quadrature rule is 
used for the rest of the domain. The results of the first level energy obtained from OHPC with 
HSCNI and the 3rd order p-adaptive FEM are compared in Figure 10. Better solution accuracy is 
obtained by using the proposed OHPC method. Figure 11 displays the electron density 
distribution 2ρ Ψ= of this Hydrogen molecular ion obtained by the proposed OHPC method. 
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Figure 10.  Numerical error of the first level energy of Hydrogen molecular ion predicted by the 

3rd order p-adaptive FEM and OHPC 
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 (a) (b) 

Figure 11. Electron density distribution of Hydrogen molecular ion obtained by OHPC: (a) 
Electron density along the x-axis (y=0,z=0)  (b) Electron density contour on x-y plane (z=0) 

 

(3). Hydrogen molecule 
This quantum system contains 2 electrons, and thus Kohn-Sham Schrödinger equation based on 
the density function theory is employed. The electron density field is calculated by the Kohn-
Sham wave functions (7), and the effective potential is obtained by (12). Since the effective 
potential function of DFT based Kohn-Sham Schrödinger equation is dependent on the electron 
density, a Newton iteration with tolerance 1 1010n nρ ρ + −− <  is used, where nρ  is the electron 
density solution at the n-th iteration. HSCNI with 8th order Gauss quadrature rule is employed in a 
small region with dimension of 6 a.u.  in each direction, and 2nd order Gauss quadrature rule is 
used for the rest of the domain. 
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Due to the structure of this quantum system (Figure 7 (c)) that contains 2 nuclei, we compare 
several forms of intrinsic and extrinsic enrichments as shown in Table 3. For both HPC and 
OHPC methods, the extrinsic enrichment is employed only near the nuclei 3 a.uix ≤ . The HPC 
and OHPC solutions are also compared with Gaussian-FEM that combines Gaussian orbital 
function with FEM approximation [55] in Table 3. The results show that OHPC with orbital and 
monomial bases performs much better than HPC with pure intrinsic or pure extrinsic monomial 
enrichment. It is also shown that using orbital functions as intrinsic functions and monomials as 
extrinsic functions yields a slightly better solution compared to the case using orbital functions as 
extrinsic functions and monomials as intrinsic functions. Both methods consume about the same 
CPU since the later requires inversion of a 4x4 moment matrix in the intrinsic enrichment. Figure 
12 shows the electron density distribution 2ρ Ψ=  obtained by the proposed OHPC method. 
 
Table 3 Numerical error of the first level energy for Hydrogen molecule (The reference energy 

is -1.8479 a.u. [53]) 
 

Numerical Methods No. of 
nodes DOFs Error of the first 

level energy 
Gaussian-FEM [55] 12,167 12,167 0.355%  

1,331 1,331 1.08% 
HPC with intrinsic monomial enrichment 

[ ]1

in 3 3I1 1I 2 2I
I

1 2 3

ex
I

x - xx - x x - x1, , ,
c c c

 
=  
 

=

h

h

 
9,261 9,261 0.42% 

1,331 2,360 3.51% 
HPC with extrinsic monomial enrichment 

[ ]

[ ]

1

3 a.u.

3 a.u.

in
I

3 3I1 1I 2 2I
iex

1 2 3I

i

x - xx - x x - x1, , , , x
c c c

1 , x

=

 
≤ =  

 >

h

h
 

2,197 4,384 0.52% 

729 979 1.03% 
OHPC 

[ ]
3 a.u.

3 a.u.

1 2

in 3 3I1 1I 2 2I
I

1 2 3

-r -r
iex

I
i

x - xx - x x - x1, , ,
c c c

1,e ,e , x

1 , x

 
=  
 
  ≤ = 

>

h

h
 

1,331 2,017 0.27% 

729 1,104 0.29% 
OHPC 

[ ]

3 a.u.

3 a.u.

1 2-r -rin
I

3 3I1 1I 2 2I
iex

1 2 3I

i

1,e ,e

x - xx - x x - x1, , , , x
c c c

1 , x

 =  
 

≤ =  
 >

h

h
 

1,331 2,360 0.16% 
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Figure 12.  Electron density distribution of Hydrogen molecule: (a) Electron density along the x 

axis (y=0,z=0)  (b) Electron density contour on x-y plane (z=0) 
 
 
6. Conclusion 
We present an orbital HP-Cloud (OHPC) approximation and higher order stabilized conforming 
nodal integration for solving Schrödinger equation in quantum mechanics. In the proposed OHPC 
method, orbital basis functions are reproduced everywhere in the domain of quantum system, 
while monomial basis functions are introduced as an additional enhancement of orbital basis 
functions through extrinsic enrichment to allow varying order of p-refinement. It is shown that 
when reproduction of orbital basis functions is enforced in the HP-Cloud approximation as an 
intrinsic enrichment, higher order extrinsic monomial enrichment is only needed in the vicinity of 
the nuclei. Due to the employment of higher order basis functions in the HP-Cloud 
approximation, a higher order stabilized conforming nodal integration (HSCNI) is developed. 
HSCNI is a correction of stabilized conforming nodal integration to achieve higher order accuracy 
in the domain integration. Enhanced accuracy and higher order convergence rate are achieved 
using HSCNI for the proposed OHPC approximation. Several quantum systems have been 
analyzed and the results obtained using the proposed method compared favorably to those 
obtained using p-adaptive or Gaussian enriched finite element methods. 
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