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Excerpts From The 1980 ICF Annual Report

Pages 2-2 through 2-5

Pages 2-8 through 2-18

Pages 2-20 through 2-26

Pages 2-38 through 2-43

Pages 4-2 through 4-45

Some of these pages have been cited as unpublished references in

the Book “Inertial Confinement Fusion” by John D. Lindl. They
are reprinted here for the convenience of the reader.

“Inertial Confinement Fusion” citations that pertain to the 1980
Annual Report are:
Chapter 2, references 44, 45.



Laser Targets

Hot-Electron ing in
Hohlraums and Its on
Nova Ignition-Capsule Design

During 1980, we extended our experiments
on hot-electron scaling in hohlraums to in-
clude hohlraums heated with the second

Fig. 2-1. Hot-electron
fraction inferred from
50-keV x rays.

L llllllll 1 LI L L L B |

1072

Red light
- Scale =
- L 02 =
[s] B A3 2ns -
= 04
m i Lowered to here -
e2 if LASNEX 2-D
10"3 A3 resonant
B25 x
0.6 ns absorption is

V3 (6/8)

0225 sphare
= Green light
@06 (5/8)
00.4 (5/8) }”"'

Blue light
0.6 (5/8) 06ns

L L I'II"ITI'I
Lo

v
Lol lllllll

1079 T R Ly
10° 10" 102
s*ner

2-2

and third harmonics of 1.06-um light. We
also extended our 1.06-um data at 0.6 ns to
include a variety of different hohlraum sizes
and geometries. As a unit scale size for our
targets, we adopted a Caimn target 500 um
in diameter and 800 um in length, and we
irradiated Caimn targets with this ratio of
length to diameter in scale sizes up to five
times the basic size. We also irradiated a
variety of 5/8-scale Caimn targets, which had
their lengths equal to their diameters, and
some spherical hohlraums, whose sizes are
specified by their diameter in millimetres.
The values of the hot-electron fraction,
fior inferred in these experiments are plot-
ted vs S*/A’Er in Fig. 2-1, where S is either
the scale size of the hohlraum or the equiv-
alent scale size based on surface area, A is
the laser wavelength in micrometres, E is
the laser energy in kilojoules, and r is the
laser pulse length in nanoseconds. The hot-
electron fraction is inferred from the 50-keV
FFLEX data, assuming a 50-keV Maxwellian
spectrum for the suprathermal electrons.
Using the formula of Kruer,' we have Eyqor,
in joules, given by
L(keV/keV/4x) 79

Enor s5x100 Z '

1)

where |, is the 4x x-ray fluence at an en-
ergy equivalent to the temperature of the
electron distribution. The temperature of the
hot-electron spectrum, as well as the angu-
lar distribution of x rays from these
hohlraums, is quite uncertain, so the frac-
tions quoted are probably uncertain to

at least a factor of 2. The parameter

S%A%Er is a hohlraum plasma-filling scaling
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parameter consistent with LASNEX calcula-
tions. If the closing time scales as 7, =
S/Vs, where Vy is the sound velocity of the
laser-heated corona and 7, is the closure
time to some fraction of critical density, and
where Vg ~ [ ZT, andZ~‘/T,for
high-Z plasmas, then

Vs~TH . @
From flux-limit arguments, the laser inten-
sity, I, is related to the material temperature
by

T3/2

Since I ~ E/S%r , where 7, is the laser
pulse length, we have

(&)

NE
2~ 22= 4
< TS ¢

Combining Eqs. (2) and (4) gives

r.\2 4

(;‘—) ~— ®

L X E’TL
Experiments having the same value of /7
will have the same fraction of energy re-
maining in the pulse when the hohiraum
fills to a given density.

If hot-electron production in hohlraums is
dominated by plasma phenomena such as

Raman backscatter, 2w, instability, and
filamentation, which occur in large volumes
of underdense plasma, then experiments
with the same value of 7 /7 should have
the same hot-electron fraction. The 1.06-um
data at 2 ns, as well as the 2w and 3w data
at 0.6 ns, do lie along a single curve, as seen
in Fig. 2-1. The 2w and 3w data are for ex-
periments conducted using only 20 to 30]
of incident energy and must be considered
very preliminary; however, the data are in-
dicative of a large reduction in the
suprathermal fraction compared to what
would be expected with 1.06-um light. The
1.06-um data at 0.6 ns also appear to lie on
a similar curve, but one that lies consis-
tently above the curve for the 2-ns data.
This may be due to an enhanced resonant
absorption contribution for the shorter-
pulse, higher-intensity experiments. A
LASNEX two-dimensional calculation of the
5/8-scale 4.0 Caim and a 0.6-ns pulse dura-
tion indicates that, if the resonant absorp-
tion contribution is removed, the residual
flux at 50 keV would be reduced by a factor
of 2 and would lie near the 2-ns curve.
Similar calculations for the rest of the 0.6-ns
experiments remain to be done. Also, the
assumption of a constant Tyt is probably
incorrect. Recent results obtained using

i}

HForoHOT-BOkeV,fHOT-LD i ﬁ J

varies as (\%)!/ for processes near
Fig. 2-2. Normalized
suprathermal x-ray
flux at 50 keV scales
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Fig. 2-3. Maximum ra-
diation temperature vs
laser energy for fixed

fuor
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one-quarter p. Further experiments are
planned at 5 ns to determine the pulse-
length scaling of the suprathermal electron
production.

Empirically, the 50-keV x-ray signal data
have less scatter if they are scaled with no
pulse-length dependence (see Fig. 2-2).* The
best overall fit to the data occurs when they
are scaled with S%A%E. We will not obtain a
definitive understanding of the processes
involved in hohlraums until we can actually
measure conditions inside a hohlraum, in-
cluding density, temperature, and density
and velocity gradients. We must also con-
duct a variety of experiments with long
scale lengths to isolate and study specific
contributing effects. It should be noted that
the electrons that cause serious preheat
problems for Nova double-shell targets are
those with energies of about 200 keV. We
have only recently begun to measure x rays
of this energy, so we presently have much
less scaling information at this energy. Early
results, however, indicate that the signals

| I

Lower edge of band
2%fHOT,r=1 nsatBkd, v~

Upper edge of band

EU\'B =

10%!H0.r,r ifnsat6kd, r~E
o i ]
10° 10' 10% 10°
E (kd)
Fig. 2-4. Peak pressure r [ T T
achievable on Nova as
a function of wave-
length. 300 — ]
Helios 3
(270 eV) £

2 200 p— —

P Transonic Apollo

o (225 eV)

2w
100 |— —
Subsonic Apollo
(160 V) 1w
0 1 [ [
0 100 200 2300 400
TgqleV)

2-4

from these electrons scale in essentially the
same way as do the 50-keV signals.

The above scaling relation, when com-
bined with the Marshak scaling law for ra-
diation temperature in a hohlraum, allows
us to predict the design parameters likely to
be available on Nova.

If we scale the laser pulse length to the
capsule size to get optimal capsule perfor-
mance, we have 7, ~ E!3, From the
Marshak scaling of hohiraum radiation tem-
perature, Ty, we have

&E \113
"~ (5 ®
for ~onstant conversion efficiency, where ¢
is the conversion efficiency from laser light
to x rays. If we use the hohlraum-filling

scaling for hot electrons, we have
4

NE7
for constant hot-electron fraction. Combin-
ing Eqs. (5) through (7), we get
(EV/6\1/3
TR ~ (T) . (8)

If, instead, we use the empirical fit to the
hot-electron data, we have
3

= constant )

—— = constant , 9
VE &)
which gives

EV/6\1/3
Tg~ ( X 4/3) . (10)

One conclusion evident from either Eq. (8)
or Eq. (10) is that it is much more effective
to shorten the laser wavelength than it is to
increase laser energy as a means of increas-
ing the hohlraum temperature. Equations
(8) and (10) assume a constant conversion
efficiency. If we include the observed in-
crease in conversion efficiency for short
wavel , which scales approximately as
€ ~ A~V the increased temperature avail-
able at shorter-wavelength is even greater.
Figure 2-3 gives the attainable driving tem-
perature at 1.06, 0.53, and 0.35 um for differ-
ent levels of hot electrons as a function of
laser energy. Equation (8) was used in pro-
ducing these curves. The empirical fit to the
data, obtained from Eq. (10), would give
somewhat higher estimates for the tempera-
ture with 2 and 3w light. Laser entrance-
hole losses and the symmetry of implosion,
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rather than hot-electron production, may
limit hohlraum temperatures for the shorter
wavelengths.

The increased range of driving tempera-
tures made available by building Nova with
2w and 3w capabilities has a large impact on
the qualitative nature of the designs that
can be tested to produce the implosion ve-
locity, convergence, compression, and fuel
temperatures required for D-T ignition. The
driving pressure of subsonic ablation scales
as the third to fourth power of the radiation
temperature. The increased temperatures
shown in Fig. 2-3 lead to a factor of 5 to 10
increase in peak implosion pressure as the
irradiation wavelength is shifted from 1.06
to 0.35 um at constant hot electron fraction,
as shown in Fig. 24.

Using 1.06-um light, we should be able to
generate a peak implosion pressure of 40 to
80 Mbar. This pressure can drive the 160-eV
Apollo capsule shown in Fig. 2-5(a) to igni-
tion conditions. However, the high conver-
gence and subsonic nature of the implosion
require satisfaction of extremely severe
tolerances on the uniformity of radiation
drive.

Many features of the 160-eV Apollo cap-
sule present extremely difficult fabrication
problems. High-quality, free-standing
high-Z shells in this size range have never
been formed before. Also, even with 100-A
surface finishes, the ARTIC code Rayleigh-
Taylor calculations predict near penetration
of 6:1 aspect-ratio gold shells. Hence, the

inner shell will probably require a
graded-Z, graded-density composition to re-
duce the Atwood number on its outer sur-
face. The inner shell may also require a
low-Z liner on its inside surface to eliminate
a mix of high-Z material with the D-T fuel.

Author: J. D. Lindl
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Fig. 2-5. Possible de-

signs for Nova igni-
tion capsules.
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High-Density Cryogenic Targets
for Shiva and Novette

In designing capsules for large-hohlraum
Shiva experiments, we found that simple
glass-and-parylene cryogenic targets per-
form extremely well in our nominal
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hohlraum environment. LASNEX simula-
tions indicate that these targets might attain
average D-T fuel densities ranging from 150
to 250 times solid density on Shiva and
yaelle’neum (Normal solid density of
D-T is 021 g/cm’) When we change the
model to one that we believe better simu-
lates Novette hohlraums, we find that these
same targets might reach average fuel den-
sities of 1500 times liquid density (1500X).

This article will discuss why these very
simple cryogenic targets can approach
1000X and will examine some of the effects
that may make the targets fall short of the
mark. At the end of the article, we will pro-
vide some performance predictions for
these targets on Shiva and Novette.

The Targets. Figure 2-12(a) shows the
type of target we have been examining. The
capsule itself is a simple glass shell, 200 um
in radius and 5 um thick, coated with a
parylene (CH) ablator to a thickness of 20
to 30 um. The fuel in these capsules takes
the form of a thin (~1.6 um) cryogenic
layer of D-T, which is obtained by freezing
out the 0.01-g/cm® D-T gaseous fill.

Figure 2-12(b) shows the cryogenic
hohiraum. The support pylon provides a
cold jet of He gas, which flows through two
100-um holes, cools the capsule, and then
flows out of the hohlraum. The hohlraum
greatly simplifies the task of fielding cryo-
genic targets, since it shields the capsule
from room-temperature radiation that might
damage the uniform cryogenic layer. The
He jet should not affect the laser-hohlraum
physwsbemwertsdermty about 10%
atoms/cm?®, is well below critical density.

Pieces of the Puzzle. While running an
observations about the target’s performance,
some of which appeared rather strange.
Examination of the various observations has
led to an understanding of what is impor-
tant in making glass and CH targets attain
high density. Some of the more important
observations are
e If we calculate the performance of one of

our targets with gas fill, it attains 30 to

100 . Freezing out the gas raises the

peak average density of the target by

about a factor of 10.
® A hot electron fraction, fy;oy, greater than

1% degrades the performance of the tar-

get. Figure 2-13 plots peak density vs fyor
ﬁuma\e-dmmmalmuhbmuof
these targets. Note that, even at f,or ~

10%, the targets can conceivably exceed

200:¢.
® For a given fy;, the peak fuel density is

relatively independent of when the hot
electrons appear or what pulse shape they
may have. The only thing that matters is
how many hot electrons are

This is shown in Fig. 2-14, which plots

Pumax VS tyon where tyor is the time at

which we applied 3% fyor with a 50-ps

FWHM.
® Targets that have grossly preheated push-

ers (>20 eV) due to x rays can still exceed

1000¢ if for does not exceed the level
expected with the Novette laser driver

(<1%).
® A related observation is that, in the

highest-density targets, the peak fuel pres-

sure can be substantially greater than the

Fig. 2-12. {a) Cryo-

65/8-scale
|I4.DCdm
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Fig. 2-13. Calculated
peak density as a
function of hot-
electron fraction for a
200- X 5-pm target
with a 20-um coating
of CH.

Fig. 2-14. Peak density
achieved by cryogenic
targets. (a) Peak fuel

density vs time we ap-
plied 240 ] of hot elec-
troms (3%) in 50 ps. (b)
Inner radius of the

pusher vs time.

Laser Targets

stagnation pressure of the hydrodynamic

system without fuel. For example, the

gmsslypldteahedsystemwemﬁmwd
above achieved a fuel

4 jerk/cm’. Withmrlﬂ\efuel.ﬂtegenk

stagnation pressure is 0.5 jerk/cm
® A very strange result was that the very

highest density was attained when we
tried to degrade the calculated perfor-
mance. We were trying to save computer
mocking up the effects of 3% electron
preheat with an energy source in the
pusher. These implosions (which had ex-
panded, spongy pushers) resulted in peak
densities of 2000X and average densities
of =1500<.

Unifying Theory. All the observations
described above can be explained by a
two-part hydrodynamic theory of the cap-
sules, The first part of the theory is that it is
both possible, and necessary, to keep some
regions of the fuel on a very low adiabat. In
one-dimensional calculations, increases or
decreases in the peak fuel density come
principally from processes that affect the
adiabat of the coldest part of the fuel.

The second part of the theory is that, in
achieving the very highest densities

(~1000), the fuel itself becomes a pusher.
At the end of the implosion, the fuel is
dense enough, cool enough, and moving
fast enough to stagnate to very high densi-
ties; it gets little or no help from the pusher,
so that the pusher and the fuel are essen-
tially decoupled. Clearly, two-dimensional
asymmetries will reduce the effectiveness of
the fuel stagnating upon itself

We now examine both parts of our
hydrodynamic theory.

Role of the Fuel Adiabat. Our use of
“adiabat” is explained with the aid of
Fig. 2-15, which plots In T vs In p for sev-
eral sections of cryogenic fuel. We define
adiabat by extrapolating a line of slope =
0.67 from the ideal portion of the In T vs
In p curve back to the p = 0.1 g/cm® axis.
The temperature value of the intersect is
our adiabat. [If some other reference density
is preferred, then multiply our adiabat by
(p/0.01)°%]

Examining many one- and two-
dimensional implosion simulations leads
us to the conclusion that the fuel naturally
divides itself into three regions: the outer
region, which lies between the outer
and inner regions. Each region has its
own dominant preheat mechanism, has a
different adiabat, and reaches a different
density. The three regions are shown in
Fig. 2-16.

Referring to this figure, we see that the
outer region of the fuel is preheated by
thermal conduction from the pusher. With
the nominal Shiva hohlraum model, the
temperature of the pusher itself rises to
about 5 eV because of preheat by x rays and
hot electrons. (See Figs. 2-17 and 2-18 and
Table 2-1 for a discussion of our model
technique.)

500
(a)

400 —

300 |—
200

3
Prnax {g/em”)

100 —

(b)

Times hot electrons
ware applied

f 4

Inner radius, r (um)
z
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Heat flow from the pusher to the outer
part of the fuel raises the adiabat of the
outer-fuel mass to ~2eV.

The inner region of the fuel is dominated
by shock preheat. When the pusher
jumps-off, the fuel in this region is spalled.
Late in the implosion, the accelerating
pusher/fuel mass catches up to this ex-
panded fuel and shocks it. Typically, the in-
ner region of fuel is on a 10- to 20-eV
adiabat; however, this part of the fuel is
very sensitive to the details of the velocity
profile. Different target/hohlraum designs
can place the inner-fuel mass on greatly dif-
fering adiabats.

The third region of the fuel is the central
region, which is preheated by shock, by hot
electrons, and by thermal conduction from
the two hotter regions that surround it.
Without hot electrons, the central fuel mass
gets shocked-up to about 2 eV. Because this
temperature is not high enough to fully ion-
ize solid D-T, the central fuel mass lies on a
very low adiabat, equivalent to an ideal gas
at approximately 0.1 eV. The presence of
hot electrons will raise the adiabat of the
central fuel mass, as will thermal conduc-
tion. For our nominal Shiva model, the or-
der of importance of preheat processes in
the central-fuel region are hot electrons
shock > thermal conduction. For our

Figure 2-19 indicates how these three re-

gions perform during an implosion. Density
is plotted vs time for two one-dimensional
implosions. One implosion has 3% fyor,
while the other has no hot-electron fraction.
Qualitatively, both simulations behave the
same, although the numerical values ap-
pearing are nearly a factor of two apart. As
the sketch accompanying Fig. 2-19 shows,
the central-fuel region attains the highest

Fig. 2-15. The three
characteristic regions
of cryogenic fuel.

Fig. 2-16. Plots of In T
vs In p for the implo-

chettemode!(f,.,o-r<l%),theorderof ﬁom_lhowniwnul
- con- :i:.!l&hl ith 3%
duction > hot electrons. (b) Without hot
electrons.
o°
1 T T T 10° ®) T T T
—

-
2 ne | region— /
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102
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inT
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In p (g/em®)

Inp {alurnal

102 10°
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Table 2-1. Radiation

Laser Targets

density, while the inner-fuel region attains
the lowest density.

Figure 2-15 shows plots of In T vs In p for
these same two implosions. These plots
clearly show that the most dense region of
the fuel is on the lowest adiabat, while the
least-compressed (inner fuel) mass lies on
the highest adiabat. We also note in
Fig. 2-15 that the two fuel adiabats associ-
ated with the most dense parts of the two
implosions are significantly different. In the
absence of hot electrons, as we have said,
the central-region fuel mass initially appears

in the drive spectrum to be partially ionized, and it compresses
(~0.4 keV) and the with a y < 1.67. However, with hot elec-
(P--'du“h\’) trons present, this fuel mass appears to be

for different hohlraum  fully ionized and implodes like an ideal gas
Model 04 keV 24 keV 3.0 keV
Nominal LASNEX 7% 10°¢ 7 x 108 1x10°8
High x-ray preheat 5% 108 5% 1077 2x 1077
Tud 6 X% m—6 5% w—lﬂ 2X IO""

Ndcﬂkaﬁhmhﬁl}m’hv,&emmbﬁ?k]dm
ps into a 5/8-scale 40 Caim, t = 2.0 ns, and Tp = "140 eV."

This means that, in the absence of hot elec-
trons, the central-fuel mass will be denser
for a given final hydrodynamic pressure.

The conclusion we draw from Figs. 2-15
and 2-16 is this: whether or not our glass
and CH capsule compresses fuel to 1000X
depends on the adiabat of the central-
region fuel mass. If this adiabat is above
1 eV, 1000X will not be achieved; if it is
around 0.1 eV, 1000 is possible. This con-
clusion is supported by Fig. 2-20, which is a
plot of peak fuel density vs the adiabat of
the fuel. The points were taken from a se-
ries of calculations that had varying
amounts of hot-electron preheat. The figure
suggests that, with preheat levels that cause
adiabats >0.3 eV, even a one-dimensional
simulation will show that this cryogenic tar-
get will not attain 1000X. We must keep
the preheat level low and that, among other
things, means keeping the hot-electron frac-
tion at a low value.

Besides the effects of hot electrons, there
seems to be at least two other irreversible

Fig. 2-17. Hohlraum ta) (b)
model using the tech-
nigque of Pan. (a) Ini- Au Au
tial calculation. (b)
Subsequent cal-
culations. Laser is fired into

empty hohlraum

generating a realistic

FDS source. FDS source is placed
Fig. 2-18. A 600-ps next to hohiraum well,
drive source for A weak laser is com-
5/8-scale 4.0 Cairns mwlvw“:.d‘m
target. {(a) Comparison electrons are
of Dante T, vs t forced to have a
Comparison of time- WA,
integrated Dante spec-
trum with our model. /Tm
{c) Comparison of ex-
perimental data and The sketch shows how we model one-dimensional implosions, illustrates a variation of the technique used by
computational results Y. Pan: Radiation preheat and drive come from an FDS source that we place next to the hohiraum wall. This

FbSmrnito“Mo-e\r"mmbvmmM&mmI-truluhtioruuinlaulnswpl.

10°

f-
= — TDG (LASNEX
a g 2 - post processor) -
519 § * X-1 streak
i & 20 |— -1 streak camera —
© x= L =
Experimental 8 1o & g et
N Calculated peak eaia fa b b R Ll o Peak of laser pulse |
peak »x §. o -
0 1 1 oLl | | 3 o | |
-1.0 0 1.0 0.2 1 2 08 1.6 2.4 3.2 4.0
Time (ns) he (J/keV -sphere) Time (ns)

Our modeling technique produces radiation outputs that agree with experiments done on 5/8-scale 4.0 Cairn targets irradiated by a 600-ps
pulse. The good agreement with fairly sketchy data is a healthy sign. Besides the “good™ source, which we think models Shiva, we also have
some other sources, notably a high x-ray preheat source that has about 10 times more preheat energy than our nominal model. Although we
do not believe this source is accurate, it is useful for eveluating worst-case scenarios and for bringing out physics points. Table 2-1 compares
preheat and drive for various radiation models. Hot electrons are included in the model by shining an appropriate amount of laser energy
onto the hohlraum wall and converting the energy entirely into 50-keV hot electrons.
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2.2 24 26 28
Time (ns)

Laser Targets
Fig. 2-19. Density vs

sions. (a) Without 3%
hot-electron fraction.
fﬂo-[ =3% (b) With 3% hot-
electron fraction.

2 lg/lem®)

processes that will raise the adiabat of the
central fuel mass: thermal conduction and
shock heating. For simulations without the
presence of hot electrons, Fig. 2-21 shows
peak density of the central-fuel mass as a
function of a thermal conduction multiplier.
These calculations were done using Cray
LASNEX, which is thought to provide a
better treatment of heat transport than the
7600 version.' We can see from the graph
that inaccuracies in our understanding of
thermal conduction could be important. Ten
times more conductivity than we think is
correct would substantially degrade the cap-
sule’s performance, and one-tenth the trans-
port would essentially eliminate all the
effects of heat flow.

Shock heating also raises the adiabat of
the central-region fuel mass. Keeping shock
heating down is the reason we would like
to implode these capsules with a 900-ps
pulse, rather than with the more usual
600-ps pulse. Moreover, in optimizing Shiva
implosions for which hot electrons are
present, we have also found it necessary to
reduce the thickness of CH below that
called for by the rocket equation; a “proper”
thickness of CH results in a too-hard shock
hitting slightly expanded fuel, putting the
central-fuel mass on too high an adiabat.

Shock heating can also be reduced in
other ways, all of which seem to be equiva-
lent to pulse shaping. For example, one of
that calculations done with very high x-ray
preheat show achievement of extremely
high density and pressure. Part of the rea-
son for this is that the hard x rays cause the
glass to swell. This swelling then com-

g

- (g/em®)
8

100
oo 0.1 1 10

Multiplier

presses, accelerates, and shocks the cryo-
genic layer to about 0.2 eV. Figure 2-22
compares fuel density vs time (p-t) and
temperature vs time (T-t) at jump-off for
the high x-ray preheat model and for the
normal model without hot electrons
present. When the main shock hits in the
high x-ray preheat model, the density jump
and temperature jump of the fuel corre-
spond to a lower adiabat than for the nor-
mal x-ray model. The main shock leaves
the fuel on a lower adiabat because of early
motion—which is the same thing as pulse
shaping.

2-13
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Pusher-Fuel Decoupling. One of our puz-
zling observations about these targets is that
the peak fuel pressure can greatly exceed
the peak stagnation pressure of the same
hydrodynamic system imploded without
fuel. Table 2-2 shows peak pressures with
and without fuel for various hohlraum
models. In some models, the peak pressures
with and without fuel are roughly compara-
ble. However, in other systems with cold
fuel but preheated pushers, the peak pres-
sure of the fuel can be far greater than that
mtedbyﬂwhydlodymmksym

The physical reason for this is that, to
CH cryogenic targets, it is not necessary for
the pusher to stagnate upon the fuel. If the
fuel is on a low enough adiabat, then even
a severely preheated pusher can drive the
fuel fast enough so that it forms a cold,
dense, rapidly imploding shell. When this
shell stagnates, it is capable of generating

the peak conditions we calculate—without
outside help from the pusher.

To see this, let us focus on the calculation
in Table 2-2 labeled “Pusher preheat added
as source.” Figure 2-23 illustrates the fuel
configuration of this run at 2.6 ns—just be-
fore stagnation. We see that the fuel itself is
a cold (<10 eV), dense (=~30 g/cm?), rap-
idly moving shell. Looking at the energy of
the L = 4 zone, we see that the sum of the
internal energy and kinetic energy is 0.002
jerk/g + 0.018 jerk/g = 0020 jerk/g at t =
2.6 ns. When it stagnates, this chunk of fuel
comes up to 450 g/cm’® and 98 eV. At this p
and T, the energy density of the fuel is
0.021 jerk/g. This piece of fuel can achieve
its peak conditions merely by stagnating
upon itself; almost no energy need be trans-
ferred to it. In examining the L = 14 part of
the fuel, we see that this cold, dense, rap-
idly moving fuel mass has an energy den-
sity of 0.016 jerk/g just before stagnation.
At its peak condition, the energy density
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rises to 0.020 jerk/g, so there is only a small
transfer of energy to this section of fuel.

Only the outermost, lowest-density part
of the fuel is substantially influenced by the
pusher. During the period from 2.6 ns to
peak density, the energy density of this part
of the fuel nearly doubles, from 0.014 to
0.023 jerk/g.

Apparently, these targets do not have to
convert pusher kinetic energy into fuel in-
ternal energy to achieve high density. For
example, in high-pusher-preheat implo-
sions, the total fuel energy rises only 40%
until it is fully stagnated. Analysis of the
numbers shows that most of this energy
goes into the lower-density regions nearest
the pusher; the highest-density fuel gains
very little energy. In low-pusher-preheat
implosions, where we would expect better
transfer of pusher energy, the total fuel en-
however, nearly all of this energy appears
in the lower-density regions.

Interestingly enough, the specific energy
of the most dense part of the fuel is fairly
independent of peak density. This is seen in
Fig. 2-24, which plots specific energy of the
maximum-density fuel vs p,,.. These points
were taken from a variety of calculations in
which we varied the maximum density by
varying the preheat; drive and capsule de-
sign were kept fixed. Apparently, the en-
ergy of the highest-density fuel is
determined by its peak kinetic energy—a
quantity that remains fairly constant as pre-
heat is varied.

LASNEX seems to be telling us that stag-
nation of the pusher is not a particularly
important part of these implosions.

Implications of Self-Stagnation. What
does all this mean? First of all, we do not
need dense metal next to the fuel to attain
1000 X. Glass pushers, even those expanded
by preheat, can still drive D-T fuel up to a
very high density. The fuel itself can be-
come a cold, dense, fast-moving shell.

Second, the fuel-pusher decoupling im-
plies that the state of the fuel may not be
reflected by the state of the pusher. Specifi-
cally, this means that neutron average pAr
of the pusher may not be a unique diagnos-
tic of the state of the fuel. Figure 2-25,
which plots peak fuel density vs pusher
pdr, justifies this statement. A low pAr of
the pusher does not necessarily indicate low

fuel density. To infer a fuel density, we
need to know something about the hohl-
raum conditions, The latter point is empha-
sized by the dashed lines in the figure,
which represent calculations where the
pusher (but not the fuel) was preheated far
more than our nominal model would
predict.

By contrast, the points of density vs pAr
for room-temperature gas-filled capsules
(Fig. 2-26) do seem to lie on one line that is
independent of the hohlraum model. Here,
pusher stagnation is required to achieve
peak density, and p,,,,, is a simple function
of pusher pAr. (Also indicated in the figure
is the uncertainty expected in a radiochemi-
cal measurement.) By making our targets
cryogenic, we have introduced ambiguity
into the interpretation of the pAr results.
Fortunately, the NPIRE I and NPIRE II se-
ries will provide us with data that will al-
low us to form a relatively good idea of the
drive and preheat of our hohlraum.

Table 2-2 Peak stag-
nation pressure with
and without fuel for
various hohlraum

L=17,

v = -0.0165 cm/ns,
a=7 ﬂcfna
T=76eV

L=14
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Fig. 2-24. Specific en-
ergy () of the densest

fuel in an implosion
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Fig, 2-25. Peak fuel
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A third implication of pusher-fuel
decoupling is that mix may not be a major
problem in these targets. The reason is that
peak density does not occur because the
pusher squeezes the fuel as it slows down;
peak density occurs due to incoming fuel
stagnating on dense inner fuel. A spherical
shock of high-density, high-pressure fuel
grows outward; when the shock hits the
pusher and decelerates it, the outer fuel is
actually denser than the pusher. At peak
fuel density, the pusher density at the
fuel-pusher interface usually is only slightly
greater than the fuel density, indicating that
growth and penetration of Rayleigh-Taylor
mix should not be a major factor in these
capsules.

Independence of Hot-Electron Timing.
One of our observations about these targets
is that their performance seems to be rela-

tively independent of hot-electron timing,

dmayunmhﬂ:&m This is shown in Fig. 2-14, which plots p,,,
a « - "
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Fig. 2-26. Peak fuel
density vs pusher pAr
when the targels are
gas filled instead of
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applied 3% fyor with a 50-ps FWHM.
Figure 2-14 shows us that we get about the
same p, . if the hot electrons appear almost
anytime during the main part of our laser
pulse. Only at very early or very late times
will there be a difference. (Apparently, at
late times, the pusher becomes thick
enough to shield the fuel from the hot elec-
trons. At early times, the fuel has an oppor-
tunity to expand and behave more like a
gas-filled implosion.)

The physical reason why hot-electron
timing is not important seems to be that the
fuel ends up at nearly the same adiabat re-
gardless of when the preheat appears.
LASNEX indicates that a pulse with a 3%
hot-electron fraction followed by a shock
causes roughly- the same total preheating as
a shock followed by the hot electrons. We
see this in Fig. 2-27, where we plot fuel
adiabat vs time of appearance of the hot-
electron pulse. We argue that our targets are
relatively independent of hot-electron tim-
ing because the fuel adiabat is independent
of timing and because it is the adiabat of
the fuel that determines the peak density.

Neutron Yield. Figure 2-28 shows neu-
tron yield vs f,,,r for one-dimensional im-
plosions using diffusion transport. The yield
varies by only a factor of 3 as we change
fyor from 0 to 10%. Examination of these
calculations indicates that 90% of the yield
comes from the inner one-eighth of the fuel
mass, which is the fuel that is first spalled
and then shocked to a high adiabat. At
peak compression, the outer radius of the
neutron-producing region is more than
one-half the total fuel radius.

A traditional way to cut our expected
neutron yield is to dud the center part of
the fuel. The usual argument for dudding
the center is, “The central neutrons origi-
nate from a shock stagnating at the origin.
In a real three-dimensional target, this will
not happen.” However, we have performed
many two-dimensional calculations to ex-
amine the effect of asymmetric implosions
on our capsule. As noted below, we have
found, very reproducibly, that the yields do
not appear to change greatly due to
two-dimensional effects. So, rather than
clinging to bias, we claim that these calcu-
lated yields are the ones we would
expect—if the hohlraum implodes the cap-
sule in a manner indicated by a
two-dimensional diffusion model.
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energy density by a multiplier that was 1.0
at the waist and pole and 1.0 + f at '
= 135° (i.e,, the 45° point). The term f is
the parameter we varied in this survey; it
tells us how much energy asymmetry we
have in the hohlraum.

Figure 2-31(a) shows how peak density of
our targets drops with asymmetry. Accord-
ing to the figure, we can have up to 20%

While symmetry and hot electrons do not
appear to have a great effect on the yield,
variations in the radiation model do change
the yield. Table 2-3 lists yields and densities
for several models. The first four cases
would be characterized as “140-eV sources”;
nevertheless, each case produces a different
drive and preheat.

If real Shiva or Novette hohlraums be-

have like some of these other radiation
models, it would appear that we may not
have enough yield to do a diagnoseable ex-
periment. Fortunately, there is at least one
way we can trade density for yield in these
targets: we can fill the void in the center of

o

Fig. 2-27. Central fuel
mass adiabat vs the
time at which we ap-
ply a 240-], 50-ps
pulse of 50-keV hot
electrons.

our cryogenic target (see Fig. 2-12) with 3 F
low-density “boost gas.” This boost gas ‘.‘_;
raises the PBINTR yield of the target from e | Al
~1 X 10°to 5 X 107 while cutting the fuel I
density from ~350 to 200x.
Nature appears to have provided an en- i =]
ticing near-term source of boost gas, one
that could even be used on Shiva. It seems 0 |
that, over a several-degree temperature 1 2 3
range near the D-T triple point, liquid D-T Time (ns)
will spread itself into a continuous, but S=To— e %j—:&aﬂmd
nonuniform, layer over the inside of a glass £ f The yield i
microballoon.® At around this temperature, § yinunznﬁvc.':n
the vapor pressure (see Fig. 2-29) corre- g1 — 'Hmﬂi';:mm‘;'n
sponds to a density of about 0.001 g/cm®. > e Eipare s for very
Moreover, two-dimensional calculations in- 2 10° finely zoned fuel.
dicate that some sagging of this layer (up to > T T S T
30% P, defect) should not greatly affect ei- o 4 8 12 16 20
ther the yield or peak density. (Note: the fhor ¥
term P, measures the distance between the Model With hot electrons T o
center of the-outside of a shell and the cen- T o = )
ter of the inside of a shell o o s toos SR ettt o etcl X
Author: L.J. Suter TR 0% Ocins 2 ” ; i
Szu‘:‘m 30 g/om, 1 X 1 250 g/fom, 1 X% 1
Only pusher preheated - 380 g/am’, 1 % 10°
Nominal radiation with 80 g/cm’, 1 x 108 230 g/amd, 2 % 100
PBINTR and 3% hot
electrons
Nominal radiation with 40 g/cm®, 3 % 107 =
PBINTR plus boost gas
and 3% hot electrons
Novette, 160 eV, 300 g/em?, 5 X 107 L
PBINTR with 1% hot
electrons
Novette, 160 eV, 130 g/em?, 1 X 10° —
PBINTR with 1% hot
electrons, boost gas
Table 2-3. One-
dimensional peak tar-
get densities and neu-
tron yields for various

hohlraum models.
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Apollo High-Density Targets

The success of the first Shiva-scale,
double-shell, intermediate-density target
(Fig. 2-34), code named Apollo, demon-
strates that the LASNEX computer program
can be used to correctly predict the perfor-
mance of complex targets and gives us



? lg/em®)

o

1} 20 24 28
CH sbiator thickness, Ar (gm)

with Tg = 160 eV

and f = 1%. (b)
65 Effects of adding

5 boost-gas to a cryo-
genic 200- X 5-um +

24-pm-CH Novette
0 0.0005 001
0.00 target.

added incentive and confidence to pursue
and explore the merits of more advanced
Apollo target designs. Since the preshot
Apollo design study results and the prelimi-
nary postshot analysis of the experimental
data have been presented elsewhere (Ref 7
and “Apollo Intermediate-Density Targets—
Analysis” in Section 4 of this report), we
discuss here the near-term potential of the
glass-tamper double-shell targets and de-
scribe more advanced high-density Apollo
targets that will be driven by x rays gener-
ated by the absorption of 0.25- to
0.50-um-wavelength laser radiation.
Glass-Tamper Targets. Glass-tamper
Apollo targets similar in design to that
shown in Fig. 2-34 can be used to experi-
mentally examine several issues critical to
the design of double-shell targets (e.g.,
spherical convergence or symmetry require-
ments, shell sensitivity to hydrodynamic in-
stabilities, deleterious effects of tamper-fuel
target-fabrication tolerances). However,
these issues will not be addressed here; we
will only indicate the near-term potential of
obtai:nh-lfﬁ.lel densities greater than
20 g/cm’ (100 liquid density) by using
glass-tamper targets.
One-dimensional LASNEX simulations of
the Shiva-scale Apollo target showed that
the high suprathermal-electron preheat of
the glass tamper was the major cause of the
relatively low compression achieved. Recent
spherical hohlraum experiments have ob-
tained a peak radiation temperature of
140 eV and values of about 3 to 7% for
F(HOT), which is the fraction of incident la-
ser energy that is in suprathermal electrons
(see “NPIRE” in Section 4). Such a large re-
duction (about 10X) in the suprathermal-
electron flux will clearly allow the fuel to be
compressed to higher densities. As dis-
cussed previously,” the peak fuel density
achievable in an Apollo target is inversely

180 pm
R/AR =26
R/AR=35 Fig. 2-34. One-
dimensional diagram
of the Shiva-scale
Apollo intermediate-
density target.

proportional to the initial tamper radius, but
any increase in the fuel compression is ob-
tained at the expense of lower neutron
yield. Also, the smaller tamper radius forces
the outer shell to undergo more spherical
convergence.

Table 2-7 shows the one-dimensional
LASNEX simulation results for two Apollo
targets that have 120-um-i.d. glass tampers
of 10- and 12.8-um thicknesses, are filled
with D-T gas at 10 mg/cm’, and use CH
outer shells as shown in Fig. 2-34. The
LASNEX model used in these calculations
has previously been described.” A high-
preheat frequency-dependent source (FDS)
of x rays with a peak radiation temperature
of 120 eV was imposed in the channel. (The
time-integrated spectrum of this FDS source
was identical to the “pessimistic” profile
shown in Ref 7.) Concurrently, a 1.4-k],
1.06-um laser beam was directed at the in-
side of the Au hohlraum; all of the incident
laser energy was absorbed and placed into
suprathermal electrons. The suprathermal-
electron temperature, T(HOT), varied with
the laser intensity according to the empirical
formula in LASNEX and reached a peak
value of 13 keV.

The results in Table 2-7 indicate that
peak fuel densities in excess of 40 g/cm’
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Fig. 2-35. (a) One-

a 0.25- to 0.50-um-

wavelength
D-T target. (b) Pulse
shape of incident laser

Laser power (TW)
2
|

(b)
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can be achieved in the near-term by mak-
ing minor modifications to the previously
tested Shiva-scale Apollo target and by us-
ing a spherical hohlraum. There is a moder-
ate increase in the convergence-ratio
requirement. (The convergence ratio, CR, is
the initial outer radius of the ablator di-
vided by the compressed-fuel radius.) We
can increase the calculated low neutron
yields by about an order of magnitude by
using a higher peak x-ray hohlraum tem-
perature (140 eV). Nevertheless, it may be
difficult to verify the compression achieved

We have not fully explored the possibility
of obtaining much higher fuel compression
by using a glass-tamper Apollo target simi-
lar to that shown in Fig. 2-34 under condi-
tions of low preheat and high x-ray drive,
A further increase in peak fuel density can
be expected with either a smaller tamper ra-
dius, with a layered glass/high-Z tamper
(e.g., glass/Pt), or both. However, limita-
tions of existing diagnostics place a serious
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constraint on verifying the achievement of
very high fuel compression. The develop-
ment of new density-diagnostic techniques
is clearly necessary.

0.25- to 0.50-um-Wavelength Apollo
Targets. The use of 0.25- to 0.50-um laser
radiation, which can be obtained either
from a KrF laser or by frequency conversion
of the 1.06-um Nd:glass laser radiation, is
expected to reduce the suprathermal elec-
tron production and to increase both the la-
ser absorption and the x-ray conversion
efficiency (ratio of radiated x-ray energy to
laser energy) in hohlraum targets. Using
one-dimensional LASNEX simulations, we
have made a preliminary design study of
double-shell targets with a single fuel re-
gion using 10 to 265 k] of 0.33-um laser ra-
diation (approximately midway in the
0.25- to 0.50-um range). In this study, the
basic components of the targets remained
fixed, while the fuel mass (target size) var-
ied according to the available laser energy.
We present some unoptimized results of
full-scale (265-kJ) and 0.55-scale (50-k]) tar-
gets to indicate the performance-parameter
regime.

Throughout the one-dimensional
LASNEX simulations, the laser radiation
was initially directed at the Au hohlraum
and was absorbed by both classical and
nonclassical processes. The suprathermal-
electron fraction, (HOT), either was deter-
mined by the normal LASNEX parameters



or was imposed. In some cases, the
suprathermal-electron temperature, T(HOT),
varied as a function of the laser intensity

fing to the empirical THOT) formula;
in other cases, the parameters in the
T(HOT) formula were adjusted to give a
desired maximum value for T(HOT). Be-
cause of the relatively low peak laser inten-
sities (about 1 X 10" W/cm?) used in these
target designs, we do not expect copious
production of suprathermal electrons. When
the normal LASNEX parameters were used,
all the laser energy was absorbed by in-
verse bremsstrahlung (IB) before reaching
the critical-density surface. When FHOT)
and T(HOT) were imposed, all the laser en-
ergy was forced to be absorbed at critical

processes). We used isotropic-diffusion x-ray
radiation transport and non-LTE atomic
physics on the Au case.

Full-Scale Targets. Figure 2-35(a) shows
a target with 1-ug of cryogenic D-T fuel, a
Au-Ni tamper, a CHOW (carbon, hydrogen,
gen, tungsten) pusher, and a Be ablator;
Fig. 2-35(b) shows a typical time-power pro-
file assumed for the laser. As noted above,
the target design is unoptimized. Each of
the Au and Ni tamper shells has an aspect
ratio (shell radius/shell thickness) of about
20. Approximately 20% of the Be ablator
(by mass) remains unablated when the
CHOW pusher attains its peak implosion
velocity. We can replace the Au-Ni tamper
with a single lower-density, high-Z shell
(such as Ag or Pb) and convert some of the
excess Be ablator into CHOW pusher; these
modifications would reduce the aspect ra-
tios of the tamper and pusher shells to less
than 10.

Table 2-8 shows the simulation results of
tions. The values for HOT) and T(HOT)
were determined by the normal LASNEX
parameters. In each calculation, the D-T
thermonuclear burn was turmned off to de-
turned on to obtain the target yield. The
reference calculation A shows that a ther-
monuclear yield of 160 kj can be obtained;
however, very good implosion symmetry is
mﬁmasmmdbymehighmat
mix time. A slight reduction in the input la-
ser energy in calculation B results in an in-
crease in the fuel pR at mix time, to about
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03 g/cm”. This improvement in pR is com-
pensated by a lowering of the fuel tempera-
ture, TL In calculation C, a 3.5-ns-duration,
constant-power (75.7 TW) laser profile was
used. A compatison of the results of cal-
culations A and C shows that the target

is insensitive to this change in
the incident laser pulse shape.

We subjected the reference target (cal-
culation A) to various levels of supra-
thermal electron preheat. A peak value of
50 keV for T(HOT) and values of 15 and
30% for F(HOT) were imposed, respec-
tively, in calculations D and E (Table 2-9).
The effect of the suprathermal electron pre-
heat on the target performance is clearly in-
dicated in calculation E by the lower fuel
density and pR. We note that the 56 to 57%
x-ray conversion efficiencies obtained in
these simulations are in excellent agreement
with recent 0.5-um-wavelength Au-disk ex-
perimental results at comparable laser in-
tensities.® Figure 2-36 shows the temporal

Table 2-8. Imploded
fuel parameters of a

cryogenic D-T target
for three input laser
conditions.
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profiles of the channel radiation tempera-
ture and T(HOT) in calculation D. The
spikes on the T(HOT) profile arise as fol-
lows. When one of the discrete zones used
to simulate the Au case expanded into the
channel, its density dropped below the criti-
laser light was allowed to penetrate into the
next zone. The resulting small increase in
radius of the critical-density surface (lower
laser intensity) caused a decrease in the
T(HOT) value and created the observed os-
cillations. The x-ray time-temperature pro-
file, reaching a peak value of about 220 eV,
is representative of the distributions ob-
tained in these simulations. The slow rise in
the radiation temperature after about 4.7 ns
was caused by the stagnation of the Au and

1883 52{:25 55:._&_3 a1y
48y greeg EERs Gesl
x2p geeRg sueg sss)

parameters
when cryogenic D-T is replaced by gaseous

b B

-T of equal mass.

A

Be in the channel, but this increase in the
channel temperature occurred after the
pusher had reached its peak implosion ve-
locity at 4.4 ns. Consequently, the target
performance was not improved by this ad-
ditional drive.

A gaseous D-T target is less troublesome
to fabricate than a cryogenic target. Conse-
quently, in calculations F and G (Table
2-10), we replaced the cryogenic D-T fuel
used in calculation A with an equal mass of
D-T gas (initial density = 26.8 mg/cm’) to
examine this design option. The higher ion
temperatures at mix time are obtained at
the expense of lower fuel densities, and
there are moderate reductions in the con-
vergence ratios and thermonuclear yields.
The gaseous D-T targets can be used as test
beds for the more advanced cryogenic
Apollo targets.

To date, only CH or CF, have been fabri-
cated into ablator materials and used in ICF
target experiments; therefore, for calcula-
tions H and | (Table 2-11), we substituted
CH ablator for the Be ablator used in cal-
culation A. Since CH has a higher Z than
Be, it is a less efficient ablator; conse-
quently, the CH ablator masses in calcula-
tions H and I are only one-half the Be
ablator mass in calculation A. Degradations
in the target performance resulting from the
substitution of CH for Be are not very se-
vere. We now have more flexibility in the
choice of the ablator material.

0.55-Scale Targets. The full-scale targets
described above require much more laser
energy than will be available in the near fu-
ture, so we have done a preliminary study
of a 0.55-scale, 50-k] target design. The en-
ergy requirement of 50 k] is well below the
possible output of the Nova Phase |
frequency-converted Nd:glass laser. For the
0.55-scale target design, all of the dimen-
sions of the target shown in Fig. 2-34 were
reduced by a factor of 0.55, and some of the
excess Be ablator was converted into
thickness reduces the shell aspect ratio to a
more conservative value of 7.8, as compared
with a value of about 10.9 for the full-scale
target. The temporal pulse shape of the in-
cident laser radiation is shown in Fig,
2-37(b). At peak laser power (32 TW), the
laser intensity on the Au case is about 9 X
10" W/cm?. Table 2-12 shows the simula-
tion results for both cryogenic and gaseous



D-T target designs (calculations ] and K, re-
spectively) that use a Au-Ni tamper. Peak
fuel densities in excess of 600 g/cm® and
thermonuclear energy yields of more than
1 k] are obtained.

As noted above, the aspect ratios of the
Au and Ni tamper shells are about 20.
When the layered Au-Ni tamper is replaced
with a single Pb shell, this ratio is reduced
to 8.4. Thus, the aspect ratios of the pusher
and tamper in the target design shown in
Fig. 2-37(a) are both less than 10. Table 2-13
sults of this target filled with gaseous D-T
for two suprathermal-electron flux models;
there is no significant difference between
the results of these two calculations. The
large thermonuclear energy yields shown in
Table 2-13 should allow the implosion

characteristics to be diagnosed by neutron S ———————
imaging techniques. R
We recognize that some of the compo- " Solid . Gas .
nents in these initial target designs may cre- T e
and more design effort will certainly be re- N o T
quired to eliminate these difficulties. Never- g
gest that an Apollo target can produce a 0302
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Charged-Particle Targets

Table 2-13.

Compressed-fuel parameters
of 2 Nova Phase | target (Fig. 2-37) Fig, 2-38. Target gain
for two
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Laser-Plasma
Simulation

Overview of Laser-Plasma
Coupling in Radiation-Driven
Targets

Laser-plasma coupling in hohlraums has a
number of special features that are impor-
tant to consider. First, the absorption of la-
ser light is much improved, as compared
with analogous open targets. Because light
is focused into a can through several holes,
the light can undergo multiple interactions
with the high-Z plasma within the can. Not
surprisingly, the absorption of 1.06-um light
is quite high: a measured fractional absorp-
tion of 70 to 80% is typical (see “Caimn Scal-
ing” in Section 4).

Second, compared to open targets,
Brillouin scatter is much less of an absorp-
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tion issue in hohlraums." Our calculations
have indicated that the Brillouin instability
scatters light over a broad range of angles
and, hence, is dangerous as a loss mecha-
nism mainly near the entrance holes where
the plasma density is rather Jow. If we use
LASNEX-calculated plasma conditions for a
typical experiment with a Caim hohlraum,
and consider the plasma within one diame-
ter of the entrance hole, our nonlinear the-
ory estimates a Brillouin reflectivity of
==15%. This result is consistent with ob-
served data, which do indicate that the
nonabsorbed light is strongly red-shifted
(see “Caimn Scaling” in Section 4). Similar
estimates for the nominal hohlraum to be
irradiated with Nova predict a reflectivity of
==30% when 1.06-um light is used. An im-
proved understanding of the plasma condi-
tions, the detailed angular distribution of
the scatter, and the competition of the scat-
ter with other coupling processes is needed
to quantitatively improve this prediction. A
change in the distribution of light within
the hohlraum is expected to be an impor-
tant consequence of Brillouin scatter.

A third, and key, feature of laser-
irradiated hohlraums is the development of
a large volume of underdense plasma as
plasma blows off the walls and accumulates
within the can. Large regions of underdense
plasma can alter the relative importance of
absorption processes, since a number of in-
stabilities take place in this plasma. Of par-
ticular importance to target design is the
generation of very energetic electrons, either
directly via the Raman and two-plasmon
decay instabilities or indirectly by the
filamentation instability, which strongly in-
creases the intensity of the light. The gen-
eration of copious amounts of hot electrons,
as well as the predicted sizable levels of
Raman-scattered light, have, in fact, been
observed in many hohlraum experiments.
As discussed in “Hot-Electron Generation in
Hohlraums,” below, our calculations of
hot-electron generation via instabilities in
the underdense plasma within the hohl-
raum compare favorably with observations.
These calculations have also led to the for-
mulation of a simple model for scaling of
both the number and the temperature of
hot electrons with the hohlraum size and
with the energy, pulse length, and wave-
length of the irradiation (see “Hot-

Electron Scaling in Hohlraums and Iis Im-

pact on Nova Ignition-Capsule Design,”
earlier in this section). A simple model of
the instability-induced heating has been in-
corporated into LASNEX, our target design
code.

Our calculations continue to emphasize
that the laser-plasma coupling is signifi-
cantly improved when shorter-wavelength
light is used to irradiate hohlraums.? Colli-
sional absorption is enhanced, and the vari-
ous instability thresholds increase as the
wavelength of the light decreases. More
importantly, a hohlraum of a given size
fills with plasma whose density is a
smaller fraction of the critical density of
shorter wavelength light, thus reducing the
effidency of the instabilities in that plasma.
Preliminary experiments in which small
hohlraums are irradiated with 0.53- and
0.35-um light are consistent with these pre-
dictions. More experiments with larger
hohlraums irradiated with more energy in a
longer pulse (i.e., longer than 600 ps) are
clearly needed to check and extend these
promising results on wavelength scaling of
laser-plasma coupling. It is also very impor-
tant to measure the plasma conditions
within the hohlraums to test the critical as-
sumptions underlying our coupling
calculations.

Author: W. L. Kruer

Hot-Electron Generation in
Hohlraums

Introduction. In radiation-driven implo-
sions,? a pulse of laser light is directed into
a cylindrical gold can (hohlraum), where
the laser energy is absorbed and a portion
of the absorbed energy is converted into

x rays. The mechanisms by which the laser
light is absorbed within the hohlraum affect
both the efficdiency with which the laser
light is converted into x rays and, most im-
portantly, the magnitude of the undesired
preheat of the capsule by high-energy (hot)
electrons. From a coupling viewpoint, a key
feature of laser-irradiated hohlraums is that
they fill with large regions of underdense
plasma. As the can is heated and xrays are
generated, plasma blows off from the walls,
even from those parts of the walls not di-

- rectly lluminated by the laser light, and

this plasma accumulates within the en-
closed can. The presence of a large volume

2.30
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of underdense plasma can lead to absorp-
tion of laser energy by electrons with a very
high temperature, since coupling processes
in the lower-density plasma are then en-
hanced. The most important mechanisms
for generating hot electrons in the
underdense plasma are the Raman, two-
plasmon-decay, and filamentation instabil-
ities. We will first give a theoretical discus-
sion of these mechanisms, and we will then
consider a specific application of theory to
recent experiments made with laser-
irradiated hohlraums.

Mechanisms That Produce Hot Elec-
trons. The generation of hot electrons
(sometimes called suprathermal electrons) is
a common feature of laser-plasma coupling
and is a signature of absorption via collec-
tive processes. In this coupling, laser light
excites plasma waves that, in turn, transfer
their energies to electrons by accelerating
them. Since plasma waves preferentially ac-
celerate the faster (resonant) electrons, a
high-energy tail of electrons is generated.

In past experiments, with only small re-
gions of underdense plasmas,'* the genera-
tion of hot electrons was principa}l?r
attributed to resonance absorption,” a
collective-absorption process that takes
place at the critical density (n,). Simula-
tions'® of resonance absorption typically
showed about 30% absorption into a tail of
hot electrons with a temperature 6, ~ 107>
TS (A2)°, where T, is the background
electron temperature in keV, 1 is the inten-
sity in W/am’®, and ), is the wavelength in
um,

The presence of large regions of plasma
with densities less than critical can intro-
duce new avenues for hot-electron genera-
tion by the
@ Raman instability.
® Two-plasmon-decay instability.

@ Filamentation instability.

In the lower-density plasma, the Raman'’
and two-plasmon-decay'? instabilities gen-
erate electron plasma waves, while fila-
mentation of the laser light'? as it propa-
gates through the underdense plasma can
greatly increase the intensity of the light.
The latter effect both reduces inverse
bremsstrahlung and makes resonance ab-
sorption and other collective-absorption
mechanisms more efficent.

Other possible mechanisms for hot-
electron generation are parametric instabil-

ities near the critical density, absorption on
jion turbulence driven by heat-flow instabil-
ities, and continued reheating of electrons
whose flow is inhibited by large self-
generated magnetic fields. These processes
have not recently been given much atten-
tion, but are difficult to completely rule out
in view of our meager knowledge of
plasma conditions and electron transport in
hohlraums.

Two-Plasmon-Decay and Raman
Instabilities. The two-plasmon-decay (2w,,)
and Raman instabilities can most simply be
described as the resonant decay of a light
wave either into two electron plasma waves
or into an electron plasma wave and a scat-
tered light wave. From the frequency-
matching conditions, it is apparent that the
2w,,, instability occurs near 0.25 n, and the
Raman instability takes place at a density
<0.25 n_,. For either of these instabilities,
absorption is most effident near 0.25 n,
where the instability is absolute. The
threshold intensity (I;) of these instabilities
is usually determined by density gradients,
which interfere with the resonant coupling.
These threshold intensities are

ok A4
I~ 5X10° == , (19)
LA,
for 2w, instability, and
5 x 107
(20)

T= 33743
Aﬁ Lu

for Raman instability near 0.25 n_. In
Egs. (19) and (20), I} is the intensity in
W/em?, L,(\,) is the local density-gradient
length (wavelength) in pum, and 6, is the
background electron temperature in keV.
Collisional absorption gives a lower limit on
the threshold intensity, which can be esti-
mated by replacing L, with the absorption
length (L,p,) for light propagating up to
0.25 n. For a gold plasma, this absorption
length, in um, is L, = 500 6,2

To date, our two-dimensional particle
simulations™ indicate that, above the insta-
bility threshold, the instabilities near 0.25 n,
can be characterized by an absorption
length (£,) of £, ~ 2c/y, where c is the ve-
locity of light and v, is the maximum linear
growth rate. Hence ¢, ~ 2 X 10%/1'7,
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where £, is in um and I is in W/ecm?, As an
example, for light with an intensity of 10"
W/em?, £, ~ 60 um. These simulations™
also show the generation of hot electrons
with an effective temperature of 75 to 150
keV, weakly dependent on intensity.

At densities below ~ 0.2 n_, the two-
plasmon-decay instability is no longer oper-
ative, but the Raman instability (and its ki-
netic analog) persists. Simulations of Raman
backscatter in this regime®' show that the
absorption length becomes longer and the
hot electrons produced become cooler as
the density decreases. For example, in
one-dimensional simulations in which
1.06-um light with an intensity of 25 X
10" W/em? is propagated through a slab of
plasma having an electron density varying
between 0.075 and 0.125 n_ in 127 ym and
an electron temperature of 10 keV, about
11% of the light is absorbed into hot elec-
trons having a temperature of about 32
keV. Our results show that the heated-
electron temperature can be estimated as
mv;/2, where v, is the phase velocity of the
plasma wave associated with the Raman
scatter. Note that Raman sidescatter is then
expected to produce a heated-electron tem-
perature about twice as high as that pro-
duced by backscatter, since the wavelength
of the plasma wave generated by sidescatter
is about |/ 2 longer than that due to back-
scatter. Sidescatter occurs preferentially out
of the plane of polarization and has ap-
proximately the same density gradient
threshold as does backscatter near 0.25 n

It is actually Raman forward scatter 2
that produces the most energetic electrons,
since the plasma wave associated with for-
ward scatter has a very long wavelength
and, hence, a high phase velocity. Simula-
tions with large slabs of plasma having a
uniform density of 0.1 n_, have shown
heated electrons with a very hard tail ex-
tending out to energies of several MeV due
to forward scatter. Fortunately, forward
scatter has a weaker growth rate than does
either backscatter or sidescatter (in the ab-
sence of Landau damping), and forward
scatter also has a much higher intensity
threshold due to density gradients. In par-
ticular, Iy ~ 5 X 10" n_/n /LA, forn <
0.1 n_,. Here, Iy is in W/em®, n (n,) is the
critical (plasma) density, and L (A) is the
local density-gradient scale length (wave-
length of the light) in um. Hence, efficient

forward scatter requires high-intensity light,
quite large regions of rather uniform
plasma, or both. Qur theory indicates that
Raman forward scatter is below threshold
for the LASNEX-computed plasma condi-
tions in the nominal Nova hohlraum.

The use of laser light with wavelengths
shorter than 1.06 um is predicted to de-
crease the generation of hot electrons in
hohlraums due to the 2w, and Raman in-
stabilities. As the wavelength decreases,
® The intensity thresholds due either to col-

lisions or to density gradients are higher.
® The hohlraum fills to a smaller fraction of

the critical density if the irradiation condi-
tions and the size of the hohlraum are
held constant; hence, there is simply
much less plasma with densities of ~0.1
to 0.25 n_, available for the instabilities
that generate hot electrons.
Filamentation. Filamentation of the inci-
dent laser light is a volumetric process that
can indirectly lead to the generation of
very-high-energy electrons via resonance
absorption or other collective-absorption
mechanisms, The physics of filamentation is
straightforward. A local increase in the
laser-light intensity pushes plasma aside via
the ponderomotive force, creating a density
depression that refracts the light inward,
further increasing its intensity. The net re-
sult is the breakup of the incident light
beam into intense filaments. The filament-
ation instability can be conveniently charac-
terized by a spatial gain coefficient, K
which, for the most unstable filament, is

o1 M (Ve s
=g (o) o) e

where v is the oscillation velocity of an
electron in the electric field of the light
wave, v, is the electron thermal velocity, n,
is the plasma density, and T(T) is the ion
(electron) temperature. Note that, for a
hohlraum filled with plasma with a given
mean density of n, and a temperature of T,
K[ scales as A3, which indicates that
shorter-wavelength light is less sensitive to
filamentation.

One possible effect of filamentation
would be to decrease the inverse brems-
strahlung and enhance both the amount of
resonance absorption and the temperature
of the resonantly heated electrons. A crude

DA%
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estimate is that the light can filament to an
intensity sufficient to expel plasma from the
filament: I\2 ~ 10 6, where 1 is the inten-
sity in W/em?, A,, is the wavelength in um,
and 8, is the background plasma tempera-
ture in keV. According to LASNEX calcula-
tions of typical hohlraums irradiated with
1.06-um light,? 8, is set by inverse brems-
strahlung and is typically ~5 to 10 keV in
the underdense plasma. Hence, the
filamented intensity can be ~5 X 10"
W/em?. Resonance absorption of a filament
with this intensity would produce hot elec-
trons with a temperature of ~100 keV.
Since generation of filaments is a volumet-
ric process, this mechanism for the genera-
tion of hot electrons also depends on the
filling of the hohlraum.
Application of Theory to Recent
Hohlraum Experiments. One major diffi-
culty in calculating the coupling of laser
light within hohlraums is the significant un-
certainty in the plasma conditions within
the hohlraum. Recognizing this uncertainty,
we proceed by briefly considering the
plasma conditions calculated with LASNEX
for a 2.0H Cairn hohlraum?® irradiated with
a 600-ps, 6-k] pulse of 1.06-um light. In this
two-dimensional LASNEX calculation, the
standard model developed from the high-Z
disc experiments™ was used. '
Figure 2-62 shows the contours of plasma
density at the peak of the laser pulse. Note
that the critical-density contour is still close
to the wall, but that a large fraction of the
volume of the can is filled with plasma to

plasma density (n/

alhepnko:’!ln;:f) a density of 0.1 to 0.4 n_. The correspond-

::'”'ll::h' for 20H ing temperature contours show that the
0.08 v

0.04

r {em)

0.02

0.02 0.04 0.08 0.08

Z (em)
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background electron temperature is about 6
keV in this density region. The incident
laser-light intensity, determined by ray trac-
ing, ranges from ~5 X 10'® W/cm? at the
entrance hole to ~3 X 10" W/em? in the
region of 0.25 n,, to ~3 X 10" W/em® near
the critical density.

For the plasma and irradiation conditions
near 0.25 n, both the 2@, and Raman in-
stabilities are far above their intensity
thresholds, which, in this example, are all
about 3 X 10" W/em? In addition, we esti-
mate that several absorption lengths near
0.25 n_, are available, indicating that we can
expect sizable absorption by these instabil-
ities. To investigate the coupling, we carried
out a one-dimensional particle simulation,
which includes both Raman and Brillouin
backscatter. In this simulation, a plasma
slab with density rising from 0.1 to 0.3 n,
in 127 ym and with an electron temperature
of 6 keV was irradiated with 1.06-um light
having an intensity of 3 X 10" W/cm’”.
About one-half of the light was absorbed
via the Raman instability into electrons with
a temperature of ~100 keV; less than 10%
of the light was reflected by the Brillouin
instability. For these specific plasma condi-
tions, we have not yet carried out two-
dimensional simulations that indude the
2w, instability. However, based on previ-
ous two-dimensional simulations, we expect
that a mix of the 2w, and Raman instabil-
ities will result in an even larger absorption
into electrons with a similarly high tem-
perature. The two-dimensional calculations
emphasize that measurements of the
Raman-scattered light provide an underesti-
mate of the heating, since the 2w, instabil-
ity also contributes to the heating and part
of the Raman-scattered light is absorbed on
the way out of the plasma.

Our calculations compare favorably with
the results of experiments'? in which a 2.0H
Cairmn hohlraum was irradiated with a 6-k]J,
600-ps pulse of 1.06-um light. Measure-
ments of the high-energy x rays indicated
that about one-half of the laser energy was
absorbed in hot electrons with a tempera-
ture of about 60 keV. We note that the
hot-electron temperature inferred from
x rays—a time and space average—is typi-
cally lower by a factor of up to 2 than the
actual hot-electron temperature at the peak
of the laser pulse. In addition, a sizable
amount of scattered light with a frequency



in the neighborhood of « /2 was observed,
providing direct evidence for the efficient
generation of Raman instability.

Other experiments in which the can size
and the input energy were varied show a
strong variation in the fraction of the en-
ergy absorbed in hot electrons. LASNEX
calculations of these experiments® indicate
that the fraction absorbed into hot electrons
varies as the amount of laser energy re-
maining in the pulse after a sizable part of
the can fills to densities near 025 n_. Ob-
served delays in the time of onset of the
hard x-ray signals are consistent with this
interpretation. There also appears to be the
expected correlation between the level of
the hard x-ray fluences and the level of the
Raman-scattered light. Finally, our early ex-
periments, in which small hohlraums were
irradiated with 0.53-um laser light, indicate
the expected reduction in hot-electron

generation.

Although we have a preliminary model
for hot-electron generation in hohlraums,
many important issues remain to be re-
solved. Our ability to reliably calculate
plasma conditions and the extent of
hohlraum filling is open to question due to
uncertainties in electron transport; detailed
measurements of these plasma conditions
are crucial to the testing of critical assump-
titative mix of coupling processes in large-
scale-length plasmas is not well understood,
and processes such as filamentation need
further theoretical and experimental investi-
gations. An improved understanding of the
angular distribution of Brillouin scatter and
its competition with other instabilities is
also needed, since this process can, at the
very least, change the location of the ab-
sorption in hohlraums. Experiments in
which larger hohlraums are irradiated with
longer-pulse-length light are needed to test
hot-electron scaling in a parameter space
close to that of future Nova targets. Further
experimental tests of hot-electron genera-
tion as a function of laser wavelength are
also important. Finally, we need more mea-
surements of x rays with energies =300
keV, since these x rays are a signature of
the electrons that lead to preheat in
Nova-size targets.

Authors: W. Kruer, K. G. Estabrook,
B. F. Lasinski, and A. B. Langdon
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Introduction

The approaches to realizing deuterium—
tritium (D-T) fuel-ignition conditions using
laser systems separate naturally into two
categories: direcily illuminated “electron
conduction” driven targets and soft x-ray
driven capsules. In the latter, x radiation
from the conversion of focused laser energy
is contained and used to compress and ig-
nite a physically separate component that
contains thermonucdlear fuel.

At LLNL, this latter approach to inertial
confinement fusion, which parallels the
technique used in thermonudear weapons,
isbeirﬁpmmedvigmuﬂy.TheCaimand
Apollo’ target designs have resulted in im-
plosions in which D-T fuel was compressed
to 20 g/cm’ (100 times liquid D-T density)
and raised to a temperature of 0.4 keV us-
ing the Shiva laser during 1979 and 1980.

Soft x-ray-driven ICF targets offer an im-
portant advantage: by placing the fuel cap-
sule inside a high-Z enclosure, the effects of
short-wavelength perturbations in intensity
within a single laser beam or between
beams are efficiently smoothed. Long-
wavelength perturbations are effectively
smoothed by choosing an enclosure design
that leads to a very symmetric implosion.
Because of this smoothing, the driver
beams, whether photons or partides, need
not be extraordinarily smooth or uniformly
arranged and can be incident on the target
from only two directions. This greatly facili-
tates the design of a fusion reactor and ex-
plains, in large part, why Shiva’s beams are
arranged in two opposed clusters.

An immediately apparent disadvantage of
x-ray driven targets is that an additional
(and possibly inefficient) step has been
added in driving the capsule, i.e., absorbed
laser light must be converted to soft x rays
and transported to the capsule. Experimen-
tal and theoretical scaling studies of x-ray
drive have been an important component of
our program for the past three years. Addi-
tional information was added to our data
base this year, but the general picture re-
mains unaltered; i.e., laser pulses with
wavelengths of 1.06 um and less have been
able to raise Caim hohlraums to equivalent

temperatures near 200 eV.

A less obvious potential liability has been
our repeated observation that hohlraums of-
ten produce fluxes of hot electrons far ex-
ceeding those seen in open geometries such
as disks. In many cases laser blowoff plas-
mas are trapped within a hohlraum and are
calculated to reach electron densities near
n/4 before the end of the focused laser
pulses. These plasmas can result in laser
light self-focusing and can support high
phase-velocity electron-plasma waves. Elec-
tron wave-breaking energies reach several
tens of keV in 1.06-um irradiated hohlraums
and the flux of suprathermal electrons so
produced can be a serious source of capsule
preheat. This year, as shown in the follow-
ing section, we significantly advanced our
ability to predict and control suprathermal
preheat.

Another article relates our early work
with HEET (high-energy electron thermom-
eter), a new x-ray fluorescence technique
designed to show where suprathermal elec-
trons are deposited in hohlraum targets.
Clearly, the target designer is interested in
absolute spatial and temporal preheat mea-
surements at the capsule. The HEET tech-
nique offers an avenue for making such
determinations.

This year the Shiva laser was used in ex-
periments simulating the electron-plasma
densities expected at the laser entrance ap-
erture during Nova target irradiations. The
Nova cone-angle experiments sought to test
the concept of placing Nova's laser beams
in an open-cone configuration. Increasing
the angle of the cone improves the calcu-
lated drive uniformity in a Nova-irradiated
hohlraum, but it also increases the risk that
refraction will deflect laser light away from
the hohlraum entrance aperture. We used
LASNEX to design a series of targets that
could be irradiated by Shiva and achieve
entrance-aperture plasma densities equal to
and substantially higher than the highest
values expected in Nova designs. The first
phase of these studies, reported below, re-
vealed no flaw in the Nova planning,

Finally, we summarized our planning and
design of a 4w UV probe beam for Novette
to be used in interferometry applications to
help us study plasma conditions in enclosed
laser-irradiated geometries.

Authors: K. R. Manes and J. D. Lindl
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Over the last year and a half we accumu-
lated information on the scaling of x-ray
drive and suprathermal preheat in laser-
driven hohlraum targets. Early in 1981 we
established a data base of our experimental
results to facilitate the testing of hypotheses
about hohlraum modeling. We chose a rela-
tional data-base system and compiled an
expandable list of about 60 parameters that
describes the target’s behavior. To date, par-
tial data for over 200 laser-driven hohlraum
shots have been loaded into this system.
The data base covers both empty and
fuel-ball-containing Cairn designs as well as
several other geometries.

Scaling parameters for which data exist
span the ing ranges:
.lr;idmthsu‘enugy(E‘_): 0] <E <

10% ).
® Laser wavelength (A): 10.6, 1.06, 0.53, and

0.35 pm.
® Laser-pulse duration (r): 0.1 ns < v <

6ns.
® Hohlraum size (V): 7 < 10~°

0.012 cm®.

Figure 4-1 illustrates typical Caim
hohlraum characteristics. The Shiva or Ar-
gus laser beams were focused into the en-
trance apertures, allowing at least 100 um
between marginal rays and the lip of the
entrance hole. To maintain calculable geom-
etries, axial symmetry was preserved, except
“Dante” soft x-ray spectrometers. Table 4-1
these targets were exposed. Specific align-
mtgewnemeshavenotdm'nged&m
those reported last year.” Many measure-
ments were made during each target ir-
radiation, and these measurements were
principally intended to elucidate the three
fundamental processes: coupling of the tar-
get to the laser pulse, soft x-ray drive, and
suprathermal electron preheat. Very few
data have been accumulated so far on drive
uniformity at the capsule, preheating of the
implosion assembly, or stability.

Table 4-2 lists all of the empty-hohlraum
target irradiations carried out to date.

Absorption Studies. Figure 4-2 indudes
all absorption measurements made since
late 1978 on empty Caim hohlraums and

reveals that the average absorption has

m’ <V =<

been slightly over 80%. Absorption in this
context means the fraction of the incident

laser energy not accounted for by reflected
beam diagnostics (RBD). In fact, niore than
one measurement system provides absorp-
there are three groups of detectors inside

the target chamber specifically designed to

Fig. 4-1. Hohl-
raums are gold cylin-
ders with characteris-
tics listed here.
e}
‘ A
Material: 20-um-thick gold
Typical dimensions
Scale
number D (um) L (um) d (um)
16 800 1280 400
20 1000 1600 500
25 1250 2000 625
30 1500 2400 750
40 2000 3200 1000
5.0 2500 4000 1250
5/8-3.0 1500 1500 750
5/8-40 2000 2000 1000
Fig. -2 Empty Cairn
. 100 ) (R R N AR TR targets typically ab-
® sorb about 80% of in-
B cident laser
HER -
T ® s 2 g8 S
w
k! o =
\E 60— Typical error _.A
S S B e
0 2000 4000 6000 8000
EA?IV (kdoum?fem®)
Incident laser /
4) = B < 10%)
2uy 4= =200])
3uy 1)sEpum= 9]
EE'H 0.1 to 6 ns FWHM
~Amgus 22
Shiva 20 £/6 beams, radial polarization

Table 4-1. Irradiation
conditions at 1 w,

2wy, and 3 wy.
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However, none of the data in Fig. 4-7 has
been so corrected.

Suprathermal X-Ray Scaling. The
suprathermal x-ray fliux has been monitored
as an indication of suprathermal electron
population, and a variety of scaling rela-
tions have been devised to explain its be-
havior. Table 4-3 contains x-ray flux
measurements from channels centered be-
tween 25 and 350 keV for all empty
hohlraum targets in our data base. The
units employed are 10'? keV/keV and as
the tabulation shows the hohlraum data
cover seven orders of magnitude. Besides
the obvious technical challenge of absolute
measurements over such a range, these data
present a severe test for any scaling
hypotheses.

Last year we observed that the supra-
thermal x-ray flux at a given x-ray energy
from hohlraum targets, when normalized
by the absorbed laser energy, scaled as E/V,

Relstive Intensity

2.5-mm~diam sphere;
8.36-kJ/0.9-ns pulse

where E is the laser energy and V is the
hohlraum volume (e.g., see Fig. 5-81, Ref. 2).
This year new data at A = 035um and A
= (.53 yum were added that caused us to
change our scaling parameter to EA%/V.
Figure 4-8(a) through (e) plots the normal-
ized suprathermal x-ray fluxes at different
x-ray energies in units of (keV)™! for the
empty hohlraum targets in Table 4-3 vs
EA*/V in units of kj(um)?/cm’. These plots

. reveal the same trends noted previously,

i.e., in spite of large scatter, the x-ray flux
detected in any of the listed channels
dlearly increases as EA”/V increases. In all
cases, the filter-fluorescer spectrometers
measured flux produced predominantly
within the hohlraum as bremsstrahlung ra-
diation. The 25-keV emission was certainly

.0 Cairn E;
86-kJ/0.6-ns pulse,

Detscted x~ray flux {J/srekeV)
o
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Fig, 4-5. Repre-
sentative back-
scattered light specira
from hohlraum
targets.

Fig. 4-6. Repre-
sentative Dante spec-
tra from 600 ps Cairn
irradiations show sofl-
ening of spectra as
hohlraum size is
increased.

Fig. 4-7. Equiva-
lent soft x ray

brightens temperature
scales with Marshak

parameter E/ArV2,
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Fig. 4-8. Nor-
malized x-ray flux
scales with EA?/V.

severely attenuated by the 15-t0-20-um-
thick target walls. The 50-keV x-ray flux
was much less affected, and all higher
channels were essentially unaffected.
Each individual spectrum shows a com-
pound exponential decline at high energy.
This observation led to an attempt to char-
acterize the observed spectra by two
suprathermal temperatures. Figure 4-9
shows a number of these x-ray spectrum
slope(ortaupaam)es&mamdmwn
en‘q:lgrlwhhmmixndiaﬁa\satm
and LASL.” This slope, 8y, is the lower of
the two temperatures that seem to charac-
terize our data. The slope apparently in-
creases with the average laser intensity on
the interior of the hohlraum (E/Ar) and
thus is found to scale with the
(EA%/Ar) as indicated in Fig. 4-9. In the ex-
pression for this parameter, E is the laser
energy, A is the wavelength, A is the
hohlraum area, and r is the pulse length.
Such I\? intensity scalings have often been
noticed in disk target studies; however, the
temperatures observed here are much
larger. Simulation calculations* for the 2w,
instability have shown the same one-

third-power law suggested by these data.

Figure 4-10(a) through (f) shows exem-
plary spectra drawn from our data base for
a variety of conditions of E, A, 7, and A. It

is immediately apparent that most of these

tain a much better fit if we invoke a sec-
ond, higher “superhot” temperature. This
superhot tail is fitted by a temperature gy,
that seems to be two to three times larger
than 6, and scales identically with the pa-
rameter (EA%/Ar).
The suprathermal x-ray flux emitted from

the target can be described by an approxi-
mate thick-target bremsstrahlung relation

Flux (¢)= const. fy E exp(l - 5) .M

where E is the laser energy absorbed by the
target, f, is the fraction of the absorbed en-
ergy appearing in suprathermal electrons,
and @ is a temperature describing the x-ray
spectrum. Armed with Eq. (1) and the sim-
ple models for 8}, and gy just discussed,
we need only a means of estimating the
fraction of energy in the suprathermal elec-
tron population fy; to predict a thick-target
bremsstrahlung spectrum for our targets
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that we can then compare with the experi-
mental data. Several scalings have been
proposed, and two are plotted in Fig. 4-10.
The curve labeled L is based on a
hohlraum-filling plasma model, described in
Section 2 of this report and Ref. 5 and is
given by Eq. (2)

Flux () = 25 X 10“(%)E

rfes(-5)
R o

fiy = 05 exp(—7),
y = 667 (A*/N’E 1),
0 = 8.618 (EAY/A7)'"",
gy = 2675 0y,
The curve labeled M is an empirical fit to
the x-ray data given by

Flux (¢) = 2.5 X 10‘*(%)

where

fis = [1 + (7 X 10%(V/ENY] ",
0,y = 8 (EAY/A1)' keV,
Oy = 25 6,4,
In both cases the units of flux (¢) are
keV/keV. As Fig. 4-10 shows, the L scaling
tracks the long-pulse-duration experiments
well, particularly at high x-ray energies. The

Fig. 4-9. Supra-
thermal temperature
8y, scales with average

two scalings do equally well for 600-ps ;gfeuﬂy,li!.\r.m

“mm lllu!'l] T |IIT|H‘ T lilnl'l_l TTTT]
g = 'o 10 pm (LANL) ® <!
“x P * 1.06um B
= = » 053 um i
g 100 = 0383um .
§ . -
E B 2.0 Cairn; 1
= 10 b 8-kJ/0.6—ns pulse, |
E - 2-um thick )
= |' a" =1
E E )
a EEEEETITT BT TITT R TTTT TS uTIT R ueeTT

0

10 102 10°

1

Average intensity, Ek’!Ar (kJ - lll'l'lzfcrl'lz * ns)

Fig 4-10. Repre-
sentative

x-ray spectra com-
pared to scaling
models.

J {c)

de/dhy lle!k.V‘ph".l
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irraditions, but the L scaling does not agree
M scaling is least reliable for long-pulse ex-
periments, but improves for shorter-pulse
experiments.

The primary difference between the two
scaling laws is the manner in which they
treat the fraction of energy in suprathermal
electrons. For L scaling, which is based on a
filling model, the fraction [represented as
0.5 exp (—¥)] depends on laser pulse dura-
tion whereas the empirical M prescription
scales this fraction (represented as f;;) with
EAY/V only.

Estimates for f, .. Given an accurate ex-
pression for 6y calculable from target vari-
ables such as hohlraum dimensions, energy
on target, pulse duration, etc., the measured
x-ray flux in any given energy channel can
be used to calculate a fraction of energy in
hot electrons, f,,, observed on the shot.
The 80-keV flux measurements made on
empty hohlraum irradiations were used to
estimate f,, using both of the models men-
tioned above. The results are plotted in Fig.
4-11(a) and (b). In both cases the calculated
finor Of the scaling model is also plotted to
show that it traverses the data. These plots
include all empty-hohlraum data. The

scatter in Fig. 4-11 was reduced by remov-
ing the data from hohlraums having ques-
tionable focusing or for cases in which the
first-bounce corrections to hohlraum filling
dominates the spectrum.

The Raman-scattering instability has been
identified as one potential source of
suprathermal electrons. We have monitored
the Raman-shifted scatter from Shiva
hohlraum targets using a variety of instru-
ment packages whose absolute calibration is
uncertain. Figure 4-12(a) and (b) shows cur-
rently available data vs V/EA? and AY/EN?r.
Once again, the scaling estimates for f,, are
plotted for comparison. These data cannot
establish a firm quantitative link between
suprathermal electron production and de-
tected Raman scattered light. However, they
support the assertion that Raman scattering
scales approximately as fy.,.

Cairn Targets with Capsules. Compres-
sion experiments employing several capsule
ued in 1980. Section 5 of Ref. 2 reviews the
density measurements performed through
1979 and Table 5-1 of that report summa-
rizes Cairn target experiments performed in
1979. Table 4-4 in this report lists the shot

number, scale size, target type, capsule

(al
10 |—

Fraction In hot electrons HHI
"

'ID-‘ —

tb) | | 1

-~ -

EAZ/V (kd-pm3/em)

10° 10 10 10 10 10

ExZs/a? luomz-mfm“
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Fig. 4-14. Caimn scaling
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Neutron yield

inside diameter in um, capsule wall thick-
ness in um, ablator thickness in um, ablator
density in g/cm’, energy on target in kJ,
and pulse duration in ns. Table 4-5 adds
equivalent drive ture measurements
in eV where available and 50 and 80 keV
suprathermal x-ray fluxes in units of 10
keV/keV. Finally, Table 4-6 updates the list
of neutron yields in millions, pusher areal
densities in g/cm?, andLASNEmeerred
bumn-time densities in g/cm’. A fractional
error is shown for each measurement. Thus
Tables 4-4 to 4-6 expand and update Table
5-1 in Ref 2 and present information accu-
mulated during 1980.

during the last year is plotted in Fig. 4-13.
The general trend observed in empty-Caim
scaling studies is again observed, ie., the

flux increases with EA’/V. A line drawn on
each plot identifies the mean value of cor-
responding empty-Caim data. Scattering of
the data has increased, but no simple trends

emerge.

mﬁ.emway,demnyinfmmﬁmis
presented in Fig. 4-14(a) through (d), which
updatesﬁgs.SledS—EofRef.Z.ﬁgme
4-14(a) plots pusher areal densities in g/cm’
vs observed neutron yields. Figure 4-14(b)
uses these data together with imaging data
to infer burn-time densities in g/cm? for all
Shiva implosions. Higher density is
achieved at the expense of ion temperature
and thus neutron yield. In fact, the data in
Fig. 4-14(b) fall on or below the line de-
scribed by p’N = 10°.

Authors: K. R. Manes and J. D. Lindl




number* size shape type (m) V) &) (ns)
30082017 5/8 0.60 Caim E 05 0.023 070
30082106 5/8 040 Caim E 0532 0029 068
30082211 5/8 040 Caim E 0532 0005 071
30082615 5/8 040 Caim E 0532 0026 079
30082621 5/8 0.60 Caim E 0532 0081 07
30082810 5/8 0.40 Caim E 0532 0029 074
30111318 5/8 0.60 Caim E 0353 0030 060
30111407 5/8 0.40 Caim E 0353 0.031 0.60
30111915 5/8 0.60 Caim E 0353 . 0.029 0.60
30112011 5/8 0.40 Caim E 0353 0028 0.60
30121126 5/8 080 Caim E 0353 6.0 . 0023 070
30121206 5/8 0.80 Caim E 0353 88.0 0.034 (11}
80011003 200 Caim E 1.060 770 0.420 200
80011106 200 Caim E 1.060 86.0 0550 200
80011412 200 Caim E 1.060 1350 4990 200
80011419 200 Caim E 1.060 1330 469 200
80011503 200 Caim E 1.060 1430 4170 200
80011605 200 Caim E 1.060 1330 2200 200
80011704 3.00 Caim E 1.060 105.0 3010 200
80030505 300 Caim E 1.060 1430 7.540 0.60
80030605 400 Caim E 1.060 141.0 8190 0.60
80031010 300 Caim E 1.060 1440 7.690 0.60
80031103 250 Caim E 1.060 1580 6.350: 0.60
80031204 250 Caim E 1.060 164.0 " 8.000 0.60
80031406 4.00 Caim E 1.060 1430 6130 0.60
80031704 200 Caim E 1.060 174.0 7.860 060
BO031903 5/8 3.00 Caim E 1.060 1470 9.220 0.60
80032006 200 Caim E 1.060 1730 8.000 0.60
80032502 3.00 Caim E 1.060 1470 7.120 0.60
BO040802 5/8 300 Caimn E 1.060 1440 7370 0.60
80040805 5/8 300 Caim E 1.060 1590 7510 0.60
80051908 172 200 Caim 1.060 4100 0.60
80052007 12 200 Caim 1.060 4.000 0.60
12 200 Caimn 1.060 3900 0.60
80052103 112 200 Caim 1.060 4.000 0.60
80062003 12 200 Caim BL 1.060 0.900 0.10
80062007 12 200 Cairn BL 1.060 0850 0.10
80070213 172 200 Caim BL 1.060 3.250 0.60
80072104 200 Caim E 1.060 9,200 0.60
80072202 225 Sphere 1.060 7.970 0.60
80072204 200 Caim E 1060 8.920 0.60
80072304 200 Caim E 1.060 7.830 0.60
80073005 225 Sphere 1.060 7.800 0.60
80092503 200 Heinz B 1.060 2960 054
80092514 200 Heinz B 1.060 3.000 054
80092606 200 Heinz B 1.060 337 054
80092903 200 Heinz B 1.060 1310 054
80092905 200 Heinz B 1060 3500 058
80101408 200 Heinz B 1.060 3450 0.60
80101604 200 Heinz B 1.060 3.840 0.60




Table 4-2, Hohlraum
scaling summary.
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scaling data. Units are
102 keV/keV- 4x.

Table 4-3. Empty
hoblraum x-ray flux
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(ns)

§8338

71
76
66
73
67

13
18
18

4.6 165
46 142
49 172

1470
1430
1410

Caim B
Caim H
Cairn BA
Cairn H
Caim BA
Caim B

498337

Hil

SRYER

1340
1380
1350
1350
1380

Caim B
Caim B
Caim B
Caim HA

43833

18

42

1410

3ERAR

72
72
73

77

78

18
18
18
18
18

EREE-L

1338383

1430
1370
1440
1450

Caim H
Caim H
Caim H
Caim H
Caim H

48333

i

33888

18
18
1l
18

15
111
530
20

39
41
50
13

1360
450
1400
1440

Caim H
Caim H
Caim B
Caim B

]d3487

il

79

.74
=73
74

138
18

139

1440

g3338

76
64
72
73
77

<3

i

33838

70
56
3
83
78

18
1.8
11
11

24 3

509

3 34

1380
1420
1380
1510

Caim |
Caim 1
Caim HA
Caim B
Caim B

SN923

Hi

11
L1
11
11

11

500
486
50.0
97
67.0

50
55
49
53
130

1410
1590
1480

1150

89101105
BY101504

89101603

Table 4-4. (cont.)
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Table 4-6. (cont.)

Bumn Bum
Neutron Neutron time time
Shot yield, yield PR AR x;’ Density
number millions errar (&/cm?) Error error
89030104 0.00
89030108 9.40 015
89030202 36.00 017
89030213 7.10 018
9030505 4800 0.10
89030509 210 019
89031207 051 037
89031211 601 0.00 00200 035 7.60 029
89031304 169.01 0m 0.0095 021 3% 026
89031406 3001 013 0015 033 % 039
S9031505 6801 0 0.0049 035 180 044
89031508 1301 o 0.0052 031 180 044
89031904 13200 0.10 180 1.00
89031907 3801 013
89032102 4% 02
89032104 870 018 0.0260 038 1000 050
9032206 001
89032212 149.01 009
89032305 148.00 009
89032309 oo
89082306 161.01 010
89083105
LR 14201 009
89090603 3200 013
B9090605 1180 o
89090705
89090708
89091004 18.80 015 0.0050 080 180 089
89091007 159.00 010 0.0068 035 260 046
89091302
89091304
89091403 2901 014 00130 046 440 057
89091704 720 019
89091706 17.01 012 00030 1.00 110 1.00
§9091803 093 040
89092104
89100405 201 016
89100409 90 016
89100503 210 038
89100506 670 02
#9100802 0so0
89100804 050
89100903 220 036
89101105 150 080
89101504 150 027
89101603 140 029

The HEET experiments consisted of mea-

Results from High- . -~ : .
_ suring the characteristic K, x-ray intensity
mwmmm produced by suprathermal electrons striking

Measureme a : ple (Fig. 4-15) located in ei-
ther a disk or a Heinz B (half-Cairmn 5/8, 2.0)

Introduction. We dedicated 10 successful target geometry. The intensity of the K, is

laser shots to developing the HEET di- appruximatelypcupmﬁmulh:lﬁiewh

results of this experimental sequence. (fluor). Thus, in the first phase of HEET

4-17
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diagnostic development, HEET is used as a

hot-electron calorimeter. The primary goals

of the experiments are

@ To determine baseline K, signal levels (1)
for a simple fluor that is part of a com-
posite disk directly irradiated by the laser
and (2) for a composite disk that is the
end plate of a half-Caim hohlraum target.

® To determine the contribution to the K,
signal by photoionization or anomalous
electron transport.

Secondary considerations are

@ To verify our earlier Heinz-series experi-
mental results (i.e., to compare the energy
in hot-electrons determined by HEET
for both a disk and an empty half-Caim

to the energy determined by the
Laser
Suprathermal
electron
ch |
Nickel
K_xray

L AR LA LARLALR AR R R R Y

418

bremsstrahlung method (FFLEX).

® To further our understanding of
suprathermal electron transport and

production.

Experimental. For all HEET series target
shots, we employ the laser parameters that
had been used for the Heinz target series,’
ie., 10 Shiva beams in a ring on the base
plate of the target (Fig. 4-16). For each beam
E, =03k, 1, = 3 X 10" W/am’, and 7,
= 600 ps. This is the target alignment
scheme commonly used for Caim 2.0 H

This series of shots consists of irradiating
multilayered signal and null targets. The
signal targets are used to determine baseline
K, intensity levels. The experimental geom-
etry for the directly irradiated composite
disk is shown in Fig. 4-16. The multilayer
disk, which also serves as the base plate for
the hohlraum target, is carefully chosen to
@ Provide gold as the laser first-bounce sur-

face and the suprathermal electron-

generation medium. The 0.5-um gold
thickness is chosen to avoid laser
bumn-through until after the peak of the
laser pulse. Transport calculations indicate
that a 100-keV electron loses about 7 keV

in traversing the gold layer. Typical 6,

values for these targets are 40 keV and

about 40% of the Maxwellian distribution

of electrons are stopped by the gold layer.

® Discriminate against low electrons
(E tectron < 10 keV) by using a 3-um-thick
layer of parylene.

® Use nickel as the fluor to efficiently con-
vert electrons having energies ~25 keV
into nickel K_ xrays (E, ., = 7.5 keV).
The 15 um thickness of nickel is the elec-
tron range of 30-keV electrons and at
most it attenuates only 1/e of its own K,
emission (which is viewed in
transmission).
We use two Bragg diffraction-type crystal
to measure absolutely the
nickel K, intensity. The argon-line imaging
spectrograph (ALICS) is located close to the
target to provide about 30 times greater
Henway spectrograph. In these experiments
ALICS is always operated without an input
slit, thus precluding spatially resolved mea-
surements. The FFLEX instrument measures
the bremsstrahlung spectra produced by
electrons interacting with both the gold and
nickel target constituents. We use the 6y,
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determinations provided by the FFLEX data
in quantitative analyses of HEET data.

In our experiments K_ x rays can be pro-
duced by photoionization of nickel (e.g.,
produced by bremsstrahlung near 8 keV
emanating from gold plasma) and by
anomalous electron transport (e.g., electrons
circumnavigating the target and striking the
unprotected rear surface of the nickel
sample).

Targets were designed to test these ef-
trated in Fig. 4-17. First, a thick Mylar layer
is inserted in front of the nickel fluor to
stop electrons having kinetic energies ~100
keV that would come directly through the

target [Fig. 4-17(c)}. Two different
d'nckmmmed(lﬂu\d&m)he—
cause of a theoretical uncertainty in the
electron-stopping power of Mylar. Any re-
mlla:ﬂl(,s:gmlwuldbepm&xedby

either photoionization from bremsstrahlung
produced in the gold layer (since the Mylar
layer is “thin” to photons near the nickel
K-shell binding energy, E;, = 8.33 keV)
and/or by electrons reaching the rear of the
target. Protected null targets [Fig. 4-17(d)]
are also used in the HEET series to check
for this anomalous electron transport. This
design protects the rear of the target from
electrons that might impinge on the rear
side.

Because K, x rays can still be transported
out of the Mylar layer on the rear side of

does not, we will have to protect our signal
targets by including 127-um-thick Mylar
layers on the rear side [Fig. 4-17(b)]. If pho-
toionization does not contribute significantly
to our K, signal, then we can determine the
amount of electron transport straight
through the target compared to that going
around the target. More predsely, a com-
parison of the K, yield from a null disk
having an unprotected rear surface [Fig.
4-17(c)] with the yield from a signal disk
havugapmlededmrsmfn[ﬁg.&l?(b)]
can provide a measure of the
electron transport around the multilayer tar-
get. A similar determination can then be
made in the Heinz B geometry.
Results and Discussion

Qualitative Results. Figure 4-18 shows
typical spectral results from the HEET se-
ries. A superimposed nickel x-ray spectrum
illustrates the differences between (a) a
spectrum obtained by the Henway spectro-
graph during the HEET series (viewed in
transmission) and (b) a spectrum obtained
by direct laser irradiation of a nickel disk
(viewed from the front). The spectra exhibit
two important features. (1) All thermal

{a) Signal target
/7~ Gold (0.5 um thick)
CH (3 um thick)
N Nickel (15 um thick)
{c) Null target
Gold (0.5 gm thick)

== -”""'" -

Nickel (15 um thick)

Fig. 4-17. K fluor

ous geomelry targets.

(b} Protected signal target

/—Gold (0.5 um thick)
=— CH (3 um thick)
N Nickel (15 um thick)

Mylar (127 pm thick)

(d) Protected null target

Gold (0.5 um thick)

Mytar (127 um thick)

Nickel (15 um thick)

Mylar (127 pm thick)
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x-ray lines are absent in the spectrum from
the HEET target (a Heinz B signal target in
this case; see Fig. 4-17). This implies that no
thermal is present in the nickel
layer during the time of K, x-ray emission.
(2) The signal-to-background level assodi-
ated with the HEET target measurement is
very good. There is no observable x-ray
continuum and the observed background
observed is film noise. Having this high
signal-to-noise ratio, we can easily observe
a signal 50 times weaker than that shown
in Fig. 4-18. The ALICS instrument, which
has significantly higher efficiency, indicates
a very high signal level on this shot. How-
ever, the signal-to-noise ratio is severely re-
duced, presumably because of extensive
film fogging by high-energy x rays. Conse-
quently we are experimenting with special
films to eliminate this problem.

A signal disk, a thin null disk
(127-um-thick CH), and a thick null disk
(254-um-thick CH) all give nearly the same
nickel K, x-ray yield. According to the de-
sign of our experiment, this implies that
photoionization and/or anomalous electron
transport are major contributors to our sig-
nal. Therefore a 127-um-thick layer of
Mylar is placed in the back of the target
shown in Fig. 4-17, which thus forms a pro-
tected thin null target. As a result we ob-
serve no K signal with the HEET-protected
null disk [Fig. 4-17 (d)]}. This indicates that
photoionization is insignificant and anoma-
lous electron transport is appredable.

To obtain no K, x-ray yield (i.e., a null)
with the Heinz B target, we also require
that the back of the target be protected with
127 pum of Mylar. Therefore we conclude
that hohlraum target geometries are also af-
fected by anomalous electron transport.

+ For hohlraum targets, however, we ob-
served a K, signal level with a null target

that was about 20% as intense as that ob-
served with a signal target. This residual
signal level can be the result of either in-
creased photoionization that is attributable
to the target geometry or to the presence of
very-high-energy electrons.

Having shown that photoionization is not
significant and that a null can be obtained,
we can determine the number of electrons
transporting through our targets relative to
the amount reaching the rear of the target.
Because a quantitative measurement re-
quires a model for the electron transport to
interpret the K, results, we discuss here
only model-independent (ie., qualitative)
discoveries. A LASNEX prediction for en-
ergy transport and the corresponding quan-
titative results are discussed below.

Comparing the K, yield from an unpro-
tected null disk (whose signal level results
from electrons reaching the rear of the tar-
get) to the K, yield from a protected signal
disk (whose signal results from electrons
traversing the gold and 3-um-thick parylene
layers) indicates that the signal levels are
equal. Furthermore, for the hohlraum target
geometries (namely, the Heinz B), we have
also measured significant K, x-ray yield
stemming from electrons reaching the rear
side of the target. These are important ob-
servations since, unlike theoretical predic-
tion, they illustrate that electron transport
can be appreciable to portions of the target
other than the laser-plasma interaction area.

Quantitative Results. Quantitative deter-
mination of such quantities as E,, or f;,
from the K, technique require knowing
suprathermal electron transport from the

interaction region to the nickel
HEET sample. In the following discussion
we assume that the electrons are trans-
ported isotropically after formation and that
they comprise a Maxwellian velocity distri-
bution. Making these assumptions, we use
LASNEX to calculate the energy deposition
by the hot electrons in the various target
components. Using 8;; = 40 keV (which is
measured by FFLEX in these experiments),
LASNEX predicts that about 60% of the en-
ergy in hot electrons (present at the
laser-plasma interaction region) is actually
deposited in the nickel sample. Most of the
remaining 40% of the energy is deposited in
the gold layer. LASNEX does not predict
any transport to the rear side of the target.
Furthermore, the average depth of
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formation of K, x rays in the nickel sample
(measured from the laser interaction side) is
calculated to be (x) = 5 um. The energy de-
position in various layers and the average

K, formation depth (x) are important quan-
tities to aid in the interpretation of our re-

sults and are incorporated in all the

Some x-ray transport corrections are also
required to analyze the HEET K, data. The
observation angle used by both the
Henway and ALICS spectrographs requires
correction for the effect of absorption of
nickel K, in both the nickel and Mylar lay-
ers. At an observation angle of 60° relative
to an axis normal to the surface of the disk,
nickel K, x rays must pass, at most, through
30 um of nickel and 254 um of Mylar
(when a Mylar protective layer is on the
rear of the target). The resultant absorption
in Mylar is only 20%. Nevertheless, the cor-
rections are made when necessary.

The compensation for the transport
through the nickel, however, is not as sim-
ple. Formally, we must determine the aver-
age depth (x) where x-ray formation takes
place and correct for the attenuation
through the remaining thickness of nickel.
As mentioned previously, the average depth
was calculated by LASNEX to be 5 um. Be-
cause of our observation angle, the trans-
port path length for x rays produced by
electrons striking the front side is 20 um,
which leads to a 57% transmission factor.
Similarly, for x rays produced by electrons
striking the rear side, the transmission fac-
tor increases to 76%. Obviously our mea-
surements are more sensitive to electrons
striking the rear side of the target. We used
these transport corrections in analyzing all
our data. The maximum error in the trans-
mission correction produced by uncertain-
ties in (x) is barely significant since full
transport (through 30 um of nickel) would
imply 80% absorption as opposed to 44% if
the x rays pass through the center of the
slab (i.e., through 15 um of nickel).

Figure 4-19 shows the conversion ef-

have a separate measurement of the
suprathermal electron temperature 6, to

determine N ecyon . x ray from the curves in
Fig. 4-19. We use FFLEX results to deter-
mine 6 for all the present measurements.
Quantitative summaries of all the HEET
data are shown in Tables 4-7 and 4-8. The
absolute energy in hot electrons, as deter-
mined by HEET, is somewhat yncertain by
a factor of 2 for the absolute K, intensity
and probably another factor of 2 in the con-
version efficiency. We have designed subse-
quent experiments using an electron source
of known energy that should at least elimi-
nate the uncertainty in the conversion effi-
ciency. The 8, values have been determined
from preliminary filter fluorescer x-ray spec-
tra and should be accurate to +10keV. In
all our analyses we use a constant conver-
sion efficiency of
Relectron — xray = 3-8 % 107?] of

Kunﬂy!]ﬂmw ’ (4)

which incorporates a 50% error resulting
from the variation of 8;; among targets.
Therefore,

EET-EK,IMM—-:Ny ’ ()

where we have ignored the small variation
iN Nejectron — xray@s @ function of by (0 ~ 40
to 50 keV; see Fig. 4-19). The fraction of in-
cident laser energy converted into hot elec-
trons is denoted by f;,,.

In Tables 4-7 and 4-8 we also list the en-
ergy in hot electrons as determined from
the so-called Kruer bremsstrahlung formula:

I 6,)
E:Em - 6
(5 % 10") (Z/79) ©
where I'P5%(g,) is the bremsstrahlung x-ray
Fig. 4-19. Conver-
10 sion efficiency for
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intensity keV/(keV sphere) at a photon
energy equal to 8, and Z is the atomic
number of the material producing the
bremsstrahlung. For our multilayer targets it
is difficult to apply this formula accurately
because of the presence of gold (Z = 79)
and nickel (Z = 28) layers. (Note that
bremsstrahlung production in parylene is
negligible.) Using the assumptions discussed
earlier, LASNEX predicts that for a disk,
57% of the 40-keV x rays come from the
nickel layer and the remainder come from
the thin gold layer. Obviously, if electrons
have curved trajectories so that they pref-
erentially deposit energy in the gold, then
all the bremsstrahlung would be produced
in the gold layer. Under these unlikely con-
ditions, the tabulated values of Ej

would be halved. Unfortunately, for the
Heinz B or hohlraum target geometries the
situation is completely different since thick
gold walls (~25 pm thick) are present al-
most everywhere except at the entrance ap-
erture and at the laser interaction surface.
For this geometry we assume all the brems-
strahlung is produced in the gold.

The bremsstrahlung measurement is also
compromised by electrons orbiting to the
rear side of the target. LASNEX calculations
do not predict this effect. Our HEET mea-
surements will show that the number of
electrons orbiting is at most 20% of those
transported through the target. As a conse-
quence we have not corrected the FFLEX
data to account for additional bremsstrah-
lung production in the nickel arising from
electrons reaching an unprotected rear side
of a target.

Some quantitative results from the HEET
disk targets deserve emphasis. As shown by
shotmm(fable4-7).ﬂ\eerlergym
suprathermal electrons transported
to the nickel is small: f,_, = 4 X 107> In
comparison with shot 80091903 (and assum-
ing linear scaling of E,, with E,..), we can
determine that roughly 1/6 of this amount
of energy is transported to the rear side of
the target. Thus the total energy in supra-
thermal electrons inddent on our nickel
wafer from any direction is still small. The
total spatially integrated f,, = 0.01. (For a
disk target f,_, may not be the total fraction
of laser energy converted into hot electrons.
We only measure the electrons that inferact
with the target, ignoring any losses due to
corona plasmas or fast ions.)

For disk targets, wemmntmﬂyshghﬂy
less energy in suprathernal electrons using
the K, technique than we obtained using
FFLEX. We also found similar agreement
for measurements made using pure tita-
nium, nickel, and zinc disks. This outstand-
ing agreement supports our assumption
about the energy deposition in various tar-
get components and also establishes the
credibility of the HEET measurement.

For the hohlraum targets, we again ob-
serve significant electron transport to the
rear of the target. Comparison of shots
80092514 and 80092905 reveals that for ev-
ery 100 electrons striking the front of the
HEET sample, 14 strike the rear side if we
assume linear scaling of E,, with E,___ or
that 60 electrons strike the rear side if E,,
scales as E}\,,.

This observation implies that from 0.4 to
1% of the laser energy is converted into hot
electrons that reach the rear side of the

Comparing the energy in hot electrons
measured for a disk with that measured for
a Heinz B target illustrates an interesting re-
sult: E}'E¥T (Heinz B) is only 2.5 times
g:eaterﬂuanE"EET(dxsk)Thls[actoerZ.S
could result from the greater absorption of
laser light that is noted for half-Caim
geometry vs that absorbed for disk geome-
try. Curiously, when the same comparison
is made using results from the FFLEX data,
the bremsstrahlung measurement indicates
EfNUEX js 20 times greater for the Heinz B
target than for a disk. (This is apparent on
comparing energy-normalized values from
shots 80092905 and 80092405.)

Assuming that both the bremsstrahlung
and the K, measurements are accurate, this
discrepancy may illustrate some interesting
properties of suprathermal electron trans-
port and production. First, there is no rea-
son to have assumed a priori that for a
hohlraum target, EJ'*" would have equaled
EfLEX The K, measurement is only sensi-
hvetoﬂloseelechmsﬂ\atamh‘anspcned
directly forward from the laser-plasma inter-
action region into the nickel sample, ie, it
is a spatially localized measurement. On the
contrary, the FFLEX measurement observes
bremsstrahlung x rays from wherever
suprathermal electrons collide with the pre-
dominantly gold target. If we assume that
suprathermal electrons are generated at the
laser first-bounce surface (which is at the
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critical-density surface of the 0.5-um gold
layer) and that they are isotropically emit-
ted, then Ef'-** should be twice as large as
EHEET We arrive at this number by assum-
ing that half the electrons go in the direc-
tion of the nickel sample (which under
these conditions subtends AQ/Q = 2psr)
while an equal number of electrons produce
bremsstrahlung at the cylinder walls and

. Instead, the measured ratio of
EIFEX 1o EHEET is 13 to 15 (depending on
uncertainties in subtracting the null signal
from the K, yield). Thus, the bremsstrah-
lung measurement predicts 13 to 15 times
more energy in suprathermal electrons.
Clearly, to be consistent with these mea-
surements, the electrons cannot be pro-
duced at the target base plate and emitted

y.
If we assume that the electrons are still
emitted isotropically but are produced near

the center of the enclosed target volume,
then this is a case that supports electron
production by the stimulated Raman scat-
tering of laser light in low-density plasma
(1/4 N, or less). Under these conditions the
available surface area of gold exceeds that
of the nickel by a factor of about 6. Multi-
plying this result by the observed discrep-
ancy between K, and bremsstrahlung
techniques for the HEET disks (FFLEX re-
sults are about 50% higher) implies that
EITLEX o 9 EHEET ywhich is still somewhat
smaller than the observed value of 13 to 15.
The remainder could be partially accounted
for by considering the large external surface
area of the gold radiation case that is un-
mechanism that could account for the dis-
crepancy is the preferential (nonisotropic)
transport of electrons down the density gra-
dient established at the target back plate
and into the gold cylinder walls. Other
mechanisms such as preferential orbiting of
electrons in the thin gold layer could also
be invoked to explain the large EfF-e". (This
argument only applies to hohlraum targets;
the two experimental methods agree much
better for disks.) Only by performing fur-
ther measurements can we fully understand
the electron emission isotropy and produc-
tion mechanism. For example, constructing
a Heinz B target out of different Z compo-
nents and using the K, technique could
obviously tell us how much electron energy
goes into certain directions.

Summary,

@ HEET is a viable technique for studying
suprathermal electron collisions with ICF
target components.

® The HEET sensitivity limit is about 0.5 ]
for electrons having kinetic energies of
25 keV or higher (up to about 100 keV).

@ Electron transport to the rear side of both
disk and hohlraum targets is substantial.
Measurements using the K, technique al-

low us to

® Study the electron preheat levels at the
D-T-filled fuel-capsule location in a
high-density target.

@ Determine suprathermal electron transport
by building a Heinz B “can” using differ-
ent K, fluor components.

@ Measure the spatially localized electron
energy distribution F(E) using a spedially
prepared HEET sample.

@ Temporally resolve the K, line to deter-
mine time history of suprathermal elec-
tron transport at different target locations.

Authors: D. L. Matthews and

R. L. Kauffman

Nova Cone-Angle Experiments

The Nova cone-angle experiments explore
the possibility that the large cone angle of
the Nova beams may cause refractive losses
in the plasma plumes that in turn lead to
diminished absorption in hohlraums.

Figure 4-20 shows two of the beams in
the proposed Nova beam configuration ir-
radiating a cylindrical hohlraum. We are
concerned that the marginal rays of each
beam may enter at at so shallow an angle
to the hohlraum surface that they will be
refracted away from the entrance hole by
the plasma plume. The amount of refraction
would depend on the plume density and
density gradients. Our cone-angle experi-
ments tried to simulate in part a Nova
beam/hohlraum environment and to ascer-
tain if refraction takes place. We intended
to measure any increase in scattered light
and any degradation of hohlraum absorp-
tion of laser light.

The experiments performed on Shiva
used a beam configuration different than
that shown in Fig. 4-20. Hence, special tar-
gets were designed and fabricated to simu-
late the shallow angle between a marginal



Hohlraum Studies

ray and the hohlraum surface. Figure 4-21
shows the targets, designated Cone A and
Cone B, and the alignment configuration of
the Shiva beams.

The Cone A target has a diameter of
2500 um and mid-height of 2500 um. Be-
cause the end cap is tilted, some of the 10
beams of a Shiva beam cluster have mar-
ginal rays within 35 to 50° of the surface
plane (as is the case in Fig. 4-20). LASNEX
hydrodynamics computer code simulations
indicate that this Shiva hohlraum, when ir-
radiated by a 4-k]/5-ns pulse, will fill to
plasma densities higher than calculated for
Nova hohlraums. At the peak of a 5-ns
pulse, LASNEX calculates a hohlraum aver-
age density of n/n_ = 0.06. When

two-thirds of the laser-pulse energy is deliv-

ered, the average density rises to n/n_ =
0.125. This compares to a LASNEX calcula-
tion for the implosion of a 160-eV Apollo
ignition capsule, which reaches n/n,. < 0.04
with two-thirds of the energy delivered into
the hohlraum. Even at this higher density,
we expect no significant refraction problem.
Actual densities at the laser entrance hole
and beyond should be a factor of several-
fold lower than the hohlraum average den-
sity because the plasma expands and accel-
erates as it passes through this orifice. The

expectedabmrphmforthismzehohhaum
end cap is about 80%.

Asigmﬁmnﬂylowervahmmdk"amﬂmtre-
fraction of the beams is taking place. As
shown in Fig. 4-21, the target also has a di-
agnostic hole for measuring radiation tem-
perature, which is also used as an indicator
of absorption.

Four experiments were with
the Cone A targets. Two of the targets used
an irradiation scheme slightly different from
that shown in Fig. 4-21. One of the inner
beams was positioned so that it irradiated
the entire end cap. The resulting additional
blowoff was expected to enhance any exist-

Shield

Tungsten glass
top
Dante diagnostic
hole
Heating beams
Cone A target {one cluster)

Scattered-light

Cone B target

Fig. 4-21. Targets for
Nova cone-angle
experiments.
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ing refraction effects. Table 4-9 presents the
experimental results and the laser param-

eters. The absorption figures show no evi-
dence of refraction effects as manifested by
a degradation of absorption.

The Cone B target was used to measure
refraction directly rather than by measuring
degradation of absorption. As shown in Fig.
4-21, one cluster of beams is used to heat
the hohlraum with a nominal 4-kj/5-ns
pulse and one beam of the opposite cluster
is used as a probe. An array of photodiodes
in the plane defined by the probe beam
axis and the normal to the slanted surface is
used to monitor for refracted light. The
probe is aimed at the center of a 1000 um
diagnostic hole and can be refracted by the
plume emanating from the hole.

Four experiments were completed with
the Cone B target (Table 4-9). Two were
reference experiments in that no probe was
used. The experiments were used to acquire
baseline values for the scattered-light detec-
tors. Two experiments were then conducted
with the probe. No difference was noted
between the scattered-light distributions for
the “probe” target and the “no-probe” tar-
gets in the hemisphere opposite the incom-
ing probe beam. This is illustrated in Fig.
4-22, which shows the scattered-light distri-
bution for all four targets. If the approxi-
mately 520-] probe pulse had been scattered
uniformly into the forward 2 wst, we would
expect detector readings of about 150 J/sr
from sensors located from # == 60° to §
= 150°. From these data we concluded that

w03 ] | | ] | ke 2
0 30 60 % 120 150 180 no significant refraction occurred for these
Polar angle 8 {percent)
4-22. Scattered e -
P A —mullg e mm:d
gets for diode array at e reflected-beam
= Shot k. _ diagnostics
number Type ~ ' Cone Scale (%)
81020605 Heinz 44 Al 25 8
81020904 Heinz 45 Al 25 88
81021203 Heinz 46 Al 25 n
81021205 Heinz 47 Al 25 s
81021304 Heinz 50 B 25 87
- 81021705 Heinz 54 B1 25 82
81021804 Heinz 55 B-i 28 8
81021810 Heinz 51 S S 8
81021903 Heinz 56 Al 25 90
e B |
"Nopmh.m
bprobe: beam 13, 520 J.
9probe: beam 13, 516 J.

Table 4-9. Nova cone-
angle experiments.
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A second set of experiments will be per-
formed next year using smaller targets.
These targets are equivalent in volume to a
2-mm high by 2-mm diam cylinder.
LASNEX calculations indicate that, when
irradiated by a 4-k]/5-ns pulse, these
hohlraums will fill to about 0.25 n_ before
the peak of the pulse. Plumes fed by
plasma of this density should produce sig-
nificant refraction effects. Since this fill den-
sity is many times that expected for Nova,
the experiments should be a severe test of
the utility of the currently proposed Nova
beam configuration.

Author: J. M. Auerbach

Major Contributors: K. R. Manes and
D. W. Phillion

Summary of Hohlraum
Experiments

During the past year we extended our
hohlraum-scaling data base to incude
1.06-um experiments having laser pulse
lengths up to 6 ns and to include experi-
ments with 20(0.53 ym) and 3w(0.35 um) at
0.6-ns pulse lengths. The scaling of the hard
x-ray levels from these targets is consistent
with a hohlraum-filling model of hot-
electron production except at very short
pulse length (v == 100 ps). We experimen-
tally verified both the predicted large reduc-
tion in hot-electron fluxes at short
wavelengths and the pulse-length depen-
dence of the hot-electron production pre-
dicted by the filling model. We also found
that the temperature of the hot electrons
scales as (I\))'?, as predicted by simulations
of effects near (1/4)p.. The Raman-scattered
light scales roughly with the hot-electron
fraction, showing the importance of this
plasma process in hohlraums. We see
Raman-shifted spectra having as much as
15 to 20% of the incident laser light.

The HEET K, experiment has given us an
alternative to high-energy bremsstrahlung
as a technique for measuring hot-electron
fluxes. This technique potentially can be
used to obtain time, space, and spectral in-
formation about high-energy electrons. The
applicability of the technique to hohlraums
will depend on the ratio of photoionization
to electron-impact ionization of the fluor.

This ratio depends on laser wavelength,
hohlraum temperature, and hot-electron
levels in specific designs.

The Nova cone-angle experiment pro-
vided preliminary information that the
Nova beam geometry will result in high ab-
sorption in hohlraums. Using a specially de-
signed hohlraum that, when irradiated by
Shiva, we calculate to have a density twice
that of a typical Nova hohlraum, we see
neither reduction absorption nor an observ-
able refraction of a probe beam incident at
the Nova beam angle. However, because of
interference with scattered light from the
heating beams, we would not see low levels
of refraction at small réfraction angles. We
are planning another series at a higher
hohlraum density to test the limits of
hohlraums heated using beams entering at
the Nova incdidence angles.

Author: J. D. Lindl

4w Probing

We used a simple analytic model to investi-
gate the potential of ultraviolet interferome-
try for making plasma-density measure-
ments of the channel conditions in
hohlraum targets.

The model, described in Ref 8, has been
applied to simple disk targets. It assumes a
one-dimensional plane plasma of length L
and density scale length £. It should pro-
vide a reasonable approximation of a cylin-
drical hohlraum if £ « R, where R is the
cylinder radius, and if multidimensional ef-
fects can be neglected. By varying the
model parameters, we can estimate the use-
fulness of an ultraviolet probe beam. We
discuss here only those conclusions that dif-
fer from those in Ref. 8.

The most important new condlusion is
that probing the dosed geometry produces
an interferogram that is not Abel-invertible.
Unlike the case of a simple disk target,
where a two-dimensional (rotationally sym-
metric) density n(r,z) can be unfolded from
the data, the best that can be done for the
hohlraum interior is a line-averaged
measurement:

—_— 11
n(r.¢)=-i Ln(w.z)dz . %)

where (1,¢,2) is the usual cylindrical
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coordinate system, with z parallel to the
is approximately inversely proportional to
the hohlraum length L. The model indicates
that a line-averaged density of 025 X 10*
cm > will be measurable only under favor-
able conditions:
® Length L < 1000 pm.
® Density scale length £ > 100 um, where ¢
= (1/n dn/dr)~".
® Density-surface velocities V < 107 cm/s.
@ Probe pulse length 7 < 20 ps.
A second problem encountered in the
closed geometry is proper fringe number-
ing. In an open geometry interferogram, an

i

obvious vacuum-to-plasma region always
exists so that the “outermost” dark fringe
clearly represents one half-wave of phase
difference, the next outermost dark fringe
comes from three half-waves of phase dif-
ference, etc. In the closed geometry, the
vacuum reference is lost once the hohlraum
density exceeds about 1 X 10" em ™ (for L
= 10 um) everywhere. This problem can
be handled by making a series of interfero-
grams, each separated by 100 to 200 ps, so
that the first interferogram is made before
the center density exceeds 10'” cm 3. The
proper numbering of the fringes could then
be done by extrapolation from the previous

interferogram.

A holographic system is particularly well
suited to record a series of time-multiplexed
interferograms. An alternative procedure
would be using a long-pulse probe and
streak camera together. The streak record
could follow the time evolution of the
lowest-density fringes, since they impose
the least demanding spatial resolution. The
streak data could then be used to assign the
lowest fringe numbers in a subsequent
high-resolution interferogram.

Some of the problems mentioned above
may be minimized by using semi-enclosed
target as recently conducted by
KMS Fusion.’ These are shown in Fig.
4-23(a) and (b). The target in Fig. 4-23(a) is
obviously similar to a simple disk (as far as
interferometric probing is concerned). The
target in Fig. 4-23(b), though still only
semi-enclosed, more closely resembles a
hohlraum. Figure 4-24 shows the complex
arrangement necessary to probe an unmodi-
fied cylindrical hohlraum.

A second use of interferometric probing
mu\eammngﬂtede:utyandtmlehlstwyo!

is Abel-invertible; all of the conclusions
concerning disk targets apply,® except that
plasma profiles and velocities are difficult to
calculate computationally. Therefore we
cannot now estimate the highest observable
density.

Author: R. E. Turner

Major Contributors: D. T. Attwood and
J. M. Auerbach
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Introduction

We performed two significant sets of
high-density experiments this year. First,
Apollo double-shell fuel capsules in Caim
hohlraums were irradiated with the full en-
ergy output of Shiva (8 to 10 kJ). In three of
seven experiments, fuel densities of 80 to
100X liquid-D-T density were measured by
our neutron-activation diagnostic. The op-
erating point of the capsules was near the
threshold of the neutron-activation diagnos-
tic as had been predicted by LASNEX com-
puter simulations of the targets. Although
higher thermal x-ray drive would have im-
proved performance, this improvement was
unattainable as the Shiva laser system was
operated at its maximum output for these
experiments,

Second, we initiated the first set of
“Nova-like” implosion experiments. By
Nova-like, we mean hohlraum conditions
in which the drive-to-preheat ratio is com-
parable to conditions predicted for
hohlraums designed for use with Nova. We
call these experiments NPIRE (Nova precur-
sor implosion research). In this set of ex-
periments we tested fuel capsules in
hohlraums produced higher drive and less
preheat than cylindrical hohlraums of com-
parable size irradiated with the same laser
energy. Target yield was predicted very ac-
curately by computer simulations.
Authors: J. M. Auerbach, L. J. Suter, and
Y. L. Pan

ents with Apollo
Intermediate-Density Targets

We conducted a series of experiments to
measure the performance of Apollo™
double-shell fusion targets in cylindrical
hohlraums. In addition to characterizing the
drive and preheat in the hohlraums, we
successfully made three determinations of
ﬂ\emmpl'eaea:lD-T—fueldelmtyusmgour

experiments indi-
atedthatShivacanpoduceonlymarghul

results with the Apollo capsule. Production
of the required thermal x-ray drive for de-
tectable neutron yields was obtainable only
mﬁt small hohlraums, which resulted in

cause of preheat of the fuel and shell.

In this section we first describe the target
and experiments in detail and then the
computer simulations and analysis of target
performance under experimental conditions.

Target Description. As shown in Fig.
4-25, the Apollo fuel capsule is distin-
guished from other high-density target de-
signs in that the glass microsphere, which
contains the fuel, and the ablator are sepa-
rated by a 40-um void. The glass micro-
balloon has a 140-um i.d. and a 20-um-thick
wall (which is four times thicker than the
5-um-thick microballoon walls used in pre-
vious Cairn high-density experiments.) The
thicker walls provide increased shielding for
the fuel against hot electrons and x rays.
The optimum performance of the capsule
will occur when the ablator is driven by
thermal x rays in an environment having no
electron preheat. Computer simulations in-
dicate that ablation of the CH shell acceler-
ates the remaining mass to velodities
exceeding 107 cm/s. The 20-um-thick glass
pusher and D-T fuel are compressed by the
momentum transfer from the ablator to
pusher. The degree of compression critically
depends on the preheating of the pusher by
x rays and hot electrons. If preheating is sig-
nificant, the pusher decompresses and part
of the ablator’s mechanical energy is then

130 um

180 um

R/AR=286

} R/AR =36

4-29



26. Apollo fuel T
thahdia Two 500-A
Cairn 2.0-scale Formvar fllms
hohlraum.
H E
¥
| | ] P
Fig. 4-27. Align- -
ment of Shiva beams =800 pm ——u|
into an Apollo target.
Inner beam

fouem

4-30

used to recompress the pusher. The effects
of electron preheat on the pusher dynamics
was discussed in Ref 11.

In our experiments we mounted Apollo
fuel capsules in hohlraums in the “H” con-
figuration: the capsule was supported by
only a set of thin membranes (Fig. 4-26).
The figure shows a 2.0-scale Caim (1000-um
diam and 1600-um long); both 2.0 and
2.5-scale Cairns (1250-um diam and
2000-pm long) were used in the
experiments,

Laser Ilumination of Hohlraums. The
hohlraums were irradiated by the Shiva la-
ser system with 8-k}/600-ps FWHM 1.06-um
laser pulses. Figure 4-27 illustrates the align-
ment of the 20 Shiva beams into the
hohlraum, showing two beams from each
cluster. One of the ray cones represents an
“outer” duster beam, the median ray,
which is tilted at an angle of 17.6° relative
to the vertical target-chamber axis. The
other ray cone represents an “inner” duster
beam, the median ray, which is tilted at an
angle of 9.7° relative to the target-chamber
axis. Each cone corresponds to that of an
f/6 lens (cone angle 9.8°). The remaining
eight beams in each cluster are distributed
azimuthally around the chamber axis. Adja-
cent inner- and outer-beam axes are sepa-
rated by an angle of 36°. The beams in
each cluster are positioned so that they fo-
cus at the laser entrance hole of the
hohlraum, miss the CH ablator of the fuel
capsule, and irradiate the two 500-A

Formvar films supporting the fuel capsule.
Using a 400-J/600-ps laser pulse from each
beam, the calculated first-bounce intensity
on the film in a 2.0-scale hohlraum is 3.6 X
10" W/em?, while for the same laser condi-
tions the first-bounce intensity on the film
in a 2.5-scale hohlraum is 2.3 X 10
W/em?, On irradiation the film forms a
low-Z plasma that, on interaction with the
laser beams, can produce suprathermal elec-
trons by the nonlinear plasma processes of
stimulated Raman scattering and two
plasmon decay. We describe the Raman
scattered light observed during the Apollo
experiments in a following section.

Summary of Experiments. We carried
out the Apollo experiments at various times
between October 1979 and August 1980,
and Table 4-10 summarizes the 13 target ex-
periments conducted. Three experiments
measured thermal x-ray drive, high-energy
x rays, and neutron yield simultaneously;
three experiments measured the collection
efficiency of the radiochemistry catcher for
an Apollo fuel capsule (providing two good
results); and eight experiments measured
the pAR of the glass pusher at peak ther-
monuclear burn time to infer fuel density
(providing three good results).

Drive and Preheat Measurements. The
Apollo fuel capsule was designed for ther-
mal x-ray drive in the range of =150 eV to
provide yields of 10° neutrons and a pusher
areal density pAR of 0.1 g/cm? At the time
of the initial experiments, we did not have
verified scaling laws to predict drive for a
given Cairn hohlraum size, laser energy,
and laser pulse width. We therefore used
computer simulations to choose an initial
hohlraum size: a 2.5-scale hohlraum. We
conducted three initial experiments (shots
89101105, 80031702, and 80031804 in Table
4-10) to ascertain that we had achieved the
required drive and that the fuel capsules
were producing yields in excess of 10° neu-
trons, which is the threshold required for a
pAR measurement by radiochemistry. As
shown in Table 4-10, the values of drive
(T) were at or below the limit of the range
of desired values. In addition, only two ex-
periments (shots 80031804 and 80032605)
produced more than 10° neutrons.

Based on the results of these three experi-
ments, we decided to use 2.0-scale Cairmn
hohlraums for all subsequent Apollo experi-
ments to maximize the drive. Recently
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Table ¢-10. Summary
of Apollo experiments.

00 088+ 041

082 + 028 mm

17 + 04

derivedsmlinglaws'zindhte&mmede-
crease in scale size will increase the drive
by the ratio (25/2)> = 156 and that the
hot-electron preheat increases by the ratio
(25/3)° = 1.95.
Experimental Results. Figure 4-28 shows
the measured neutron yield as a function of
laser energy for all targets. we could make
no correlation of yield and incident laser
energy. The scatter is partially atwibuted to

misalignment of the laser beams into the la-
ser entrance hole of the hohlraum. We dis-
covered this by examining x-ray micro-
graphsviewhgﬂmeuppermdmpofd\e
hohlraum. Several micrographs showed
bright spots on the lip of the hohlraum,
wiudxmdx:atedthatapmhonofoneor
more beams struck the end cap, meaning
that less energy entered the hohlraum than
expected. In addition, the scatter could have
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Table 4-11. Density

close to lower
limit of detectability

Table 4-12. Fuel den-
sities at peak thermo-
nuclear burn derived
from simple model.

Fig. 4-28. Neutron yield
as function of incident

energy for Apollo
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resulted from nonuniform preheat, nonuni-
form drive, or nonuniform implosion of the
CH ablator. The contribution of each of
these factors cannot at present be deter-
mined experimentally.

Pusher pAR Measurements. We mea-
sured the pusher pAR using the neutron-
activation (radiochemistry) diagnostic. Ref-
erences 13 and 14 describe this system and
the mechanics of the measurement in detail.
Before making the pAR measurements on
the Apollo capsules, we had to measure the
efficiency of the radiochemistry catcher for

an Apollo target. There was no prior reason
to reason that the catcher effidency would
be the same as that for a 140-um radius
with a 5-um-thick glass wall and a
15-um-thick CH ablator’ in a Caimn target
(62% efficient) or the same as the value of a
ball-on-stalk target'® (55% efficient). Three
catcher-efficiency tests were made with
Apollo targets having activated glass push-
ers. Two of the three experiments (shots
80040414, 80072408, and 80072513 in Table
4-10) produced catcher efficiency data. The
third had no data because of a mechanical
failure of the collector mechanism. We de-
rived an average value of 26 *= 3% from
the data. This value is valid only for the
conical catcher lined with a titanium foil
and placed 1 cm from the target.

Of the eight pusher pAR experiments,
only three Apollo capsules (shots 80032505,
80082604, and 80082703) produced a suffi-
cient number of activated silicon atoms for

three values were near the lower limit of
detection, which can be expressed as the
following relationship between yield N
and pusher pAR:

N, (pAR)= 4.6 X 10" . (8)

Table 4-11 shows the calculated values of
NrpAR&:rtheﬂ\reeexpetimmts. Because
our measurements were moderately above
the lower operating limit of the system for
only one of the three experiments, the re-
sulting measurements have large error
ranges. To correct this situation, future ex-
periments will require much higher yields,
which can be accomplished by using larger
hohlraums and larger energies to decrease
the preheat-to-drive ratio. Shorter-
ratio.

D-T fuel densities are inferred from the
pusher pAR using two methods:
® LASNEX computer simulation of fuel-

® A simple model assuming an isothermal
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isobaric pusher-fuel region 7 in which we

assume that the pusher and fuel are mod-

eled by an ideal gas.

In either case the pusher pAR used as in-
put to the calculations corresponds to the
time of peak thermonuclear burn, which is
not necessarily the time of peak fuel den-
sity. An estimate of the delay between the
two times and difference between the two

outset that the available experimental data

are exceedingly sparse and that some of the
tentative conclusions are based on compar-
ing results of single shots. More supporting
experiments will be required to change
some of these preliminary inferences to firm
conclusions.

We find that the intermediate-density
Apollo target performance substantiall 1;

peak quantities can only be estimated from agrees with the LASNEX predictions.” The
computer simulations (see below). Applica- magnitude of the experimental neutron
tion of the simple model for an Apollo yields gives unambiguous evidence that
pusher (70-um inner radius, 20-um-thick most, if not all, of the target drive was pro-

wall, and an ionization state for the SiO, of
Z = 7) yields the following relationship be-
tween fuel density p; and pusher pAR at
peak burmn time.

= 675 (pAR)3/2 . 9

Table 4-12 presents the calculated
fuel-density values for the three acceptable
pAR measurements in the sequence. The ex-
periments indicate, even with the large er-
ror, that fuel densities of the order of 100X
liquid density have been attained.

Author: J. M. Auerbach

Major Contributors: S. M. Lane and
K. G. Tirsell

Analysis of A
lntermedlate-glmty Targets

The preshot Shiva-scale intermediate-
density Apollo target design study, first dis-
cussed in 1978, has been presented else-
where.'*"” Details of target experiments are
given in the preceding section. We furnish
here a preliminary analysis of the experi-

vided by x rays. On the basis of glass pAR
and x-ray temperature data, we infer that
the suprathermal electron preheat of the
glass tamper is lower. than expected from
tions. A comparison between the neutron
yield, glass pAR, and preshot LASNEX
simulation results indicates that peak fuel
densities of about 20 g/cm’ (100X liquid
density) has been achieved and that
neutron-yield degradation from fuel-tamper
mixing effects is not very significant. When
the size of the glass tamper was reduced in
the Apollo target, preshot LASNEX simula-
tions predicted increased fuel compression
and reduced neutron yield. Experimental
observations were consistent with this pre-
diction. Furthermore, evidence suggests that
target-fabrication imperfections and/or
radiation-temperature (drive) asymmetry
can cause large reductions in the neutron
peld.Weehbaateonthesestatmmls

Table 4-13 contains most of the relevant
data required for the remaining discussion.
These target shots are a subset of those pro-
vided in Table 4-10 and represent those ex-
periments where the recorded neutron-
activation counts were at least three stan-

mental data and compare these results with

the preshot one-dimensional LASNEX Table 4-13. Selected

2 X o : the ties of the tron- parameters for Apollo
simulation predictions. We emphasize at the where the uncertain neu yield target experiments.
CH shell .
Shell temperature
Glass tamper  p.y  _Hemisphere 1 Hemisphere 2 separa- ﬁ (V) Neutron
Shot id  Thick il id Thick id ~ Thick ation or glass yield
number'  (um)  (am) (mg/em)  Gum)  Qum)  Gam) )  Gem) By B (g (X 10%
31702 1366 190 6 562 PHx1 B2 H+1 412 108 184 156 + 10 29 = 05
31804 129 210 6 262+2 471 2822 Pzl 45 097 161 160 + 10 16 + 20
32605 1454 178 - V452 M1 VAE2 M1 465 109 177 0093009 1940
82604 136 200 6 B6+2 S2+]1 ByI+2 511 408 102 131 0083 + 0062 B8 x4l
62703 1528 176 6 B6t2 S1x1 P82 W1 NS 101 132 0035 x 0027 17 = 40

*First three digits (800) of shot numbers have been dropped.




Fig. 4-29. Temporal
shapes of x rays with
energies 230 keV and
scattered 1.06-pm laser
radiation for Cairn

target.
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data were not overly large. It is difficult,
and probably impaossible, to derive reliable
estimates of the radiation-temperature
(drive) asymmetries in these experiments.
However, the ratio of the incdent laser en-
ergies of the bottom 10 beams to the top 10
beams (Ey/E;) may be a crude measure of
the difference in drives experienced by the
top and bottom hemispheres. The incident
laser-energy ratio of the most intense to the
weakest beam (E,/E,) may give a weak
signature of the local variations in the pre-
heat and/or drive.

The main of the first two experi-
ments (shot numbers 31702 and 31804) was
to measure the hohlraum radiation tem-
perature. Consequently, other factors such
as neutron yield and target-fabrication im-

perfections were of secondary consideration.

The time-integrated low-energy x-ray spec-
tra obtained by the Dante systems for these
two experiments were nearly identical, but
the gold hohlraum in shot 31702 had a
slightly larger diagnostic hole and thus a
lower measured radiation temperature.
However, within the experimental uncer-
tainties these two targets achieved the same
x-ray temperature and this negligible differ-
ence in drive cannot be the main source of
the measured neutron yield discrepancy.
The glass tamper in shot 31702 had a larger
inside diameter, but 2.8% less mass. If other
conditions were identical, it should have
had a higher instead of a lower neutron
yield. But, note that the differences in the
outer and inner radii of the two CH hemi-
spheres used in 31702 were 3 and 1 um, re-
in 31804 had the same outer radii and a

Relative intensity

2 um difference in inner radii. We speculate
that the factor of 5 discrepancy in the ob-
served neutron yield was due mainly to the
target fabrication variations, But the slight
differences in the incident laser energy im-
balances (drive and preheat?) may also be
contributing factors.

The only significant differences between
the targets used in the last two experiments
(shot numbers 82604 and 82703) were the
size and thickness of the glass tampers. For-
tuitously, the difference in the glass-tamper
masses was small (only 4.8%) and should
not affect our conclusion. These data sug-
gest that higher compression (inferred from
the higher glass pAR) and lower neutron
yield can be obtained by reducing the
glass-tamper size while keeping other fac-
tors in the target constant. This trend is
consistent with the predictions of the
preshot LASNEX simulations.'” Additional
calculations are required to obtain a more

Preshot one-dimensional LASNEX simu-
lations showed that the maximum neutron
yield for a suprathermal electron-driven
Apollo target (without x-ray drive) was 2 X
10° (Table 2-5, Ref. 19). The glass pAR in
this case was 7 X 1073 g/em®. We recall
that two- and three-dimensional effects can
substantially reduce the calculated
one-dimensional neutron yields. For
exploding-pusher targets, two-dimensional
simulated or experimental neutron yields
were typically about an order of magnitude
lower than those obtained from preshot
one-dimensional calculabons Thus, one
should only expect an tal neutron
yield of about 2 X 10* if these Apollo tar-
gets were driven by suprathermal electrons.
The fact that the experimental values are 10
to 100 times higher is unambiguous evi-
dence that the dominant driving mecha-
nism is x rays. The fact that the measured
glass pAR was an order of magnitude
higher offers additional support for this
conclusion.

Near the beginning of the Apollo experi-
mental schedule, we repeated some of the
preshot one-dimensional LASNEX simula-
tions discussed in Ref. 19 using more appro-
priate parameters. The laser-pulse duration
(and that of the radiation temperature
source) was reduced to 0.6 ns to correspond
to the experimental conditions. Preliminary
streak-camera data (Fig. 4-29) indicated that
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x rays having energies =30 keV (and by in-
ference, the suprathermal electrons) were
pmduoeddmugﬂwﬁ:sthalfofﬁnlasu
pulse in Caim targets.” Consequently, we
imposed the production of suprathermal
electrons with a constant temperature T,
of 50 keV during only the first half of the
laser pulse in these computer calculations.
The PBINTR radiation transport and
NLTE-atomic physics on the gold case were
used. Reference 19 contains more details of
the model.

Figure 4-30 shows the results of the
one-dimensional calculation when f,, the
fraction of the incident laser energy placed
into suprathermal electrons, was assumed
to be 30% for various peak radiation tem-
peratures. Even at a peak driving tempera-
ture of 175 eV (well above the measured
hohlraum condition) the glass pAR at the
time of peak D-T burn is only about 0.07
g/cm®. We chose to make the comparison at
peak D-T bum because neutron activation
samples the glass tamper pAR at this time.
and the maximum fuel density can be ex-
tracted only from computer simulations. Al-
though the calculated tamper pAR values
are within the experimental uncertainties of
the measured values, they are always lower
than the central values obtained for shots
32605 and 82604. This strong bias places
justifiable suspicion on the validity of some
of the ions used in the simulations.

In Fig. 4-31 we show the results of
LASNEX simulations when the f,, value is
varied for a fixed FDS source having a peak
x-ray temperature of 160 eV. The glass
tamper pAR and neutron yield are very sen-
sitive to the assumed suprathermal-electron
preheat. To obtain the measured glass pAR
value of about 0.08 to 0.09 g/cm’, f,,,, must
be lower than the value obtained from
FFLEX measurements (30%) and/or fewer
suprathermal electrons should be trans-
ported to preheat the glass tamper. The fol-
lowing evidence lends support to this
conclusion.

The suprathermal electron flux is de-
duced from the number of high-energy
x rays detected by the FFLEX system and
the electron bremsstrahlung cross section on
gold. Different unfolding techniques have
given values for suprathermal-electron flux
that vary by a factor of 2 (Ref 21). Thus,
the measured suprathermal-electron flux is

uncertain to this factor. LASNEX simula-
tions of laser experiments using layered-slab
targets indicated that the tion pro-
duced too many suprathermal electrons and
allowed too many of them to penetrate
deeply into the target.” Strong
suprathermal-electron transport inhibition
and a reduction in the suprathermal-
electron production had to be invoked to
obtain approximate agreement between cal-
culated and experimental data. Recent
suprathermal x-ray streak-camera data (Fig.
4-32) show that the temporal profile of the
high-energy x rays produced in the Apollo
target follows the shape of the inddent la-
ser pulse and is different from that obtained
for the Caimn target (Fig. 4-29).° We do not
yet know the reason for the observed dif-
ference, but this change should delay the
onset of the suprathermal-electron preheat
of the glass tamper and reduce its deleteri-
ous effects on the target implosion.
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Fig. 4-30. Calcu-
lated fuel density,
glass pAR, and neu-
tron yield at time of
peak D-T burn; f,_, is
fixed at 30% and peak
channel-radiation

temperature is varied.
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Other effects that may reduce the
suprathermal-electron preheat are related to
the inherent errors of attempting to simu-
late two- and three-dimensional problems
with one-dimensional calculations. For ex-
ample, suprathermal-electron flux may not

Fig. 4-32. Temporal
shapes of x rays with en- LI | o ! |
ergies =30 keV and scat- 10"_.__.. 1.06 -
tered 1.06-xm laser E ioser radiation 3
radiation for Apollo > E c
‘g [ " I
T & \ 1
2l 1 x|\ S
® = 1 \ 3
B N} N
Table 4-14. Calculated " / ~3
fuel density, glass PP Dol el PN TR (O
;g.-l':"mb_ 0 0.4 08 12 16
taalon Shains. Time (ns)
Fuel density Glass pAR Neutron
(g/cm?) (g/em?) yield
At mix time 4 0.055 2 x 0P
At peak burn 16 0.097 2% 107
Al peak compression 20 o1 5% 107

Mo = 10% and peuk radiation temperature = 150 eV.

Fig. 4-33. Calcn-
lated radii vs time
plot for some Apollo
target components,
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be isotropic in the hohlraum, or laser inten-
sity on the surfaces of the case and outer
shell may not be uniform (as is assumed).
Our suggested laser-beam-alignment
scheme in these experiments avoided, as
much as possible, laser irradiation of the
CH outer shell. We also excluded the possi-
ble beneficial effects of vacuum insulation
in these one-dimensional simulations when
the mass of the webs used to support the
fuel capsule was distributed uniformly in
the void between the two shells. Our origi-
nal LASNEX model was too pessimistic.
Thus suprathermal-electron preheat of the
glass tamper should be reduced by a factor
of 2 to 3.

The CH hemispheres in shot 32605 were
perfectly matched. This experiment also
produced the highest glass-pAR and
neutron-yield values. However, the neutron
yield is not significantly above that ob-
tained in shot 31804. Fortuitously, the glass
capsules used in these two targets had the
same mass and the capsule radius in 32605
was larger. Thus, we would have expected
a much larger difference in the neutron
yields. The larger incident-laser-energy im-
balances may be part of the reason for the
lower-than-anticipated yield. But polar x-ray
microscope data for shot 32605 indicated
that more than 2 of the upper 10 laser
beams missed the laser entrance aperture
and hit the outer face of the gold case.”
Consequently, we believe that the target
32605 had a channel-radiation temperature
below 160 eV and that this lower x-ray
drive was the main reason for the reduction
in the expected neutron yield. Table 4-14
contains the calculated fuel density, glass
pAR, and neutron yield at various implosion
times for an Apollo target subjected to a
150-eV peak radiation temperature FDS
source and an f;, of 10%. Figure 4-33
shows the radii vs time plot for some of the
target components. The calculated glass pAR
at the time of peak D-T bum is in excellent
agreement with the measured value. There
is a factor of 10 difference in the calculated
and experimental neutron yield, but as ex-
plained above, this discrepancy was antici-
pated and can be atiributed to two- and
three-dimensional effects. The neutron yield
at mix time is substantially lower than that
attained at the time of peak D-T burn. This
suggests that neutron-yield degradation
from tamper-fuel mixing effect is not very
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20 g/em’ (100X liquid density).

The success of the Shiva-scale
intermediate-density target demonstrates
that LASNEX can be used to predict the
performance of complex targets.
Two-dimensional simulations will be re-
quired to obtain a more detailed compari-
son between the calculated and
experimental data.

Author: Y. L. Pan

NPIRE Experiments

Background. Data from hohlraum-scaling
and wavelength-scaling experiments indi-
cate that large Nova-type hohlraums may
be characterized as having a radiation tem-
perature of about 160 eV and converting
less than 10% of the laser energy into
suprathermal electrons (f,,,, < 0.1).

To advance our capability to model, de-
in this drive and preheat regime, we per-
formed an experimental sequence with
Nova-like targets on the Shiva laser system.
This series is called Nova precursor implo-
sion research (NPIRE).

In the NPIRE series we irradiated spheri-
cal hohlraums for the first time and in addi-
tion irradiated cylindrical hohlraums having
unit aspect ratios; both types of hohlraums
sules. All the hohlraums were fitted with a
new diagnostic called a witness plate, which
allows us to infer the nature of the preheat
on the fuel capsule. The witness plate is de-
scribed in detail in a subsequent section.
were 2500 and 2000 gm in diam, respec-
tively. When irradiated by an 8-kJ/900-ps
pulse from the Shiva laser, these hohlraums
produced x-ray drives of Ty = 135 to
140 eV and preheat fractions of f,,, = 3
to 5%. These conditions are Nova-like in
the sense that the prindipal concerns to
hydrodynamics. For f,, less than 5%,
suprathermal-electron physics, although still
important, is not the dominant issue in pre-
dicting the performance of fuel capsules in
the hohlraums.

The environment of an NPIRE hohlraum
differs from that of a proposed Nova
hohlraum principally in the temporal shape

and duration of the radiation drive. An
NPIRE hohlraum produces only about

0.5 ns of peak drive as opposed to the
shaped 5-ns peak drive we hope to produce
with Nova-like hohlraums.

The fuel capsule and hohlraum issues we
wanted to examine with this series are
® Drive and preheat levels in the hohlraums

with and without a fuel capsule.
® Relative amounts of x-ray preheat,

suprathermal-electron preheat, and ther-
mal x-ray drive.
® Fuel-capsule performance (neutron yield).

As explained above, the second issue will
be investigated using the witness-plate

NPIRE Fuel Capsules. Fuel capsules
were incorporated with the NPIRE
hohlraum to answer two questions. Will the
capsules and their support structures change
the drive and preheat of the hohlraum?
Will the capsules perform in a calculable
fashion? If the main drive results from radi-
ation, then LASNEX should be able to

The primary constraint in designing the
capsules is that they should be ablatively
driven and buildable. These constraints
mean that our design would be a glass
mandrel having a plastic ablator.

We chose a capsule (200-um X 5-pm +
20-um CH) filled with 0.01 g/cm® of D-T
gas (Fig. 4-34). The nominal calculated per-
formance of these targets with a 140-eV/
900-ps drive (Ref 24) and assuming diffu-
sion transport is

Peak density p,.,, = 14 g/cm’.

Volume-averaged peak density 5 = 10 g/cm’.

Neutron yield N, = 2 x 10%.

Assuming PBINTR transport (angular distri-
bution effects included), the nominal perfor-
mance is

Peak density p,,.,, = 9 g/am’.

Volume-averaged peak density 5 = 6 g/cm’.

S-um-thick
glass pusher

20-um-thick
CH ablator

Fig. 4-34. NPIRE fuel
capsule.
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Neutron yield N, = 3 X 10",
Inadduhontosnmulam\gcapmlepu-fw
mance with a nominal hohlraum model, we

also explored several other possible
hohlraum environments. Our motivation for
making these calculations was our concem
about x rays in the 2- to 3-keV range and
the sensitivity of the capsules to x-ray pre-
heat. Below 2 keV, the 20-um-thick CH
ablator absorbs very well. Above 2 keV it
starts to transmit x rays that are then

Table 4-15. NPIRE stopped by the glass, which is thus
Peak fuel  density indrive  density in preheat
Radiation dens spectrum, 0.4 keV m, 2.4 keV
source :3 (Ve -keV) -keV)
Blackbody 6% 10°6 5% 109
Nominal LASNEX
model 14 7x10°° 7x 108
T g Sxws T skt

'Mﬂmmodebwnﬂd&aﬂd‘lﬁeVm'mwpm
formance could be severely degraded if energy in preheat spectram is greater
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T was varied by changing the source FDS multi-
pln. in our nominal one-dimensional hohlraum
model (see Ref. 24). All calculations used PBINTR
transport and 400 J of 50-keV hot electrons

Table 4-15 contains some of the spectra
that we used to model the implosion. These
spectra show that severe x-ray preheat can
degrade our target. If the 2-to-5-keV spec-
trum in our hohlraum is about 10 times
greater than our nominal non-LTE model
indicates, then the implosion will be much
different than expected.

X-ray preheat can degrade the density for
at least two reasons, First, the stagnation
pressure of the hydro system is reduced by
preheat. Fuel-less diffusion-transport cal-
culations indicate that without hot electrons
the stagnation pressure of a 200-um X
5-um + 20-um CH capsule-implosion sys-
tem is 5 kJ/cm’. If the amount of hot elec-
trons is 3%, thestagmtion?ressumis
lowered to about 2.2 k]/cm”. The high x-ray
preheat model lowers the peak pressure to
about 0.5 kJ/cm’.

The second reason that high x-ray pre-
heat degrades capsule performance is that it
produces too much shock preheat of the
fuel. X-ray preheat causes the pusher to
swell, which means that the ablatively
driven shock breaks out later at the fuel in-
terface since the shock speed is lower in a
less-dense material. Thus this shock contin-
ues being driven as it passes through the
swollen glass (which is strongly designed to
break out before the peak of Ty). This extra
driving force gives the shock a higher than
desired velocity in the absence of swelling.
The higher jump-off velocity shocks the
fuel to a higher adiabat, which reduces the
density.

Because of our concerns about the effects
of preheat spectrum, we developed the wit-
nessPlatemtheNPIREexpenmmt This

should help us unravel the per-
formance of the capsule.

Besides the high x-ray environments, we
have also modeled the capsules in a variety

generated at the hohiraum wall. of other possible hohlraums. Figures 4-35 to
Fig. 4-36. Neutron yield
and density vs 4 = q & | % 20 [ B T T B
hot-electron preheat us- _ la)
ing a 200-pm X S5-pm + >10% [~ B

20-um CH capsule with
0.01 g/em® D-T Il

Neutron yleld (N

10’ —

Density p Ina‘crna}
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4-37 summarize capsule performance as we
changed the hohlraum. For all of these cal-
culations we used PBINTR radiation trans-
port (which reduces diffusion transport
yields by about 10 and density by about
1.5).

Figure 4-35 shows the neutron yield as a
function of drive temperature and Fig. 4-36
shows the effect of hot-electron preheat on
density yield. Figure 4-37 shows that, in
these one-dimensional calculations, scat-
tered laser light that strikes the capsule in-
creases the yield and density. The figure
indicates that it is possible for this scattered
light (glint) incident on the capsule to com-
pensate for reduced thermal drive. For ex-
ample, if Ty = 120 eV and if 10% of the
laser light strikes the capsule directly, then
we would obtain about the same density
and yield as we calculate assuming a
140-eV source.

Figure 4-38 shows fuel density vs
neutron-averaged pAR of the pusher. The
data shown on this graph were taken from
calculations where we varied f, . Ty,
fgim and x-ray preheat. The encouraging
aspect of these data is that pusher pAR
seems to be a good diagnostic of the peak
densities of the capsule.

When we get additional pAR data on fu-
ture NPIRE experiments, we hope to have a
sufficiently complete set of data to allow us
to understand the drive and preheat gener-
ated in NPIRE hohlraums.

Witness-Plate Diagnostic. Figure 4-39 il-
lustrates the principle of operation of the

10° :
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Fig. 4-37. Yield vs

£ 1in the fraction of
ifeadent laser light di-
rectly absorbed by the
ball.

Fig. 4-38. Peak density
3 and peak aver-
age ty (@ vs
neutron-averaged
pusher pAR for NPIRE

capsules.

Fig. 4-39. NPIRE ex-
periments; witness-
plate diagnostic for
preheat measurement.
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Fig. 4-40. Each witness
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witness-plate diagnostic. The witness plate
is simply a section of fuel-capsule material
mounted on the wall of a hohlraum. As
shown in the lower left section of Fig. 4-39,
the witness plates in the NPIRE experi-
ments are two glass hemispheres (5 to
20 pum thick) with 25 um of CH ablator. The
glass/ablator combination is similar to that
of an NPIRE fuel capsule. Hence a diagnos-
tic set up to view the witness plate observes
quantities representing the capsule preheat.
An LLNL S-20 optical streak camera was
used to record optical emission from the
witness plate. As shown in Fig. 4-39, the
camera produces a streak record of the
emission from two samples. For the NPIRE
experiments, the following two samples
were used:

® A capsule with a 140-um radius,
5-um-thick glass wall, and 25-um-thick
CH ablator.

® A capsule with a 140-um radius,

20-um-thick glass wall, and 25-um-thick

CH ablator.

The profile of a streak record has the two
main features, as shown in Fig. 4-40. There
is an initial preheat region followed by a
rapid jump in intensity, which corresponds
to the arrival of the shock wave at the rear
of the witness plate. This shock wave is
produced when the thermal x-ray drive ab-
lates the ablator and pusher materials. The
shape of the preheat region of the profile is
a function of the relative contributions of
x-ray and suprathermal electron preheat.

We use samples of two different
thicknesses to allow relatively unambiguous
separation of hot-electron preheat from
x-ray preheat. That is important information
for a target designer, since designing for
x-ray preheat is different than designing for
suprathermal-electron preheat.

Figure 4-41(a) through (c) shows how
two plates can be a relatively sensitive di-
agnostic of preheat as well as drive. Each

plate should give 15 T graph shows the back-surface temperature
'fzm?m for two thicknesses of witness plates: 3 and
et e i 20 ym. In all of the calculations the plates
breakout. o | are backed by 25 um of CH.
= The variable in the three simulations of
3 Fig. 4-41 is the hohlraum conditions. Figure
N 4-41(a) shows the results for a model hav-
E!" ing Tz = 142 eV and f;,,, = 3% at 50 keV.
- To get the data for Fig. 4-41(b), we elimi-
nated the hot electrons but kept the radia-
Fig 4-41. Each graph i tion the same as in Fig. 4-41(a). Figure
shows the temperature 00 4-41(c) simulated a hohlraum having 3%
"_“"f""l e vl Tt Vo) hot electrons at 50 keV and a radiation
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model that greatly increases the “preheat
x rays” between 1 and 3 keV. However, it
would also be described as a 142-eV source.

Figure 4-41 shows that by comparing the
temporal dependence of signals from two
different plates, we can get a good idea of
what is going on in the hohlraum. For ex-
ample, if drive and hot electrons are about
as we expect, then the 5- and 20-um plates
should show a fair amount of preheat, fol-
lowed by shock breakout.

However, if the amount of hot electrons
is low and the radiation is about as we ex-
pected, then the results should be like those
in Fig. 4-41(b). The thin plate is x-ray pre-
heated, while the thicker one remains cool
until the shock breaks out.

Finally, if our radiation model is incorrect
and there are a lot of preheat x rays (from,
say, gold lines at 2.5 keV), then we might
have results similar to Fig. 4-41(c) in which
the 3-um sample was blown apart by x-ray
preheat and there was no dear shock
breakout. By comparison, the back of the
20-um sample is preheated primarily by hot
electrons and somewhat by x rays. Never-
theless, shock breakout is clearly defined in
this sample.

Data similar to those of Fig. 4-41 should
help us understand target performance and
sort out the physical effects in various
hohlraum systems.

Figure 4-42 shows the witness-plate data
from one of the spherical hohlraums. The
data are currently under analysis. It is

important to note that if the spatial distribu-
tions of suprathermal electrons and x rays
exactly indicate the preheat conditions at
the fuel capsule.

NPIRE Hohlraum Construction. Figure
4-43(a) illustrates the 5/8-4.0 Cairn
hohlraum. Four targets were built; two con-
tained 200-gm X 5-um + 20-um CH fuel
capsules. The cylindrical hohlraum is made
of gold 15 to 20 pm thick, is 2000 pm in
diam, 2000 um long, and has laser entrance
holes 900 um in diam. At the mid-length of
the cylindrical surface, two 400-pm-diam
other to serve as viewing apertures for the
Dante spectrometer and 22X Wolter x-ray
microscope. (Two holes are required to give
the x-ray microscope a-dark background.)
The witness-plate samples are mounted
slightly above the midplane of the cylinder
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Average exposure (lrg/cmzl
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Fuel capsule
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diagnostic holes
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2000 ,m—————

Fig. 4-43. NPIRE
hohlraums:; (a) 5/8-4.0
E cylinder and (b)
2.5-S sphere.
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ment of Shiva beams
into 5/8-4.0 cylindrical

hohlraum.
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to prevent interference from Formvar sheets
that support the fuel capsule.

Figure 4-43(b) shows the 2.5-5 spherical
hohlraum used in the experiments. The
20-um-thick gold hohlraum is 2500-um in
diam, has a 900-um-diam laser entrance
hole, and has two 400-um-diam holes at the
equator for viewing the interior with two
Dante spectrometers and a 22X Wolter
x-ray microscope. As with the 5/8-4.0 Caim
hohlraum, two witness-plate samples are
mounted slightly above the midplane of the
sphere. Each fuel capsule is supported in
the hohlraum by two 500-A-thick Formvar
films.

The laser beams are aligned to irradiate
the hohlraums using the patterns shown in
Figs. 4-44 and 4-45; these figures indicate all
necessary alignment information. For each
alignment pattern, one inner and one outer
beam is shown for each duster of Shiva

(a)

(b}

Inner beam

Outer beam

beams. The 10 beams in each duster are
spaced uniformly around the axis of the tar-
get at intervals of 36°.

Diagnostics. The diagnostics used for the
NPIRE experiments were chosen to charac-
terize the following:
® Absorption of laser light by the hohlraum.
® Thermal x-ray drive.
® Preheat.
® Fuel-capsule performance (neutron yield

and implosion quality).

Hohlraum absorption was determined
from the laser energy incident on the
hohlraum and the light scattered out of the
hohlraum, as measured by arrays of
scattered-light photodiodes and laser
calorimeters.

The thermal x-ray drive was inferred first
from spectral data recorded by two Dante
low-energy . The S system
uses 10 K-edge filter channels and provides

spectral coverage from 0.3 to 1.6 keV. The
M system uses 6 mirror-filter channels and
provides spectral coverage from 0.2 to
1.6 keV. Both instruments produce time-
resolved data. The time response of the de-
tectors is deconvolved from the data to pro-
duce the final temporal histories of the
x-ray spectra. A soft x-ray streak camera
that provided time-resolved spectra with
15-ps resolution was also used in the

i ts,

The levels of preheat resulting from
suprathermal electrons and x rays were
measured with three diagnostics:

o A filter-fluorescer high-energy spectrom-
eter that covers the spectrum from 4 keV

to 300 eV. (The spectrometer measures the
time-averaged bremsstrahlung emission
Fig. 4-45. Alignment of Shiva beams )
into 2.5-S spherical hohl from the suprathermal electrons; the
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suprathermal-electron temperature and f,,,
are inferred from the characteristics of the
bremsstrahlung measurements.)
® A crystal spectrometer that measures the
x-ray spectral range of 2 to 5 keV (which
is relevant to x-ray preheat).
® An optical pyrometer that obtains time
histories of the preheat levels in the
witness-plate samples.
The time history of the high-energy x rays
was recorded with two streak cameras: the
LLNL x-ray streak camera (which provided
coverage up to 25 keV) and the optical/
x-ray interval streak camera (which pro-
vided data on the relative timing between
the 1.06-um laser pulse and the x-ray emis-
sion for photons with energy =30 keV).
This was accomplished by placing a sheet
of lead over half of the slit of an S-1 optical
streak camera. The streak tube thus re-
ceived laser light and x rays on half of its
area but only x rays on the other half. The
laser-light contribution is many times stron-
ger than the x-ray contribution to the com-
bined signal on one side. An x-ray pinhole
camera recorded the spatial distribution

=8 keV. This instrument recorded the loca-
tion of any localized intense sources of
X-ray emission.

In this series the principal variable for
characterizing fuel-capsule performance was
neutron yield. Future experiments will be
directed toward using a fuel-density mea-
surement as an additional indicator of cap-
sule performance. Neutron yield was

Fig. 4-46. Streak
record from
optical/x-ray interval
streak camera.

Table 4-16. NPIRE ex-

x rays from the hohlraum having energies Left: x-rays Right: laser periments, summary
of shot data.
Laser performance

Shot Target data Pulse Beams (kJ) Neutron Absorption Thermnal drive, Tg (eV)
number Type Scale (k}/ns) =10 11-20 yield (%) Dante-S  Dante-M SX-2
80120304  Cairn 267 5/8-4.0 E2 7.32/900 373 359 62 = 10 122 131 146
BOI20405 Caim 265 S/B40E2  993/838 474 519 (4207 x 105 84+ 10 133 140
80120410 Caim 266¢  5/840 E2 9.08/942 454 454 (34 £ 02) X 100¢ A0 129 136
80120505 SH-11° 2552 9.09/900 455 454 (38 = 03) x 107t 131 137
80120803 SH-128 2552 8.69/6897 441 428 (11 202 X 107¢ B+ 10 131 133
80120806  SH-107 2552 8.36/897 39 440 7%z 10 138 139
80120909 SH-13* 2552 B.77/900 434 443 [0 132 138
80121004 Caim 264° 5/840E2 B851/900 440 411 128 134

FFLEX data (keV/keV) Raman spectra

Shot lso x g4 ey Lo Y peak I peak
number (X 10 (X 10 (X 10 (um) (}/sr-um)
BO120304 267 1.95 0.135 1.52 41
BOT20405 209 144 1.86, 1.92 144
80120410 15.7 105 [yl | 169, 1.76 156
80120505 278 151 1.62 1.82 104
80120803 214 893 0.698 175 1550
80120806 381 106 0.0333 151 86
80120909 7.72 225 0124 148 144
80121004 3.09 1.42 0.186 148 113

TWitness plate.

PWitness plate, 1885-um X 5-um + 187 CH, D-T density = 10 mg/cm’.

“By lead ACT.

dWitness plate, 193-um X 5-um + 195 CH, D-T density = 10 mg/cm?.
“Witness plate, 211-um X 384m + 19.1 CH, D-T density = 10 mg/cm’.
By copper ACT.
f‘Wim plate, 2095-um X 58-um + 19.1 CH, D-T density = 10 mg/cm’.
Flat, 14-1.7.




Fig. 4-47. NPIRE ex-
periments; 22 x-ray
i records

microscope

time history of fuel
and hohlraum

plasma dynamics.

Streak record

Cj Diagnostic
hale closure,

= 7
Vc 1.1 x 10

Maximum cmis
fuel-capsule
compression
Expanding fuel
capsule plasma
during disassembly
X-ray emission

from hole edge
during laser irradiation

measured using a lead-activation detector
having a threshold of 5 X 10°. An x-ray
zone-plate camera was fielded on three ex-

periments that had fuel-capsule/hohlraum
targets; these experiments were attempts to
image the x-ray emission from the com-
pressed pusher and hence to acquire in-
formation on implosion quality and
symmetry. None of the zone-plate images
showed any contribution from pusher x-ray
emission, so no data on implosion quality
were obtained. Future experiments utilizing
x-ray backlighting will be fielded to obtain
these data.

Experimental Results. Eight NPIRE tar-
gets were irradiated in December 1980
(Table 4-16). There were four 5/8-4.0 cylin-
drical hohlraums, two with 200-gm X 5-um
+ 20-pum CH fuel capsules and two with-
out. There were also four 2.5-5 spherical
hohlraums, two with 200-um X 5-um +

20-um CH fuel capsules and two without.
The experiments using the spherical
hohlraums were the first target experiments
having this type of geometry. In addition,
the experiments were the first successful
tests of the witness-plate diagnostic.

The Shiva laser system was set up to op-
erate at 8 to 10 k] of energy using a pulse
width of 900 ps. The laser system per-
formed flawlessly with all eight targets and
a good data package was obtained for each.

Authors; J. M. Auerbach and L. J. Suter
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Ablator and Pusher
Studies

Half-Cairn Experiments on
Shiva — Introduction

In recent years, we have successfully per-
formed physics experiments™>° with the
Argus laser system to measure the radiation
and hot-electron fluences incident on a slab
of material inside a laser-driven hohlraum.
We also used these experiments to measure
the preheat, shock, and hydrodynamic mo-
tion on the back side of that slab. We have
also been able to analyze the cause-and-
effect relationship between these two sets
of measurements with a variety of analytic
scaling models” and LASNEX simulations.
This past year we have performed similar
experiments on the Shiva laser system.
They differed from the Argus experiments
principally in four areas:
® The higher radiation drive.
® The higher hot-electron levels present in
the hohlraum illuminated with Shiva.
® The extra diagnostic capability of x-ray
backlighting the slab’s motion.
® The extra diagnostic capability of detect-
ing 100-to-300-keV x rays.
In this artide we discuss the experimental
series and analyze the results.

There were seven major results of this
highly successful series:

(1) The low-energy x-radiation drive (T,)
and hot-electron levels (E,) scaled from
Argus to Shiva, in agreement with scal-
ing laws that had been previously™? tri-
ply derived: analytically,
computationally, and empirically.

(2) We measured 5-TPa (50-Mbar)
through glass samples. This is a record
for a laboratory measurement of high

pressure.

(3) We observed (with x-ray backlighting)
the motion of a sample radiatively accel-
erated to a velodity of nearly 2 X 107
am/s.

(4) We measured the preheat levels through
sample thicknesses relevant to our 100X
target design.

(5) We found evidence for a super-hot tail
(T,, = 120 keV), which makes its pres-
ence known at x-ray energies greater
than 250 keV (an energy region not
probed with Argus diagnostics).

(6) We observed unexpected preheat
through 50-um-thick Au samples.

(7) With a two-pronged approach to the
analysis of this data, namely, simple an-
alytic models and complex LASNEX
simulations, we successfully related the
measured causes and effects.

The theory in (7) shows that the drives in
(1) indeed lead to the observations (2)
through (4), as is the case for the effect (6)
being caused by the super-hot tail in ob-
servation (5).

The first article that follows, “Half-Caim
Studies,” describes the experimental setup
and the preheat and shock observations.
Hohlraum Experiments,” discusses the x-ray
backlighting of the slab in motion as it ac-
celerates out of the hohlraum. In both arti-
cles, the data are analyzed in terms of

Authors: M. D. Rosen, R. H. Price, and
D. L. Banner



