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Maximizing Throughput Over Parallel Wire
Structures in the Deep Submicrometer Regime

Dinesh Pamunuwa, Li-Rong Zheng, and Hannu Tenhunen

Abstract—in a parallel multiwire structure, the exact spacing the highest bandwidth? Is it to have a few fat wires and a high
and size of the wires determine both the resistance and the distri- signaling frequency, or a large number of small wires with a
bution of the capacitance between the ground plane and the ad- |, ver signaling frequency, or anything in between? How does
jacent S|g_nal carrying conducto_rs, and have a direct effect on the the wi . ffect Il bandwidth? What effect d )
delay. Using closed-form equations that map the geometry to the ewwg spac?lnga ECL Overail Dancwidtn s At ElECL Goes Ie
wire parasitics and empirical switch factor based delay models that Peater insertion have? How many repeaters should there be and
show how repeaters can be optimized to compensate for dynamic how should they be sized?
effects, we devise a method of analysis for optimizing throughput  |nterconnects in deep submicron technologies are typically
ovelr a 9“";’.“ metal a;?"tr;ﬂfﬂig?%se'sv\'lisré‘:whgghsml’;’dmgetg‘telf]‘z 'S very lossy so that th&C delay dominates. In order to keep the
f:)fa?g;ggv:/?éltj? Xglgit?onally, closed form equations are derived, .re_sistance toa minim_um, the aspect ratio (height{ width) oflwires
the roots of which give close to optimal solutions. It is shown that IS increased, which gives rise to increased interwire capacitance.
for wide buses, the optimal wire width and spacing are independent This interwire capacitance results in crosstalk which has an ef-
of the total width of the bus, allowing easy optimization of on-chip  fect on the delay, depending on how the aggressor lines switch.
buses. Our analysis and results are valid for lossy interconnects as ~qsstalk is of special significance in uniformly coupled par-
are typical of wires in sub-micron technologies. allel wires, causing unpredictable delays. A crucial point here
is that when the geometry of the wire arrangement changes,
the parasitics of the wires change in a highly nonlinear fashion.
In particular, the exact manner in which the total capacitance
is distributed into a ground component, and a component con-
. INTRODUCTION sisting of the capacitance to the adjacent wires is important, as

OORE'’S LAW has held remarkably true over the year&)is dictates the charging/discharging time. In the following sec-

I\/I and challenges at the device level have been and gfg?s, we carry out a novel analysis for op?i.mizing bandwidth.
being met with solutions of great ingenuity. It seems reasofhich maps the wire geometry to the parasitics, and uses modi-
able to assume that Moore’s law will continue to hold true ovéied switch factor based delay models that consider the effect of
the next eight to ten years. The ability to put hundreds of mgrosstalk on delay with good accuracy. Equations for optimizing
lions of transistors on a single chip has, however, created nH§ repeater size and number to compensate for the effects of
challenges for the systems engineer in dealing with the cofWitching aggressors are developed to aid in this analysis. We
plexity in such a way that potential bottlenecks such as timiﬁiﬁ‘OW that for a given metal resource in terms of a fixed total
closure, power distribution, and input—output requirements afédth, there is a clear global optimum consisting of a particular
not allowed to dictate the ultimate size, and hence, the furfédmber of wires having a particular wire width and spacing.
tionality of the chip. A potential solution is an on-chip packe{his.optimum configuration does not necessarily tran;late tothe
switched network, which has been proposed by a number of &@ximum p_arallehsm aIIo_vved by the technology, an_d in fact de-
thors [1]-[3]. Whether of a regular tiled nature or otherwise, tHéates considerably from it when the resources available for re-
interblock communication link in all of these schemes will conP€ater insertion are limited. For wide buses, this optimal wire
sist of a large number of parallel wires with uniform coupling¥idth and spacing is mostly independent of the total area.
over most of the wire length in all probability. The main contribution_of this paper is in prpviding an anal-

This article examines signaling techniques and conventio¥@s of delay and bandwidth issues over multiple, long, capac-
over such relatively long coupled lossy lines, with emphasidvely coupled lossy nets, and deriving analytic guidelines for
on minimizing delay and maximizing bandwidth over multine®Ptimizing the wire width and pitch for maximizing total band-
structures. A key question that we pose and attempt to answadth.
in this paper is, given a fixed area in which to distribute the in-
terconnect, what is the best arrangement of the wires to obtain Il. OVERVIEW

Index Terms—Bandwidth maximization, crosstalk, high perfor-
mance, high-speed interconnect, interconnect delay, on-chip bus,
repeater insertion, throughput maximization, wire optimization.

. . . _ An accurate analysis of interconnects requires solving
Manuscript received February 5, 2002; revised June 19, 2002. This work

supported by the Swedish governmental funding agencies Sida, Vinnova,vﬁsélxwgl_lys equat'on_s In three—dlmensmns. (3-.D), which is
Exsite. prohibitively expensive in terms of computation time. However,

The authors are with the Laboratory of Electronics and Computer Systerisjg possible to use simplified models in most cases to capture

Department of Micro-Electronics and Information Technology, Royal Institut . . . .
of Technology, Kista SE-164 40, Sweden. fhe important effec_:ts in the_ regime of interest [4_]. We present
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Fig. 1. Configuration for investigating effect of crosstalk. (a) Geometrical arrangement of the parallel multinet structure. (b) Electridal meldglmodeling
comprising victim net capacitively coupled to two aggressors in a uniform and distributed manner.

modeling with emphasis on the suitability for our objectivable accuracy, and are very important in gaining an intuitive

in this paper: to develop closed form equations for delaynderstanding at a system level. The models can be broadly
prediction in parallel wire structures that will aid in gaining arlassified into those that consider an isolated rectangular
intuitive understanding of how changes in the wire geometopnductor, and those that consider a multiwire structure. The

affect the delay. geometrical parameters mentioned below can be identified by
referring to Fig. 1.
A. Parasitic Modeling The models in the first category describe the self capacitance

ﬁf the wire and an overview can be found in [7]. One of the early
a % S ) - :
approaches detailed in [8] gives an empirical formula which
decomposes the capacitance of a single rectangular wire over
a ground plane into a parallel plate component and a compo-
o nent proportional to a circular wire over a ground plane, and
w ence, has a straightforward physical motivation. The accuracy

f d-ord ﬁ . d d th . of this equation however drops rapidly when the ratjc: falls
If second-order effects are ignored, and the capacitangg, ajyes of about 2-3. The trend in modern technologies

of a wire 1S moldeled solely by its parallel plate capacitancgy 4 4ye increasing numbers of metal layers, thus increasing
changing the width does not affect tR&€ delay, as a decrease . and shrinking wire sizes, decreasing making the regime

(inc_rease) in resistance _by a cerFain factor is accc_)mpanied ow this ratio the most interesting, and hence, rendering it un-
an mc;ease l(dec_reasheé (|:n cadpacnancre] by tge :'emprocal_ O_f dRabvle for on-chip wires. In [9], Sakurai reports (2) which was
same factor eavmg_t product unchanged, However, I _'Sdeveloped from curve fitting techniques, and is more accurate
well known that for interconnects in sub-micron technologleﬁ1 the regime of interest
the higher aspect ratio results in the fringing component of the
. . . . . . . 1 1r IL 0.222

with the wire width, and does so in a highly nonlinear fashion. C=c|222% 128 <_> ' @)
Further, most of the fringing capacitance is to an adjacent h h
conductor, which results in capacitive crosstalk. Hence, the
very strong function of the geometry, and 3-D field solvers aported to be the most accurate in [7] for the values of dielectric

y g g Y &0
required to obtain accurate values. However, over the yeatscknessf = 0.75 pm) and conductor thickness£ 1.3 um)
empirical equations have been developed which have reasthrat were used in the study.

The skin depth at the highest frequency of interest is usu
high enough so that the DC resistance is quite accurate [5]

capacitance being of similar or often greater magnitude than the

parallel plate component [6]. Hence, tR€ delay does change

accurate distribution of the total capacitance into self andFinally, in [10], another slightly more complex equation is
mutual terms is very important. The parasitic capacitance ipeesented for the configuration of a single wire, which is re-
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For the configuration of a conductor surrounded by two adjalytic formulae for partial inductances quite accurate. But again,
cent wires, Sakurai in the paper cited above, defines a couplicantrary to the situation with capacitance, the locality problem
capacitance&’, as given in (3) is much harder. Current loops defining flux linkages can, and

often do, extend far beyond the conductor in question, making
t AN the inductance matrix very dense. Hence, sparsifying the induc-
C.=¢ O.OSE+0.83——0.07<—> M—] . @) ince matrix very  SP gthe
h h tance matrix is a difficult problem. Because of the relative insen-
sitivity of signal waveforms to variations in the parasitic induc-

This is used to define a total capacitance for the middle corance though, expensive extraction techniques can be avoided
ductor as the sum & and2C... The total capacitance given byto a fair extent for most circuits, with some approaches even
this equation is in very good agreement with that predicted llopting a constant precharacterized inductance [16].

a field solver for the total capacitance of the middle wire, but
the individual components are not intended to provide decof- Delay Modeling

position of the total into ground and coupled components. Sincel) Interconnect Modeling:From now on, whenever delay is
the presence of the adjacent conductors significantly affects fi@ntioned without further qualification, we are talking about
electric field around the central conductor, accurate decompge 509 point of the step response, which is the delay to the
sition requires that the proximity of the neighboring condugyitching threshold of an inverter. The most ubiquitous circuit
tors, or in a mathematical sense the quantjthas to be mod- modelin MOS circuits is a lumped capacitance (representing the
eled in the expression for the self capacitance. It then followsad) driven through a series resistance (representing the driver

on their ownt Hence, although these equations are quite usefifjown in (4)

for certain applications, they not suitable for a bandwidth anal-
ysis which requires that the distribution of the capacitance into tump = 0.7 RC. (4)
self and mutual components be accurate.

Since then, formulae which attempt to partition the total ca- One of the most prevalent methods of estimating the delay of
pacitance into two components accurately have been propodB8re complex networks is to model the output by a single pole
in [12] and [13] and more recently in [14] and [15]. The equd€SPONSe, where the pole is_ the reciprocal of the first moment
tions in [12] have been widely used in the past, but drop pf the impulse response. This is often referred to as the Elmore
accuracy when the aspect ratio of the wires increase to DSi@lay. after the person who first proposed it as an upper bound
proportions. The methodology proposed in [14] uses numeroté?_§he dela_y in an analysis of_timing _in valve circuits [17]. Now,
technology dependent constants, which render the models rafhi# on-chip wires have a high resistance and are most often
difficult to use without familiarity with their derivation. The for- modeled by distributeRClines. Signal propagation along such
mulae proposed in [13] and [15] can be conveniently used fmes is goyerned by the diffusion equation which does notilend
parasitic extraction of DSM geometries. The models in [15] udgelf readily to closed-form solutions for the delay at a given
a single technology dependent constant, derived by generafifiggshold. However, it turns out that a first-order approxima-
a database of values with a field solver for different geometrifi§N results in very good predictions [18], [19]. One way of ex-
in a particular technology, and then using curve fitting tec/aining this is to recognize that a distributed line (which com-
niques. They are in effect a modification of Sakurai's equatioé$iSes cascadelC sections in the limit where the number of
to render the partitioning more accurate. In this paper, the3gctions tends to infinity) is a degenerate version dR@iree,
latter models will be used for mapping the wire geometry to tpyith the step response in consequence having a dominant time
capacitive parasitics. They are reproduced in Section IlI-A. constant. This time constant can be well approximated by the

Extraction of inductive parasitics poses problems of a diflmore delay, oRC, which leads to (5) as the model for the
ferent nature altogether [5], and in fact there is a certain dgelay of a distributedRCline [18]
ality when compared with capacitance extraction. Capacitance o — 04RC )
is very localized in that the electric field lines from a given dist = )
conductor tend to terminate on the nearest neighbor conducThis is a very good approximation and is reported to be ac-

tors. This makes the capa_citance matrix sparse (since only F_;hlf?ate to within 4% for a very wide range BfandC. Sakurai
terms related to the coupling between close wires need be iR{20] reports a heuristic delay formulae based on a single pole

cluded, the others being insignificant), so that analytic formulqm@sponse which predicts values which are very close to the el-
need only model the geometry of the wire in question and thgore delay.

adjacent wires. However, the nonzero interaction terms have & distributedRLC model is the most accurate depiction of a

very strong geometry dependence. This makes the accuracygb put it is not possible to get exact analytic solutions for the
analytic formulae somewhat limited, and an error contained é%lay. Numeric techniques based on convolution methods [21],
within roughly 10% is about the best that can be hoped for in tlp@z] and moment matching techniques [23]-[25] have been pro-
prediction of different capacitive components of complex strugpsed, where it is possible to calculate the delay to arbitrary
tures. By contrast, strong geometry dependence does not exigtyracy, depending on the number of matrix manipulations.
for inductance and local calculation is rather easy, rendering gty timing driven layout optimization, however, simpler models

1An excellent discussion including independent verification of this can /€ ngcessary. In [26], Kahng gnd_ Muddu Prese”t close_d form
found in [11]. equations for the delay of a distribut&lC line by consid-
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ering the first and second moments of the impulse respongent signals and carries out a full transient analysis. It is pos-
Ismail and Friedman in [27] give empirical closed form equasible, however, to limit the aggressor alignment to a few specific
tions derived from curve fitting techniques. Particularly elegastses and develop timing models for static analyses. One such
in their model is the fact that setting the inductance term to zenmrk is [35], where moment-matching techniques are used to
makes it consistent with thRC tree delay. Now there are anobtain single pole responses for coupled lines. Most often static
increasing number of works that address the issue of when thring models, which take crosstalk into account are based on
effect of inductance is important enough to be modeled in tlasswitch factor The capacitance for a line is modeled as the
delay [28]-[32]. These expressions, though formulated in déum of two components, one of which represents the capaci-
ferent ways, are for the most part equivalent. Reproduced hé&mace to ground, while the other represents the capacitance to
are the expressions from [29], because they neatly quantifiadjacent nets. This second component is multiplied by a factor
window where inductance is important, and have a straightfarhich takes the value of 0 and 2 for the best and worst cases, re-

ward physical motivation spectively. Kahngt al.in [36] show that 2 does not necessarily
constitute an upper limit on the delay in general, where the in-
b < length < 2 \/Z (6) Puts are finite ramps, and have different slew rates, and that 3
2V1e r Ve is a better factor for worst-case estimations in such situations.

A lossy transmission line has series resistive and inductij@€re have been works which have derived closed form equa-
segments and parallel capacitive segments (the conductive [42as for the delay where the capacitance has been distributed
to ground can be safely ignored for the vast majority of ve}to two components. Examples are [37], which uses a lumped
large scale integration (VLSI) circuit applications). The symnedel, and [38], which uses a single sectiomodel and de-
bolsr, [ ande in (6) refer to the per-unit length quantities whildVes two pole delay models for arbitrary ramp inputs. However,
length refers to the length of the wire. Now, in a qualitativé/"he” the_W|_re length increases, the lumped model can resglt in
sense, if the combined capacitive and inductive reactance at#g€ deviations from the actual delay. For example, for an iso-
highest frequency of operation (defined by the rise time at “L%_ted distributed line of 50_(2 reS|s_tance qnd 100 _fF capacnanc_e
output of the driver) is comparable with the series resistance, With @ 10 fF gate load driven with a driver having a Thevenin
ductance cannot be ignored. This condition defines the secdfgiStance of 1®, the difference between the delay predicted
inequality of (6); if the line is longer, the loss is high enough t8Y & Single sectiom model and a five section model is 41%.
mask out the inductive effect. However, the line also has to be2) Repeater InsertionThe most common method of
long enough for the delay at the speed of light in the mediufgducing d_elay over long mterconnects_ is tp insert repeaters
to be comparable to the rise time; if not, the gating signal is t& aPPropriate points. Bakoglu and Meind! in [39] presented
slow for the reactance to compete with the resistance. This §&-analysis based on characterizing the repeater with an input
fines the first inequality. Additionally, this window may nevefc@Pacitance and an output resistance which was one of the
exist, if the combination of the rise time and loss is such thRioneering works in this area. Subsequently, researchers have
short lines have a time of flight delay that is much less than tif@Proved on both the repeater model and the wire-load model.

rise time, and long lines have far too much loss for inductan¥¥u and Shiau in [40] use a linearized form of the Schich-
to be important. This condition is defined in (7) mann-Hodges equations while Adler and Friedman in [41] use

Sakurai’s alpha power model to include the effect of velocity
to>4 l @) saturation in short channel devices. In [42], Dhar and Franklin
T present an elegant mathematical treatment of area constrained

The inequalities (6) and (7) can be used to show that for tRetimization. Ismail and Friedman in [27] use the interconnect
majority of nets in VLSI circuits, inductance can be safely ignodel mentioned above to carry out an analysis for repeater
nored. insertion which models inductance for the first time.

In closely coupled lines the phenomenon of crosstalk can beAs we mentioned at the beginning of this section, a clear dis-
observed. Crosstalk may be both inductive and capacitive. tiRction is made between crosstalk noise and crosstalk on delay
coupled microstrip lines, for example, the mutual capacitaneéfects. There have been a lot of articles published which pro-
couples the time derivative of voltage while the mutual indudose efficient methodologies to insert repeaters to combat both
tance couples the spatial derivative of voltage, so that a sig&#ects [43], [44]. They basically iteratively check for noise and
transition on one line may induce traveling waves on anoth@glay constraint violations, and insert repeaters where neces-
line [33], [34]. For DSM circuits, capacitively coupled lossysary, optimizing the placement in the process. The delay calcu-
lines are the most relevant when the phenomenon of crosstg#ons in these methodologies are made with the switch factor
causes signal integrity and delay problems. Crosstalk coupk&sed models, or higher order numeric models such as AWE de-
a noise pulse onto the victim net which can have two effects:Sgribed in [24]. There have been relatively few works which ad-
can result in a functional failure by causing the voltage at a no€leess the issue of driver modeling and optimizing the repeater
to switch above or below a threshold, and it affects the propsizeandnumberto combat the crosstalk on delay effect. One
gation velocity of signal pulses on the victim line. In this papepuch work is [45], where the authors model the driver with a
we are on|y concerned with the influence on de|ay_ “transient” resistance which is calculated numerically.

The effect of crosstalk on the delay depends on the switching3) Our Approach: Since our objective in this paper is to de-
of the aggressor lines, and can truly be captured only by d¥elop closed form equations for bandwidth optimization in par-
namic simulators which takes into account arrival times of difillel wires, we use analytic delay models that are very simple,
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yet model with good accuracy the most important phenomenon TABLE |
in closely coupled wires: that of capacitive crosstalk. The ”neSCOEFFICIENTS OF THEHEURISTIC DELAY MODEL FOR DISTRIBUTED LINE
. . . . WITH DIFFERENT SWITCHING PATTERNS
are modeled as coupled uniformly distribute€ lines, and a
slightly modified switch factor based analysis of delay in long Switching |
uniformly coupled nets is presented, where the capacitance is pattern i Hi
distributed over two components and two empirical constants
are used to appropriately modify the dominant time constant.
This is shown to be more accurate than using a factor of 2 to 2 (b) 1.13 | 1.50
model the worst case, although, the complexity is the same. We
further use this model to show that both the number and size
of repeaters can be optimized to compensate for dynamic ef- 4 (d 0.57 | 0.65
fects. The Ismail metrics given above are utilized to verify the
boundary conditions where these models are valid. These equa-
tions for repeater insertion give a very simple means of mod- 6 ® 0 0
eling the effect of crosstalk on delay and provide an insight at

the system level into timing issues in long buses, allowing easy o ) ) o _
analysis of bandwidth optimization. For DSM circuits, typical geometries are well within this

range. Additionally, the DC resistance is given by

1 (a) 1.51 2.20

3 (©) 0.57 0.65

5 (e) na na

[Il. I NTERCONNECTMODELING AND DELAY ANALYSIS l

. . _ : _ R = Rsq —. 7

The electrical model for investigating delay is shown in w

Fig. 1(b). Each line, except the two peripheral lines, are coupled

on both sides to aggressors. The reason is that this is close®.td-ine Delay and Repeater Insertion

the actual situation for an interconnect in a bus. This is a lossy|n the delay analysis, the victim line is assumed to switch

capacitive model which does not include inductance, andfigm zero to one, without loss of generality. When a line

valid for the thin wires which are typical of DSM technologiesgyyitches up(down) from zero(one) it is assumed to have been

zero(one) for a long time. For simultaneously switching lines

in the configuration of Fig. 1, six distinct switching patterns
To calculate the capacitance terms shown in Fig. 1 we use ttegn be identified.

models proposed in [15]. They use a technology dependent con1) Both aggressors switch from one to zero.

stant3 which is calculated from a database of values generated2) One switches from one to zero, the other is quiet.

A. Parasitic Modeling

by a field solver, and are defined in (8)—(13) 3) Both are quiet.
w 0.222 4) One switches from one to zero, the other switches from
Ct=ey [0.075 (E) +1.4 <E> ] l 8) zero to one.
5) One switches from zero to one, the other is quiet.
571 6) Both switch from zero to one.
C} =Cf |1+ (ﬁ) 9) Consider 3) above as the reference delay, where the driver
s of the victim line charges the entire capacitance. Cases 1) and
wl 2) slow down the victim line, 4) is equivalent to 3), and 5) and
Cp=¢p W (10) 6) speed up the victim. In all cases except 5), the response of
g the distributed line for step inputs has a dominant pole nature.
Oy, mia = Cp +20% (11) Since the time constants in question are linear combinations of
. / R, C, andC,, changing coefficients are sufficientto distinguish
Cs, com =Cp + 0y + Gy (12) between the different cases. The delay is as given in (18) where
Ce=C5—C% +ep ), take the values in Table |
w ¢ AN TEAN. tyie = 0.4 RC, + M RC (18)
: 0.03(h) 0.83 1 0.07<h> <S> L. vic s+ ARC.

(13) These constants were obtained by running sweeps with the
) circuit analyzer SPECTRE. Now the total delay of the line is
Typical values of3 range from 1.50 to 1.75, and 1.65 Mayffected by the driver strength, and the load at the end of the
be used for most DSM technologies. The equations are reporfgd The simplest characterization of the driver is to consider it
to be accurate to over 85% when the following inequalities agg avoltage source in series with an output resist&age with

satisfied a capacitive load of’4,, at the input. The linear approximation
0.3 < (w/h) <30 (14) 2The reason is that distributed, uniformly coup@' nets resemble charge
sharing networks, which often have a dominant pole on the signal path. How-
0.3 < (t/h) <10 (15) ever, if the dominant pole is not on the signal path, (from the driver of the victim
to the load of the victim) or the network has two coincident poles, the response
0.3 < (s/h) < 10. (16) has a two pole nature [47].
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TABLE I
ACCURACY OFDELAY MODEL WITH EMPIRICAL CONSTANTS MEASUREDAGAINST SPECTRE AND TRADITIONAL WORSTCASE MODEL

1 7 (model) | Magnitude . 17 ty (model) | Magnitude 17 ty (model) | Magnitude
R G | Ce (sim) ns of error % R Cs Ce (sim) ns of error % R Gy C. (sim) ns of error %
Q | pF | pF Q pF | pF A Q pF | pF )

ns old new old | new ns old new old | new ns old new old | new
10 |1 0.1 |0.992 [0.986 |1.014 [0.65 |216 J100 [0.1 |01 [1.I180 |1.070 |1.153 [9.34 |230 |10 0.0I |0.1 [0.0020 [0.0018[0.0019[9.55 |2.48
10 |1 02 [1.310 |1.267 [1.323 [3.29 097 Jio0 [oa1 03 [2992 |2.782 [3.031 [7.00 [1.32 |10 0.01 {1 0.0153 [0.0144[0.0158[5.62 [3.54
10 |1 03 [1.639 [1.549 [1.633 [553 [042 J100 |01 [05 [4.787 [4.494 [4910 [6.11 [256 [10 0.01 {10 [0.1478 [0.1405|0.1545[4.91 [4.55
10 [1.1 |01 [1.060 |1.056 [1.084 {042 {221 f100 {02 [o1 [1398 [1.284 [1367 [8.13 [2.18 |10 0.1 [0.1 [0.0023 [0.00210.0022(8.24 [2.14
10 |11 {02 [1.376 [1.338 [1.393 {282 [1.24 J100 [02 |03 [3.281 [2996 [3.245 {868 [1.08 10 01 |1 0.0157 [0.0147]0.0161 [6.27 [2.63
10 |11 {03 [1.704 [1.619 [1.703 {498 [0.07 J100 [02 |05 [5085 [4708 [5.124 [7.41 [0.75 10 0.1 {10 [0.1482 [0.1409 [0.1549 [4.98 [4.45
10 {12 o1 [1.129 [1.126 [1.154 {024 {223 f100 {03 |01 [1.595 [1.498 [1.581 [6.09 [0.88 [10 1 0.1 0.0053 [0.0053]0.0054]0.42 [2.22
10 |12 {02 [1.443 [1408 [1.464 {242 [145 J100 [03 [03 [3.541 [3210 [3459 [934 [230 [10 1 1 0.0198 [0.0179[0.0193[9.55 |[2.47
10 {12 [03 |1.769 [1.690 |1.773 {448 [025 J100 [03 {05 [5375 [4922 [5338 [8.43 [0.70 [10 1 10 [0.1527 [0.1440[0.1580 [5.66 |3.49
20 |1 0.1 [0.998 [0.991 [1.019 |0.65 |2.14 300 [o.1 fo.1 [1.220 |1.110 |[1.191 |9.01 [235 J100 Jo.o1 [o1 [0.0020 [0.0018[0.0019]9.48 [2.52
20 |1 02 [1.318 [1.274 [1.330 [3.28 [094 [300 [0 (03 [3.090 [2.88 [3.130 [6.61 [1.27 J100 [oo1 |1 0.0154 [0.0146[0.0159 [5.55 [3.47
20 |1 03 [1.648 |1.558 [1.641 [551 [045 [300 |01 [05 [4945 [4662 [5.069 [572 [249 f100 [o.o1 [10 [o.1491 [0.14200.1559[4.79 [4.52
20 (1.1 [0.1 |1.067 [1.062 |1.090 [0.43 (218 [300 {02 [0.1 [1.447 [1.332 [1.413 [793 [231 J100 |01 [o1 [0.0023 [0.0021[0.0023]8.20 [2.19
20 [1.1 02 [1.384 [1.345 [1.401 |28 121 J300 fo2 |03 [3390 [3.108 [3.352 {832 [112 fio0 fo1 |1 0.0159 {0.0149[0.0163[6.20 [2.56
20 [1.1 |03 [1.713 [1.628 [1.712 [4.97 [0.10 [300 {02 |05 [5253 |4.884 [5291 [7.03 [0.70 100 [o.1 [10 [0.1496 [0.1423[0.1562|4.86 [4.43
20 |12 [o.1 [1136 [1.133 1161 [024 [221 300 [03 |01 [1.653 [1.554 [1.635 [596 [1.05 J100 |1 0.1 [0.0053 {0.0053|0.0055]0.43 |2.17
20 |12 02 [1451 |1416 [1.472 [242 [142 ]300 |03 |03 [3.660 [3.330 [3.574 [9.01 [235 100 |1 1 0.0199 [0.0181[0.0194[9.46 [2.48
20 |12 [03 [1.779 |1.699 [1.783 [4.47 [022 ]300 [03 |05 5554 [5.106 |5513 [8.06 [074 100 |1 10 [0.1541 [0.1455]0.1594 [5.55 [3.47
30 |1 0.1 [1.003 0997 [1.025 [0.65 [2.11 500 [o.1 |01 [1.260 [1.150 {1.229 [8.71 [240 Jik 0.01 {0.1  [0.0022 [0.0020[0.0022|8.79 | 2.88
30 |1 02 [1.325 |1.282 [1.337 [327 091 J500 [o1 |03 [3.189 [2.990 {3229 [6.25 [1.22 Jik 0.01 |1 0.0168 [0.0161[0.0174|4.62 [3.15
30 |1 03 [1.658 |1.566 [1.650 [5.50 |0.48 500 [o0.1 |05 [5.103 [4.830 {5228 [535 [243 Jik 0.01 {10 [0.1626 {0.1565[0.1696 [3.77 [4.28
30 (1.1 {01 [1.073 [1.068 |1.096 [042 [2.16 [500 [02 [0.1 |1.496 [1.380 |1.460 [7.74 [242 |1k 0.1 |01 [0.0026 {0.0024[0.0025[7.73 [2.63
30 (11 {02 |1.392 [1.353 |1.408 [2.81 [1.18 |500 [0.2 {03 |3.499 [3.220 |3.459 [7.97 [1.16 |ik 01 |1 0.0173 {0.0164[0.0177 [5.25 {230
30 |11 {03 [1.723 [1.638 [1.721 [495 |02 Js00 |02 |05 [5422 [5060 |5458 [6.66 [0.66 |1k 0.1 [10 [0.1631 {0.1568]0.1699 [3.84 [4.18
30 (12 o1 [r142 [1.139 |1167 [024 [2.19 [500 [03 {o.1 |1.710 [1.610 [1.690 [585 [1.20 [ik 1 0.1 {0.0059 [0.0059]0.0060]0.52 [1.69
30 (12 |02 [1.459 [1.424 [1.479 [241 [1.39 [500 [03 {03 [3.779 [3.450 [3.689 [8.71 [2.40 [ik 1 1 0.0218 {0.0199[0.0212[8.67 [2.67
30 |12 {03 [1.789 [1.709 [1.792 [446 [0.19 500 (03 Jo5 [5732 [5290 [5.688 [7.71 077 ik 1 10 [0.1679 [0.1603 |0.1734[4.53 [3.26

of the buffers allows the use of superposition to find the delay, Hence, with the empirical constants that we propose, factors

which is given by (19) of 4.4 and 1.5 appear befor€., while in a conventional
worst-case analysis they would be 4 and 1.6. If the driver
t7,vie = 0.7 Rary (Cs 4 Cary + pi x 2C;) impedance is set to zero, the difference between the two

+ R(0.4Cs + X; X Co +0.7Cqy). (19) expressions is very small, but with nonzero driver impedances,
the difference is significant. The accuracy of (20) and (21) was
The lumped resistancg,4,, combines with all the capaci- checked against simulated values, and the results are presented
tances (lumped and distributed) to produce delay terms withreTable II, which is divided into three sections. The first section
coefficient of 0.7. Similarly, the distributed resistance of the linkas parasitic values that can be said to represent those of global
combines with various capacitances to produce different delay semi-global wires, the second has values that are more
terms (it is assumed that the load at the end of the line is an tgpical of narrower wires, while the third has a much wider
verter, which is the same size as the driving inverter). The terwariation of all three parameters. The values corresponding to
which model crosstalk are shown in bold. The coefficiegns a  Rg,., andCy,, were setto 1 R and 0, 3 K2 and 0, and 5K
second empirical constant to model the Miller effect. Togethexnd 100 fF for the three sections, respectively. The comparison
these two coefficients make the expression for total delay magealso plotted in Figs. 2-4. It can be seen that in all cases,
accurate than using a single coefficient of 2 for the couplinge empirical model contains the error to under 5%, while the
capacitance to model the worst case. Fer 1, the above ex- traditional method is more sensitive to the value of the driver

pression reduces to (20) impedance and has errors of up to 10% for certain cases.
To reduce delay the long lines in Fig. 1 are broken up into
tr,vie = 0.7 Rare (Cs + 4.4 C + Cary) shorter sections, with a repeater (an inverter) driving each sec-

+R(04Cs +1.5C. +0.7Cqv). (20) tion. Letthe number of repeaters including the original driver be
K, and the size of each repeaterfibéimes a minimum sized in-
If a universal factor of 2 is used for the coupling capacitanceerter (all lines are assumed to be buffered in a similar fashion).

the expression takes the form given in (21) The output impedance of a minimum sized inverter for the par-
ticular technology iRq.v, m and the output capacitanc&;,, m
tr,vic = 0.7 Rare (Cs + 4 Ce + Carv) both of which are assumed to scale linearly with size. This ar-

+R(04C;+1.6C.+0.7Cq). (21) rangementis sketched out in Fig. 5, where the symbol refers to
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Fig. 2. Comparison of empirical and traditional switch factor based analyses. Points correspond to entries 1-27 of Table II.
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Fig. 3. Comparison of empirical and traditional switch factor based analyses. Points correspond to entries 28-54 of Table II.

a capacitively coupled interconnect as shown in Fig. 1. In gen- X (¢sli + HiCapv,, + i X 2ccl;)
eral, the line segments corresponding to the gain stages would t,
not be equal in length, as repeaters are typically situated in +1li(0.desli + Aiceli + 0.7HiCar, ) | + 55 (22)

“repeater stations,” the locations of which are determined by
overall layout considerations. Then the delay is given by (22) |t js assumed that the load;ds equal to the input capaci-

K tance of arH sized inverter. Also, the signal rise time has been

Rary included h For the | [ lines that ider h
taneq = Z 0.7 included here. For the long lossy lines that we consider here,
= hi usually the delay of the line is much greater than the rise time
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Fig. 4. Comparison of empirical and traditional switch factor based analyses. Points correspond to entries 55-81 of Table II.
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Fig. 5. Repeaters inserted in long uniformly coupled nets to reduce delay.

of the signal with which the driving inverter is gated, and the When a number corresponding to a certain case is substituted
50%-50% delay from buffer input to output interconnect noder i in the two equations, the number and size of repeaters to
is independent of rise time [48]. minimize the delay for that particular switching pattern results.
Now the minimum delay is obtained when the repeaters axote that when the coupling capacitance termis set to zero
equalized over the line, when the above expression reducegit®., the entire capacitance is lumped into the tét (7) and

(23) (8) simplify to the Bakoglu equations [19]. Thus, we have pro-
posed a simple way to distribute the capacitance and take the ef-
teg =K [0,7 Rarv,, (% + HCapy + i 200) fect of switching aggressors into account. These equations and
H K K their ramifications for repeater insertion strategies are examined
R C, C. t, in more detail later in the paper.
+ X <0.4 V7 + A Vi + 0.7Hdem>} + o5 (23)

C. Model Verification

1) Aggressor AlignmentThe effect of aggressor alignment
(the times at which the aggressors switch relative to the victim
net) on delay is a much researched topic [48]. For a three net
arrangement such as was considered in this paper, it has been

In order to find the optimun# andK for minimizing delay, the
partial derivatives of (23) with respect #6 and H are equated
to zero, resulting in (24) and (25)

Ki opt = 0.4RC, + AiRC, (24) shownthatwhen the slew rates are unequal, the worst-case delay
’ 0.7Rarv,, Carv,, is caused by aggressors which switch at different times [36].
Since our models are built up by considering simultaneously

Hivopt = \/ 0.7Rary,, Cs + 1.4piRary,, Cc - (25) Switching nets, and we present case 1) as being very near worst-
’ 0.7RCayv,, case, it is interesting to check the inaccuracy introduced by our

ssumptions.
3This is assuming that zero time is when the driving inverter starts to switcﬁ. Si P vzi if | ledd i ..
If zero time is considered to be the point at which the ramp to the first driver ©INCE We are analyzing uniformly coupled data lines, itis rea-

starts, the entire rise time should be added. sonable to make the simplifying assumption that the rise times
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o VT(''/net158"
4.0 X \/T<”/’1()H42”; TABLE I

CoMPARISON OFMODEL FORBUFFEREDNET WITH WORSTCASE CROSSTALK
AGAINST ACTUAL DELAY WITH REAL INVERTERS
5.0 n .
R Cs Ce K H 5 1 13 1 Error%
actua A
Q e P (ac;)t:l ) (mgse )
2.0 i i
— 600 550 100 2 37 | 607.0 555 8.5%
Z 800 100 | 100 |2 23 | 534.0 477 10.6%
1.0
1k 100 100 2 21 581.0 526 9.5%
600 550 550 3 63 1061 918 13.4%
o0 800 1000 | 100 3 38 | 918.0 757 17.6%
| 1k 550 100 3 28 | 864.0 704 18.6%
PoM2
1.0 . ’ - ] 0
20 ) _‘m > on 600 550 1000 | 4 82 | 1300 1165 10.4%
(v 800 550 | 550 |4 55 | 1223 1047 14.4%
. . o . 1k 100 550 4 45 1181 1072 9.2%
Fig. 6. Eye diagram at the output of the victim net showing the effect of -
aggressor alignment on delay. 600 1000 | 1000 |5 86 | 1435 1216 15.3%
1k 550 | 550 |5 49 | 1395 1168 16.3%
of the input signals are the same. Even for this simplified case, _'* 1000 1550 |5 |53 1524|1291 17.9%

it is not simultaneous switching, but both aggressors switching
slightly after the victim that causes the worst delay. This is, how- rg caen in Table lll, the accuracy of the total delay predicted

ever, a very small difference and is really negligible. The eB-y (6) is accurate within 82% and 92%. Tigelity of (7) and

fect of different aggressor alignment on delay can be seen @y 5nnear however, to be much greater. By fidelity we mean
inspection of the eye diagram at the output of the victim nehe cjnseness of the solutions predicted by (7) and (8) to the
built up over hundreds of cycles, with different pseudo-randogyyima) solutions. This is evident from Fig. 7, where the results
b'_t streams (PRBS) being fed to the three lines. Consider a g¢kimyjations for a range dff situated either side of the value
with B = 600 @, Cs = 550 fF, andC. = 100 fF, where 0 4icted by (6) are shown. It can also be seen that the delay

Rqry = 208 2 andCyry = 351 fR4The worst case delay pre-q a5 are quite flat, anft and H can be relaxed with little
dicted by (6) is 277.5 ps. Now shown in Fig. 6, is the eye d'%ss in performance.

gram built up with 1000 bits of 1ns period having 100 ps rise

and fall times where PRBSs with different seeds have been fed

to the three lines. The worst-case delay is indicated by the inter-

section of the markers, and is 274.9 ps, which is very close toFor the wire arrangement show in Fig. 1, therst-caselelay

that predicted by the model. The exact error depends very m@t line is defined asy-¢.5 Since in general it has to be as-

on the rise times used. Obviously, the smaller the rise time, tfémed that the worst case aggressor-victim switching pattern

more accurate is the model. will occur on a given line, any calculation of bandwidth has to
2) Testing With Real Repeater§Ve investigated the accu-consider the worst-case delay as thieimumdelay over a line.

racy of our models with an actual Oﬁﬁ] technok)gy_ The input This minimum d9|ay, as we shall show dependS on the resources

capacitance of a minimum sized inverter in that technology ®ailable for repeater insertion, but it shall always correspond

approximately 9.5 fF, while its output impedance is 77 kve  to the switching pattern in case®lfthis statement needs fur-

used signal rise and fall times of 100 ps. In the same technolo#j}gr proof, which we provide in Section IV-A1). Hence, for all

a 1 cm long wire in metal 3 has a total capacitance to substré@day calculations, (22) with = 1 is used. The line delay is

of 720 fF, a coupling capacitance of 850 fF to an adjacent wiféatched to the minimum pulse widff, by allowing a suffi-

with minimum spacing, and a resistance of 820Hence, the cient margin of safety. The exact mapping depends on the type

loads in Table Il are chosen to represent global or semi-glols¥iline [49], but it is generally accepted that three propagation

length wires. The repeater insertion strategy we have opteddglays are sufficient to let the signal cross the 90% threshold for

show here i, ., and K _,,¢, and the accuracy is tested forRC lines [50]. Since we already consider the worst-case delay

case a). with good accuracy, a factor of 1.5 is deemed to be suffidient,
The drop in accuracy seen here is due more to the effectrgpulting in (26)

resistive shielding, i.e., poor driver modeling than a weakness .

in the delay models. The practice of treating the inverter as a T'=1L5twe. (26)

voltage source-resistor-capacitor combination where the paraThe delays of the two corner conductors differ as they are coupled to only

sitics scale |inear|y with size, and all second-order effects aree line, and the distribution of the capacitance changes slightly. Considering

. : : is difference would be an unnecessary refinement for most applications.
ignored, though poor, are often the only option available fgps
t?ming driven I%lyoput optimization y op 8This is neglecting the very slight difference introduced by simultaneously

switching aggressors.
“The constant used to match the 50% delay to the pulse width depends on the
4These figures are the Thevenin resistance and input capacitance of an apgpplication and is irrelevant in the context of the methodology. We are using the
priately sized MOS driver. value given here merely to be able to talk in terms of numbers.

IV. OPTIMAL SIGNALING OVER PARALLEL WIRES
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x 107" Variation of Delay with h
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8 b: Examples with four and five Repeaters
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a4l : } _ R=600Q, C,=550fF : .

C.=1pF, K=4, H=82
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Fig. 7. Graphs showing how the delay varies with repeater size around the optimal size for minimum delay: (a) top graph shows the delayRo=adte} 6,
C, =1pFC. = 100 fF, whereK = 3, H = 38 and the bottom fora netdt = 600 2, C; = 550 fF, C. = 100 fF, K = 2, H = 37 and (b) top graph shows
the delay foranetoR = 600 2, C, =1 pF,C. =1 pF, K =5, H = 86 and the bottom for anetd = 600 2, C, = 550fF,C. =1 pF, K =4, H = 82.

The total bandwidth in terms of bits per second is now givemet is greater than its constraint. In practice, one rarely sees re-

by (27) peaters introduced merely for the sake of pipelining, when the
N total delay of the net and power consumption increases as a re-
BW = ik (27) sult. If pipelining is carried out, it is a simple matter to multiply

(27) by the appropriate factor.

This expression changes if pipelining is carried out so that atThe number of signal wired, that can be fitted into a given
any given time, more than one bit—up to a maximum of one hirea depends on whether shielding is carried out or not. In gen-
per each gain section—is on the line. Since each repeater i, shielding individual lines is only useful against capacitive
refresh the signal and sharpen its rise or decay, the mapping t®sstalk. The magnetic field will in all probability permeate the
tween the propagation delay and the pulse width needs todrgire breadth and length of the bus, and can only be contained
carried out foreach sectionTheoretically, it is possible to gain by very fat wires. Hence, for the shielded case it is assumed
an increase in bandwidth by introducing repeaters up to the lirtfilat the shielding wires are the thinnest permitted by the tech-
where the bit width is determined by considerations other thaology, regardless of the size of the signal wires, as this serves
the delay of a single stage, or where the delay of the compostie intended purpose while minimizing area for nonsignal wires.
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Fig. 8. Graphs showing how a repeater insertion strategy optimized for a particular switching pattern performs for other switching patieaxés $Shews
different aggressor switching patterns, andgtexis the delay for different repeater sizes and numbers. Case i) in the legend refers to a repeater insertion strategy
whereK andH are optimal for minimizing delay for case i). <<AUTHOR: “Case i” IS NOT PRESENT IN LEGEND, NEED NEW FIG? THANK YOU>>

TABLE IV
SHOWS HOW A REPEATER INSERTION STRATEGY OPTIMIZED FOR A
PARTICULAR SWITCHING PATTERN PERFORMS FOROTHER SWITCHING
PATTERNS. THE DATA CORRESPONDS TO THESRAPHS INFIG. 8

From the geometry of Fig. 1, we get the relation given in (28)
for unshielded wires, and (29) for shielded wires

Wr =NW + (N -1)S (28)
WT = NWsignal + (N - 1)(25 + Wshield)' (29) Optimisation Line Delay (pSec)
Strategy
Our problem definition is to maximize the bandwidth for & cae | & | # lcase1 | case2 | case3 | Cased | Case 6
constant width¥ . Depending on whether or not the designer
has freedom over wire sizing, the analysis is different. Thes 1 2| 21 476 421 349 349 287
two cases are covered in Sections IV-A and IV-B. 5 > | 18 I 479 418 340 340 272
A. Fixed Wire Width and Pitch 3 1 14 || 546 453 330 330 222
When the wire width and pitch is fixed, optimizing bandwidth 4 14 546 453 330 330 222
reduces to the simple task of designing the repeaters to mir
mize delay over each individual line. The issue of optimizing 6 ! ? 625 504 346 346 211
the repeaters for the worst-case is examined in Section IV-A gipele | 1 131l 556 458 330 330 218

while resource constrained repeater insertion is covered in Se<
tion IV-A2.

1) Minimum Delay: Equations (24) and (25) give tieand single refers to the conventional delay minimization strategy
H values for minimizing delay for different switching patternsthat would be carried out by treating the total capacitance as a
The obvious question is, how will a repeater insertion strategingle lumped component. These values are also given for com-
optimized for a particular switching pattern work for other patparison in Table IV. Now as expected, for each switching pat-
terns? Given in Fig. 8 are the delays for different patterns, whiarn, the delay is minimum for thel andK that is optimized
the repeater insertion strategies are optimized for cases 1-6,fexthat particular pattern and is not optimal for other patterns.
cepting 5. The net considered here has a resistance@fahl It can also be seen that the optimal strategy for minimizing the
capacitances of 100 fF to ground and to each of the adjacemrst case delay is indeel; o, and K1 op¢. Although this
wires. Rq,» and Cy,, are set to 7.7 K and 9.5 fF to match particular number and size of repeaters performs suboptimally
the 0.35um technology we use for testing. The legend termedr cases 2 through 6, they do not perform so badly that the delay
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first optimization problem, which has to be solved numerically.
However, it is possible to analytically solve the second opti-
mization problem because its objective functign, as given
in (6), is concave as seen in the figure. The optimum solution
can be found by solving the Karush—Kuhn—Tucker conditions
[51], [52] given by (30)—(34) wheré; refer to the Lagrangian

constants
R Irv
0.7 P}l? (Cy 4+ 4.4C,) = 0.7RCyry + L1 K + Ly = 0
(30)
7 C 5C Ry C, LH + L3 =
ﬁ (04 s T 1.5 c) -0.7 drvCdry + L1 + L3 = 0
(31)
Ll(HK - Amax) =0, HK < Apax (Ll > 0) (32)
P LyH-1)=0, H>1 Ly, >0 (33)
Ly(K—1)=0, K>1 L3>0. (34)
" B. Variable Wire Width and Pitch
Fig.9. Shows how the delay varies withandK for a net having? = 600 Q, In this section, we consider additionally that the wire size and

Cs ? 55;0f thk?ntd C(_-t =h.|10(t)hfF-thT_hde pla}ne at 1.3 ns deSC_ritt)eIS theldglaﬁpacing can also change. Typically in a process the wires in a
o1 HK. Any of thet, K coordinates corresponding 10 the paris on he curvegetain 1ayer are limited to tracks determined by the minimum
convex surface below the plane are acceptable to meet the delay constraintf@@fure size of the technology. Within this frame, the designer
the particular point among all these points that gives the minithiproduct  has freedom to vary the spacing and the width of the wires. Now
Is the most desirable solution. the problem definition can be stated as follows: for a constant
width Wr, what are theé\ (number of conductors), (spacing
for any one of these patterns is greater than the delay correetween conductors), amd(width of an conductor) values that
sponding to case.lHence, when a repeater insertion strategyive the optimum bandwidth? The variables are discreteaasl
is referred to as optimal, it means thdiandK take the values w are dictated by the process as well, and there are geometrical
Hi opy and K1 opt, respectively. limits which cannot be exceeded. The optimal arrangement de-
2) Area and Power Constrained Repeater Insertiofhe pends very much on the resources allocated for repeaters, and
area of a minimum sized inverter can be modeled as the suniivestigated by simulations first. Then approximate analytic
two components, one of which is dependent onWhéL ratio  equations are developed that give close to optimal solutions, and
of the transistors, and one which is independent of it. Now sincan be used as guidelines to quickly obtain the true solution.
the repeaters ard times a minimum sized inverter and dfe 1) Simulations: The simulations are carried out for a future
in number, minimizing the area is equivalent to minimizing thiechnology with parameters estimated from guidelines laid out
productHK. The dynamic power consumption of an invertein [53]. The minimum feature size is 50 nm, and copper wires
is 0.5 CloaaV7,f (Where f refers to frequency), and henceare assumed with the technology dependent congtdging
for a given frequency power consumption is minimized b%.65, height above substrdtéeing 0.2:m, and wire thickness
minimizing C),.4. Since the output capacitance of an inverterbeing 0.21:m. The minimum wire width and spacing are each
is proportional toH, minimizing power consumption is alsoassumed to be 0,Am and the output impedance of a minimum
equivalent to minimizindHK. sized inverter estimated to be T2kand its input capacitance
The problem of repeater optimization for uniform, coupled fF. In all cases the constraint for the wires is set to a total
nets can take two forms. Either the maximum acceptable delaidth of 15 um. Of the three variabled/, s andw, only two
for the netis specified, and the objective is to minimize area sudre linearly independent, as the third is defined by (28) or (29)
ject to the constraint < t,,.«, Or the maximum acceptable aredor any values that the other two may take. We choose to ¥ary
is specified and the objective is to minimize the delay subjectémds, and assume that ands are variable in multiples of the
the constraind < A ... Consider Fig. 9 which shows the vari-minimum pitch. In the subsequent sections different constraints
ation of delay withH andK where the line parasitics corresponan the repeaters are considered.
to row 1 of Table Ill. The plane shows a delay constraint of 1.3 2) Ideally Driven Line: Although ideal sources are never
ns for that net, and any of th€ andH combinations which lie present in practice, the wire arrangement for the maximum
below this and on the curved surface showing the delay is d@ndwidth is interesting as it serves as a point of comparison for
ceptable to meet the delay constraint. Also shown is an applater results. Given in Fig. 10 is the plot of how the bandwidth
priately scaled plot oHK. varies withV andS. It can be seen that there is a clear optimum
BecauseHK is quasi concave in the quadrant of positile of 16 conductors which is far from the maximum number of
andK, it is not possible to find an analytical solution to thel50 conductors allowed by the technology constraints.
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Unshielded Lines with Ideal Drivers
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Fig. 10. \Variation of bandwidth with number of conductal$)( and spacing between conductoss @ver a fixed metal resource where driver delay is ignored.

Unshielded Lines with Optimal Buffering
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Fig. 11. Variation of bandwidth for unshielded lines with number of conducfg)sénd spacing between conductorsdver a fixed metal resource with optimal
repeater insertion. Variation of bandwidth for unshielded lines with number of condudiyrsid spacing between conductos} gver a fixed metal resource
with a fixed size and number of buffers for each line.

3) Unshielded Lines With Optimal Bufferingthe band- which are optimally sized for each configuration compensates
width for changing/V ands where the repeaters are optimallyfor the increased resistance and crosstalk effect. The values
sized is plotted in Fig. 11. It can be seen that the maximuof H and K are 52 and 7, respectively, while the maximum
bandwidth is obtained when the parallelism is the maximubandwidth is 345.5 Gb/s.
allowed by the physical constraints of the technology, of 4) Unshielded Lines With Constant Bufferin@ptimal re-

w = s = 0.1 um. This result is logical because the bufferpeater insertion results in a large number of huge buffers. Also,
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Unshielded Wires with Constant Buffering
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Fig. 12. Variation of bandwidth for unshielded lines with number of conducfes énd spacing between conductorpdver a fixed metal resource with a fixed
size and number of buffers for each line.

as is the case with optimal buffering in general whether the loaddth. The reason is that although shielding reduces the delay
is lumped or distributed, the delay curve is quite flat, and thever each individual line, the reduction in the number of signal
sizes can be reduced with little increase in delay. Instead of dipes more than negates this effect. Shown in Fig. 14 is a plot
timal repeater insertion, if a constraint is imposed on the numbafrthe bandwidth where every other wire is a minimum sized
and size of buffers for each line, the optimal configuration doeielding wire, and the signal wires are buffered optimally. The
not equate to the maximum number of wires. Given in Fig. IBtal bandwidth of 261.3 Gb/s is less than in the unshielded
is a plot of the bandwidth when a constraint & = 1 and case. This reduction is however accompanied with a saving in
H = 20 is laid down for each line. The optimal configuratiorrepeater size, and shielding can be considered as an option to
corresponds tw = 0.16 um, s = 0.2 um andN = 42, so reduce area and power consumption for repeaters.
that theVHK product is 840. The maximum bandwidth is now 7) Shielded Lines With Constrained Bufferinghis plot
171.1 Gb/s. (Fig. 15) also offers a straight comparison with the unshielded
5) Unshielded Lines With Constrained Bufferingypically case. There is a drop in the bandwidth as can be seen, from 163
the constraint would be on the total area occupied by the buffe@&h/s to 160 Gb/s. With constrained buffering, the repeater area
and henceK andH would be affected by. If (28) describes and power consumption are the same in the two cases, as the
their area constraint on the buffers, the optimum configuratianaximum available resources are utilized.
is the solution to the constrained optimization problem of max- 8) Validity of Analysis: Since inductance is not considered
imizing (27) subject to (35) in the timing model, the question arises of how close the pre-
NKH < A, (35) diction is_to the true optimum for real Wire§ which always have
nonzero inductance. Inductance as mentioned before, depends
This adds a third independent variable to the objective funon the signal return path, and hence, is relatively insensitive to
tion (21), of eitheK or H sinceA .. is a constant. Itis a simple the wire width. Typical values range from 2—4 nH/cm [16]. If the
matter to incorporate all the relevant equations presented heretrics defined in (6) and (7) are applied with a signal rise time
into an iterative algorithm that can be used to obtain a comput#r50 ps and the very conservative inductance value of 5 nH/cm,
generated solution. As an example, assume Ahat, is set to it can be seen that the inductive effects are not important even
500 for the same boundary conditions. It turns out that the ofpr the fattest wires in the plots, which are in an unimportant
timal configuration is wherlk' = 1, and shown in Fig. 13 is a region, and far away from the optimal point.
plot of the bandwidth wher& = 1 andH changes accordingto  9) Analytic Guidelines: An analysis for the optimum band-
N. The optimal wire arrangement turns out tobe- 0.26 um,  width with the exact capacitance equations proves to be in-
s = 0.4 pmandN = 23. tractable rather quickly. However, an approximate solution can
6) Shielded Lines With Optimal Buffering:In general, be derived by recognizing certain characteristics in the fringe ca-
shielding each signal wire results irdeopin the overall band- pacitance terms. An inspection of (8) shows that dependence of
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Unshielded Wires with Constrained Buffering
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Fig. 13. \Variation of bandwidth for unshielded lines with number of conduct§¥ijs &énd spacing between conductossgver a fixed metal resource where the
total resources for repeater insertion are fixed.
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Fig. 14. \Variation of bandwidth for shielded lines with number of conductdil &nd spacing between conductossgver a fixed metal resource with optimal
repeater insertion.

C' on the widthw is rather weak. (In fact, this is the main reasopacitance of a wire is dominated by the fringe component, which
that increased wire width results in reduced delay; the total da-insensitive tav. Hence, the possibility exists to increase the
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Shielded Wires with Constrained Buffering
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Fig. 15. Variation of bandwidth for unshielded lines with number of conduct§i)s énd spacing between conductossgver a fixed metal resource where the
total resources for repeater insertion are fixed.

width by a certain factor and reduce the resistance proportion- Ty =0.71 RsQCfpp (42)
ally, while benefiting from the fact that the parallel plate capaci-
tance which increases by the same proportionate factor is only a Ty = 3.08ae, Ray! (43)
small portion of the total capacitance, thus reducing the overall ReoC
RC product.) The contribution from the term proportionakto Ts =1.51 % + 0.7C4rvRsq (44)
is much less than the term proportional to tlié ratio. Hence,
an approximate expression fO¥; is given in (36) which is con- Ty =1.51 acp Rsql (45)
stant in the face of changing ands K
0.222 erRsql?
t —
Cp = Lde, <E) L (36) Tr =04 =22 + 3.08Ran Cy,,, (46)
- . Ry
Similarly, the term proportional t@ can be neglected for the Rary = (}I 2 Carv = HCgry

expression foC,, leading to (37) Tievs. = Raren, Care. 47)

1.34
Ce.,, =Cp... — C}app +acy <—> ! (37) Now substituting forV in (27) from (28) (since it was shown
$ that unshielded wires result in the greater bandwidth over a con-

wherea is a unitless constant defined by (38) stant metal resource, we consider only this case) results in ex-
0.222 pression (48) for bandwidth
a=083L 007 <f> . (38) -
h h BW = Xt (48)

Now the approximate pulsewidti’ which is defined as (w+s)T
1.5tw ¢ can be expressed in the form given in (39) This is a concave function i ands with a global maximum
w T Tyl as was shown in the simulated plots. At this maximal point, the
T=T—— o5 o5 numerators of the partial derivatives Bfi¥ with respect taw
h 1+ (h/s) [+ (h/s) % ands are zero. Recognizing that< W close to the optimal
point allows the following equations to be derived from these
two conditions

l l
+Ty(h)s)t34 + T —+ T (h/s)'3% + 17 (39)

where the time constants are defined in (40)—(47) T+ (w+5) g_T —0 (49)
T =0.7ex Rarel. (40) o
T

Ty = 1.68Rar O, (41) T+ (w+s) 5= =0. (50)
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Fig. 16. Roots of the functioffi(s) = T' 4 (w + s) 9t/ s for optimally buffered lines.
Substituting forT” from (39) in (49) and doing some ratheroptimally buffered lines, whelk = 7 andH = 52. Shown in

unpleasant number crunching allowsto be written as an ex- Fig. 16 is a plot of (50) against the differentvalues consid-
plicit function of s, as defined in (51), shown at the bottom oéred in the simulation. The only possible rootis= 0.1 um,

the page. when (51) givesv = 0.1 pm, which are exactly the values
Also the partial derivative of’ with respect tos is as given given by the simulation. To consider a second example, simu-
in (52) lations showed that for constrained buffering the optimal point
- is whenw = 0.27 yum ands = 0.4 um, whenN = 23 and
or 1.65 l (h/s)5° - :
= Ty+Ty— ) —L2 K andH are 1 and 21, respectively. The function (50) for these
ds h [L+ (h/s)"05]? values ofH andK are plotted in Fig. 17. The solution predicted
1.34 by the roots isv = 0.27 ygm ands = 0.3 um, whenN = 27.

l
T <T4 +Ts E) (h/s)***. (52) Thisis very close to the true optimum, and in fact checking the
values predicted by the exact equations with the values on ei-
Now in (50),0T/Js is replaced by (52)T replaced by (39), ther side of thes value predicted by (50), that af = 0.2 um
andw replaced by (51) in the resulting expression. This resulééds = 0.4 pm results in the correct solution. Finally, for the
in a single variabled function of in the form of f(s) = 0. case with ideal drivers, wheR,,, = 0 andCy,, = 0, the sim-
Given that the initial expressions were rather complex and umation showed that the optimal point was wher= 0.56 xm,
wieldy, this is a fairly simple equation, in so much that it is = 0.4 um, andN = 16. The plot of (50) shown in Fig. 18
a function of a single variable with constants completely deredicts the optimal to be& = 0.56 um, s = 0.3um, when
fined in terms of easily obtained technological parameters an = 18. Again, checking just the two values on either side of
the design constraint§, H and!. The coordinates of the op-the approximates value results in the correct solution. Hence,
timal point is given by the roots of (50) and (51). SinB& (50) and (51) can be used to garner values that can either serve
is a well behaved function with a single maximal point in thas the starting point for simulations with the exact equations to
regime of interest, (50) usually has only one root. This root cateld the true optimal point, or even be used unchanged, as they
easily be found either by a simple iterative algorithm such asage quite close to the true optimum.
binary search, or by inspection of a plot. To demonstrate this,There is a rather important ramification of these approximate
consider the first example in the simulation, which consisted ahalytic equations for designing buses. An inspection of (49)

Y \/ (T3 — Ts — Tg(h/s)134 — T5(h/s)165 — Ty(h/s)3]ls (51)
TN T — T+ Tu(h)s) L + Tu(h/s)065 — Ty(h/s)3% — T (h/3)-65 — Ty(h/s)3
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T+(w+s)dt/ds
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Fig. 17. Roots of the functioffi(s) = T + (w + s) 9t/ds for lines with constrained buffering.
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Fig. 18. Roots of the functioffi(s) = 7"+ (w + s) 9t/ s for lines with ideal buffering.

and (50) reveals that the optimal bus width and spacing is inde-1) The maximum bandwidth across a metal resource can be

pendent of the total widtiy . The only approximation made achieved by fitting the maximum number of wires, each
in deriving these two expressions was that the optimal spacing  optimally buffered according to (24) and (25) with- 1.
s is very small in comparison t&/;, which is valid for buses This defines the upper bound on the repeater resources or

with word length greater than or equal to eight. This makes the  the HQK product.

design much less complicated, and the optimal wire width and 2) Depending on the design bandwidth requirement and area
pitch for maximizing bandwidth can easily be derived by esti- and power constraints] andK are chosen for each line.
mating an initial solution with the analytic formulae, and then 3) The single variabled function (50) is plotted against the
running a few simulations with the exact capacitance equations. values ofs that are allowed by the technology, and the
The following guidelines can be followed in this process. value that most closely resembles a zero represents the
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approximate optimal interwire spacing. This value is sub- [3]
stituted in (51) to yield the matching wire width.

4) With these approximate values as a starting point, a few
simulations are carried out with the exact capacitance(4]
equations fofl" in (48), to find the true optimal solution.

It must also be stated that the validity of the lossy capaci- [5]
tive line model must be established at the start of the analysis
which can easily be checked by any of the metrics proposed by &6]
number of authors [28]-[32]. In the experiments carried out by [7]
the authors, it was evident that inductive effects could be safely
ignored for the wire widths that were close to the optimal point, (8]
and indeed even for those wires much fatter than the wires in

this region.
g [9]

V. SUMMARY AND CONCLUSION [10]

In this paper, we have discussed signaling issues over los
capacitive lines that are representative of global and semi-glob
length interconnect in DSM circuits. The accurate extraction of12]
capacitive parasitics in multinet structures by means of closed
form equations was examined. Then a modified switch factoy; 3
based delay model with empirical coefficients was used to de-
rive equations that describe the manner in which the repeat f4]
size and number can be optimized to compensate for the effect
of switching aggressors in long nets. All equations were checked
against a dynamic circuit simulator Spectre, and the accuracy &0
the repeater models were checked using real transistor models
from an actual 0.3xm process. [16]

These expressions were then used to investigate the optimu[rP]]
arrangement of wires to yield the maximum throughput for a
given metal resource. For a parallel wire configuration, severglL8]
factors combine to affect the delay in various ways. Increased
parallelism is desirable in general, but when the total area that igg
allowed for the wires is constrained, this results in smaller, more
tightly coupled wires, increasing crosstalk, and causing greatéf°
line delay. Repeater insertion and especially area constrainggh)
repeater insertion further complicates the issue. However, we
have demonstrated a method of analysis that takes into accouft!
all these factors, and shown that there is a clear optimum configoz)
uration. Because of the closed form nature of the expressions we
have presented, this optimum can be predicted easily by mea&%]
of an iterative algorithm. Additionally, we have used simplified
versions of the equations to produce a single variabled func-
tion of interwire spacing, and a companion function for wire [25]
width w, the roots of which give a solution that is quite close
to the true optimum. This approximate solution can be used ag6]
a starting point for simulations with the exact equations to pro-
vide the correct solution with one or two iterations. It was alsoj27
shown that for wide buses, the optimal wire width and spacing
depends on the repeater constraints and length, but is indepeLEé]
dent of the total width. The results we have presented in thi
article can conveniently be used to optimize on-chip buses.
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