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Carnegie Mellon University was teamed with the Alcoa Technical Center

with support from the US Dept. of Energy (Office of Industrial Technology)
and the Pennsylvania Technology Investment Authority (PTIA) to make
processing of aluminum less costly and more energy efficient.
Researchers in the Department of Materials Science and Engineering
have investigated how annealing processes in the early stages of
aluminum processing affect the structure and properties of the material.
Annealing at high temperatures consumes significant amounts of time
and energy. By making detailed measurements of the crystallography
and morphology of internal structural changes they have generated new
information that will provide a scientific basis for shortening processing
times and consuming less energy during annealing.

The status of the Domestic Technology for the thermomechanical
processing of aluminum alloy intended for sheet and plate product is as
follows. Hot rolling processes are aimed at breaking down as-cast
structures in Direct-Chill (DC) ingots. Critical to the success of this stage
of the processing is the refinement of the as-cast microstructure in terms
of both grain morphology and the crystallographic orientations present;
we will refer to the latter as texture. Achieving correct texture is
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particularly important to the application of such materials as 5xxx for can
closures and 3xxx for beverage can stock. In particular, it is standard
practice to anneal partially broken-down slabs for long times in order to
ensure that recrystallization is completed before continuing the hot rolling
process. Simple models exist that describe the rate at which the
recrystallization process takes place but no information is available on the
texture development. This proposal project will remedy that lack by
measuring texture-dependent recrystallization rates (kinetics).

The project is complete. Three different commercial purity aluminum
alloys (AA1050, AA5005 and AA3003) were studied. The main
applications of these (non-heat treatable) alloys are beverage cans,
automotive products etc. Recrystallization and texture evolution are two
very important transformations in the thermo-mechanical processing of
these alloys. These transformations are of critical importance for
aluminum industry as they are directly related to energy consumption and
properties of the finished products. The main aim of this project is to
further increase our current understanding of recrystallization and texture
evolution using advanced analytical tools like Electron Backscatter
Diffraction (EBSD).

The project was divided into two main parts - experimental data collection
and extraction of critical parameters from experimental data forming one
part and simulation of recrystallization from the experimental data and
comparison of experimental results with simulation being the other part.
The experimental data collection and analysis involved annealing of as-
received samples and scanning them in an EBSD system. The main
approach followed in the experimental analysis was that of identification
of the most important parameters required for quantification of
recrystallization and texture evolution. This analysis required
development of algorithms for extraction of the parameters from the
experimental data. All experimental data collection and analysis was
completed for the three alloys. Similar procedures were applied to the
three alloys; therefore the differences in their behavior delineated the
effect of variation of different alloying elements on recrystallization and
texture evolution in aluminum alloys. To aid in understanding the effect of
processing conditions (temperature and strain), the as-received hot rolled
samples were also deformed in a specially designed deformation
simulator capable of controlling deformation parameters.

Recrystallization and texture evolution in three commercial purity
aluminum alloys were studied to understand the effect of composition and
processing conditions. All the as-received metals were hot rolled to high
strains. Annealing treatments were carried out on these as received hot
rolled samples followed by scanning in a Scanning Electron Microscope
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(SEM) with an EBSD system attached. Some of the main experimental
accomplishments of the project are summarized as follows:-

1.

10.

11.

New procedures and parameters were established for quantifying
the extent of recrystallization from electron back scatter diffraction
(EBSD) scans based on orientation spread within grains: high
orientation spread was found to be a reliable indicator of deformed
grains versus low orientation spread for recrystallized grains.

The software for performing computer simulation of
recrystallization has been transferred to the industrial partner
(Alcoa) and is being used to study in-house thermomechanical
processing.

Controlling mechanisms were determined for recrystallization in
hot rolled aluminum alloys (migration of high angle grain
boundaries).

The differences between deformed, recovered and recrystallized
grains were demonstrated based on easily identifiable parameters
(GAM and GOS).

The activation enthalpy associated with recrystallization in
commercial purity Al (AL-1050) was similar to that of diffusion of
iron in aluminum. This result is in agreement with previous work
and suggests that the kinetics of recrystallization are dominated
by solute drag of the grain boundaries by impurities such as iron.
The results of performing tests in Alcoa’s Deformation Simulator
showed that low deformation temperatures (200°C) result in
deformed microstructures similar to those in the material supplied
by Alcoa. High temperatures around 400°C, however, resulted in
nearly recrystallized microstructures.

By observing the nucleation and growth of recrystallized cube-
oriented grains, we were able to quantify the preference for their
growth in different deformation orientations.

Similar observations on the variations in volume fractions of
deformation texture components during annealing showed that the
S component is consumed more rapidly when compared to the
Brass and Copper components.

Variations in composition affected the recrystallization process.
Addition of Mg accelerated recrystallization kinetics (most likely
because solid solution hardening giving rise to larger driving
forces); addition of Mn leads to precipitation of second phase
particles.

A set of tools called “Microstructure Builder” (MS Builder) were
assembled that permit generate 3 dimensional microstructures
which statistically similar to the experimental input microstructures
(2 dimensional).

The effectiveness of MS Builder was demonstrated by generating
3-D microstructure to simulate hot rolled AI1050 samples. The
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generated microstructures showed reasonable agreement with the
size distribution in the experimental observations. The
crystallographic orientations distributions were a good match to
those observed in the AI1050 samples.

A method for calculating the stored energy using electron
backscatter data was developed. With this method, we calculated
the variation in stored energy as a function of crystallographic
orientation and inserted the values into the simulations of
recrystallization thereby improving the accuracy of texture
development.

A method was devised for adding nuclei to the generated 3-D
microstructure to reflect the experimental observations. The
analysis of the data provided the following information:

a. Most nuclei have similar texture to the parent grains. This
conforms to the subgrain coarsening theory for generation
of nuclei (from the deformed structure).

b. Most of the nuclei occurred on, or close to grain
boundaries in the deformed microstructure.

c. Grain boundaries adjacent to the S oriented grains had the
highest probability of nuclei formation.

The recrystallization kinetics were most sensitive to grain
geometry and nuclei placement.

A method was developed to predict texture evolution during the
process of recrystallization.

A basic sensitivity analysis on the factors that control or influence
the process of recrystallization revealed the following ranking of
the factors in order of decreasing importance:

a. Oriented nucleation.

b. Oriented growth.

c. Stored energy.

This summarizes the main findings of the study. More detailed

information about the actual experimental details can be found in the
attached theses by Mohammed Alvi (experimental) and Abhijit Brahme

(simulation) and the separate report on AA3003.

Abstract from thesis submitted by Mohammed Alvi for his PhD.

The kinetics of recrystallization and texture evolution in hot rolled aluminum alloys 1050
and 5005 have been analyzed. The as-received samples were given isothermal
annealing treatments at different temperatures and their recrystallization kinetics and
texture evolution were obtained as a function of annealing temperatures and times. Two
different methods were used to measure recrystallization kinetics - microhardness
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variations and mapping with Electron BackScattered Diffraction (EBSD) also known as
Orientation Imaging Microscopy (OIM). Microhardness variations represent an average
behavior against which the methods based on EBSD were compared. Intragranular
orientation variation (short-range and long-range) was found to be an important
parameter for partitioning EBSD maps into deformed and recrystallized regions.
Comparable recrystallization kinetics were obtained from microhardness variations and
EBSD. Microstructural Path Modeling (MPM) was used for analyzing recrystallization
kinetics. Recrystallization in hot rolled aluminum alloys 1050 and 5005 was determined
to be site-saturated and controlled by migration of high-angle boundaries.

The ability to partition deformed and recrystallized regions based on intragranular
orientation variations provided an important tool for analyzing and understanding the
texture evolution in deformed and recrystallized grains independently of each other.
Rolling orientation components S and Brass exhibited very different effects on
annealing. While the deformed S orientation was observed to decay very fast, Brass
deformed grains remained stable to annealing. Recrystallized grains had Cube as the
main texture component, which nucleated from the deformed Cube bands. The
recrystallized Cube grains exhibited both a nucleation and growth advantage when
compared to the other recrystallized orientations. Although the nucleation advantage of
Cube recrystallized grains was observed to be present at all annealing temperatures, the
growth advantage for these grains were present only at low annealing temperatures.

Abstract from PhD thesis submitted by Abhijit Brahme for his PhD:

The main aim of this work was to model microstructural evolution during recrystallization.
This was achieved by characterizing it in terms of recrystallization kinetics and texture
development and by identifying factors that exert the greatest effect on the
recrystallization process. To achieve the above, geometric and crystallographic
observations from two orthogonal sections through a polycrystal were used. Using these
as input to the computer simulations, a statistically representative three-dimensional
model was created. Assignment of orientations to the grains was done such that
nearest neighbor relationships match the observed distributions. The microstructures
thus obtained were allowed to evolve using a Monte-Carlo simulation. A parametric
study was done to study the effects of various factors on recrystallization kinetics and
texture development during microstructural evolution.

A set of software tools (Microstructure builder) were developed to generate the
microstructures. The process involved the use of a ellipsoidal packing method combined
with a voxel-based tessellation technique to create a 3 dimensional digital microstructure
having the desired set of grain aspect ratios. Orientation assignment to the grains in the
microstructure was done using a simulated annealing method that minimized the error
between the orientation distribution function (ODF) and misorientation distribution
function (MDF) of the measured and simulated materials.
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The effect of grain geometry and placement of nuclei on recrystallization kinetics was
studied. A close match in the recrystallization kinetics as measured in the experiments
and the simulations was found to be most sensitive to the accuracy with which the
geometry of the simulated microstructure matched that observed in experiments.

Also the effects of anisotropy, both in energy and in mobility, stored energy and oriented
nucleation on overall texture development were studied in the light of various established
competing theories of oriented nucleation (ON), oriented growth (OG) and orientation
pinning (OP). The results from the simulations suggested that all of oriented nucleation,
mobility anisotropy, stored energy and energy anisotropy (listed in order of their relative
importance) influence texture development.

Patents: No patents were generated under this project.
Publications/Presentations: (Cumulative List)
Publications

A. Brahme, D. M. Saylor, J. Fridy, A. D. Rollett, “Statistically Representative Three-Dimensional
Microstructures for Modeling Microstructural Evolution in Aluminum,” in 1st International
Symposium on Metallurgical Modeling for Aluminum Alloys, in press, ed. Tiryakioglu, M. Lalli,
L.A. (2003)

Alvi, M.H., El-Dasher, B.S., Rollett, A.D. “Analysis of recrystallization kinetics from
microstructural evolution and micro-hardness determination,” in Hot Deformation of Aluminum
Alloys Ill, p.3-12, ed. Jin, Z., Beaudoin, A., Bieler, T., and Radhakrishnan, B. (2003).

Alvi, M.H., Cheong, S., Weiland, H., Rollett, A.D. “Microstructural evolution during
recrystallization in hot rolled Aluminum Alloy 1050,” in 1% International Symposium on
Metallurgical Modeling for Aluminum Alloys, in press, ed. Tiryakioglu, M. Lalli, L.A. (2003)

Alvi, M.H., Cheong, S., Weiland, H., Rollett, A.D. “Recrystallization and Texture Development in
Hot Rolled 1050 Aluminum”, in 2" International Conference on Recrystallization and Grain
Growth, Materials Science Forum, 467-470, pp. 357-362 (2004).

Rollett, A.D., Alvi, M.H., Brahme, A.P., Fridy, J., Weiland, H., Suni, J., and Cheong, S. “Texture
dependent recrystallization in Aluminum 5005”, in 9" International Conference of Aluminum
Alloys (ICAA-9), Materials Forum, 28, pp. 1173-1178 (2004).

“Statistically Representative Three-Dimensional Microstructures Based on Orthogonal
Observation Sections,” D.M. Saylor, J. Fridy, B.S. El-Dasher, K.-Y. Jung, and A.D. Rollett,
Metallurgical & Materials Transactions, 35A, 1969-1979 (2004).
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Presentations

A. D. Rollett, M. H. Alvi, A. Brahme, S. Cheong, H. Weiland, E. A. Holm, M. Miodownik,
“Recrystallization in Hot Rolled Al 1050; Abnormal Grain Growth in Subgrain Structures,” invited
seminar at the Materials Department of the Risg National Laboratory, Roskilde, Denmark, 5
December, 2003.

A.D. Rollett, M. Miodownik, E.A. Holm, D. Saylor, and J. Fridy, “3D Simulation of Grain Growth
& Recrystallization,” invited presentation at a workshop organized by the Air Force Office of
Scientific Research (AFOSR) entitled “Quantification of Microstructure and the Linkage to
Property Modeling,” Hinterzarten, Germany, 27 — 30 July 2003.

A. D. Rollett, “Some Aspects of Recrystallization,” invited seminar at the Department of
Materials Physics and Technology, Technical University of Hamburg-Harburg, Germany, 3
December, 2003.

A.D. Rollett, A. Brahme, M. Alvi, C.-C. Yang, M. Demirel, A. Kuprat, D. George, “Realistic 3D
Microstructures for Computer Simulation of Microstructural Evolution,” invited lecture at the
Annual Meeting of the American Ceramics Society, Nashville, TN, 28-30™ April, 2003.

Mohammed Haroon Alvi, “Recrystallization kinetics in Aluminum Alloy 1050”, General Abstract,
TMS Fall Conference, October 2002.

Mohammed Haroon Alvi, “Analysis of recrystallization kinetics from microstructural evolution
and micro-hardness determination,” Hot Deformation of Aluminum Alloys Ill, TMS Annual
Conference, March 2003.

Mohammed Haroon Alvi, “Microstructural evolution during recrystallization in hot rolled
Aluminum Alloy 1050”, 1st International Symposium on Metallurgical Modeling for Aluminum
Alloys, ASM Materials Solutions Conference, October 2003.

Abhijit Brahme “Statistical Representative Three Dimensional Microstructures for Modeling
Microstructural evolution in Aluminum” Material Solutions Conference 2003, October 13-15,
2003, Pittsburgh, PA.

Abhijit Brahme “The 3-D Microstructure Builder” MS&T '04, September 26-29, 2004, New
Orleans, Louisiana

Abhijit Brahme “Simulation of Texture-Dependent Recrystallization in 1050 Aluminum” 2005
TMS Annual Meeting & Exhibition, February 13-17, 2005, San Francisco, CA
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A.D. Rollett, B.S. El-Dasher and B.L. Adams, “Why should one study grain boundaries?
Electrical Steels, Electro-ceramics and more,” invited Seminar at the Physics Department,
University of Saarland, Saarbriicken, Germany, 9th December, 2003.

A. D. Rollett, B. S. El-Dasher, B. L. Adams, “Grain boundaries as a barrier to slip”, Workshop on
Multiscale Modeling Methods, Berkeley, January 2004.

A.D. Rollett, D. Saylor, J. Fridy, A. Brahme, C. Cornwell, R. Noack, “3D Polycrystal
Microstructures for Simulation based on Measurements”, seminar at CISD/ARL, 10 February,
2004.

A.D. Rollett, “Edge Matching at Grain Boundaries and the Five Macroscopic Degrees of
Freedom”, for the Hume-Rothery Symposium: Structure and Diffusional Growth Mechanisms of
Irrational Interphase Boundaries, TMS Annual Meeting, March 2004, Charlotte, NC.

P. A. Manohar, A. D. Rollett and J. R. Morris: "Development of an Efficient, Parallel Potts Model
for Computer Simulation of Grain Growth in 2D", invited presentation for the Symposium on
Computational Thermodynamics and Phase Transformations at the TMS Annual Meeting,
March 2004, Charlotte, NC.

A.D. Rollett, S. Kalidindi, J. Houskamp, B.L. Adams, “Texture Optimization via Grain Growth
and Recrystallization”, invited presentation at the Symposium on Microstructural Design, TMS
Annual Meeting, March 2004, Charlotte, NC.

A.D. Rollett, “Growth of the Cube Component in FCC Deformation Textures: Simulation &
Theory,” for the Roger Doherty Symposium, TMS Annual Meeting, March 2004, Charlotte, NC.

A.D. Rollett, D. Saylor, J. Fridy, A. Brahme, C. Cornwell, R. Noack, “3D Polycrystal
Microstructures for Simulation based on Measurements”, seminar at NRL, 6 May 2004.

A.D. Rollett, “Abnormal Grain Growth and the Potts Model”, invited lecture at the Society for
Industrial and Applied Mathematics (SIAM) Meeting, Los Angeles, May 2004.

A.D. Rollett, G.S. Rohrer, D.J. Srolovitz, M. Taheri, P. Manohar, M. Alvi, A. Brahme, “Grain
Boundary Properties and Their Impact on Texture Development,” invited lecture at ITAP-2 (2nd
Intl. Conf. on Textures and Properties), University of Metz, July 4th, 2004.

A.D. Rollett, D. Saylor, J. Fridy, A. Brahme, S.-B. Lee, R. Campman, C. Cornwell, R. Noack,
“3D Polycrystal Microstructures for Simulation Based on Measurements,” seminar (invited) at
the Materials Laboratory, Air Force Research Laboratory, Wright-Patterson Air Force Base,
Dayton, OH, 9th August 2004.
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“In-Situ Quantification of Solute Effects on Grain Boundary Mobility and Character in Aluminum
Alloys During Recrystallization,” Mitra L. Taheri, Anthony D. Rollett, and Hasso Weiland,. 2nd
Intl. Conf. on Recrystallization and Grain Growth, Annécy, France, August 2004 (poster).

“Recrystallization and Texture Development in Hot Rolled 1050 Aluminum,” M.H. Alvi, S.
Cheong, H. Weiland, A.D. Rollett, 2nd Intl. Conf. on Recrystallization and Grain Growth,
Annécy, France, August 2004 (poster).

“3D Microstructure Builder”, A.D. Rollett, D. Saylor, A. Brahme, J. Fridy, S.-B. Lee, Invited
Lecture in the Symposium on 3-Dimensional Materials Science, Materials Science &
Technology 2004, New Orleans, Sept. 2004.

“3D Microstructure Generation with Grain Shape & Crystallographic Orientation”, A.D. Rollett,
D. Saylor, J. Fridy, A. Brahme, S.-B. Lee, C. Cornwell, R. Noack, Plasticity-05, Kauai, January
2005.

“Simulation of Texture-Dependent Recrystallization in 1050 Aluminum”, Abhijit Brahme, Joseph
Fridy, Anthony D. Rollett, Hasso Weiland, Jaakko Suni, TMS Annual Mtg., San Francisco, Feb.
14th -17th 2005.

“Growth of Special Texture Components during Grain Growth: Simulation (& Theory)”, A.D.
Rollett, A. Brahme, J. Gruber, TMS Annual Mtg., San Francisco, Feb. 14th -17th 2005.

“Recrystallization and Texture Evolution in Aluminum Alloy 1050”, M.H. Alvi, A.D. Rollett, TMS
Annual Mtg., San Francisco, Feb. 14th -17th 2005.

“3D Digital Microstructures and Microstructural Evolution”, A.D. Rollett, D. Saylor, J. Fridy, A.
Brahme, S.-B. Lee, R. Campman, S. Sintay, 3rd Conference on Microstructology, Birmingham,
AL, May, 2005.

“3D Digital Microstructures and Microstructural Evolution”, D. Saylor, J. Fridy, A. Brahme, S.-B.
Lee, R. Campman, S. Sintay, Seminar at the Texture Laboratory (LETAM), University of Metz,
June 20th 2005.

“Grain Boundaries: Populations, Energy, Mobility, Application”, G.S. Rohrer, D.M. Saylor, A.D.
Rollett, T. Bennett, H. Miller, B. EI Dasher (LLNL), Y. Pang, M. Taheri, P. Wynblatt, Seminar at
the Texture Laboratory (LETAM), University of Metz, July 5th 2005.
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“3D Digital Microstructures and Microstructure Evolution”, A.D. Rollett, D. Saylor, J. Fridy, A.
Brahme, S.-B. Lee, R. Campman, S. Sintay, R. Lebensohn, Keynote Lecture at the International
Conference on Micromechanics & Microstructure Evolution, Madrid, Spain, Sept. 14th, 2005.

“Bridging Simulations and Experiments in Microstructural Evolution: Example of
Recrystallization in Aluminum”, A.D. Rollett, J. Gruber, M. Alvi, A. Brahme, D. Saylor, J. Fridy,
S.-B. Lee, invited seminar at the National Institute of Standards and Technology (NIST), 5th
October, 2005.

“Bridging Simulations and Experiments in Microstructural Evolution: Example of
Recrystallization in Aluminum”, A.D. Rollett, J. Gruber, M. Alvi, A. Brahme, D. Saylor, J. Fridy,
S.-B. Lee, invited seminar at Drexel University, Dept. of Materials Engineering, 11th November,
2005.

Milestone Status Table:

o . Planned Actual
Identification .. . .
Description Completion | Completion
Number Comments
Date Date
1/ Month 3 Preliminary optical and scanning Start+3 15 Jan 02 Completed
electron microscopy on 1050, 5005.
2/ Month 6 Complete preliminary hot Start+6 30 Sept. 02 Completed
deformation experiments on 1050.
3/ Month 9 Construct preliminary model of Start+9 15 Apr 02 Completed. A series of isothermal
recrystallization kinetics. annealing experiments were
analyzed in terms of the JIMAK
theory to obtain an activation energy
and growth exponent for 1050.
4/ Month 12 Complete recrystallization Start+12 May 04 Completed
experiments on 1050.
5/ Month 15 Characterization of recrystallization | Start+15 May-05 Completed
kinetics on 1050.
6/ Month 18 Complete hot deformation Start+18 30 June 02 Completed.
experiments on 5005.
7/ Month 24 Development of analysis of Start+24 June 04 Completed
recrystallization kinetics with model
and OIM.

8/ Month 27 Complete modeling of 1050. Start+27 August 05 Completed. Results showed that all
the factors considered in the
literature play a role in the
development of microstructure and
texture during recrystallization in
this material.

10
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9/ Month 30

Complete recrystallization
experiments on 5005.

Start+30

March 04

Completed

10/ Month 36

Analysis of texture, recrystallization
kinetics data: transfer to modeling
group at commercial partner.

Start+36

September
05

Recrystallization kinetics for the as-
received 1050 transmitted to
industrial partner (Dr. S. Cheong).

11/ Month 39

Design of experiment, with
emphasis on contrasting current,
conventional process with a single
new, proposed process. New
process will be designed so as to
provide full recovery of the
materials (i.e. complete
recrystallization).

Start+39

Feb-05

Completed

12/ Month 42

Conventional material obtained.
Annealed material from the new
trial process obtained.

Start+42

Jan-05

Alcoa supplied samples of 3003
from 3 different processing histories

13/ Month 45

Conventional and New Process
materials analyzed. Analysis will
include, at a minimum, grain size
and shape, texture (orientation
distribution), fraction recrystallized.

Start+45

September-
05

Completed

14/ Month 48

Delivery of final report including
evaluation of the degree to which
the program has succeeded in
reducing annealing times, in
addition to more basic information
on quantification of recrystallization
behavior and simulation techniques.

Start+48

December-
05

Budget Data (as of Dec. ‘05):

Approved Spending Plan Actual Spent (Dec. '05)
Phase / Budget Period DOE Cost Total DOE Cost Total
Amount Share Amount Share
From | To
Year 1 8/01 7/02 80,000 | 70,000* | 150,000
Year2 |8/02 | 7/03 80,000 | 70,000* | 150,000
Year3 | 8/03 | 7/04 80,000 | 70,000* | 150,000
Year4 | 8/04 | 7/05 80,000 | 70,000* | 150,000
Totals | 320,000 | 280,000* | 600,000 | 331,120 | *284,683 | 616,966

No Spending Plan is included because the project is complete.
* The cost sharing includes $66,076 of in-kind cost-share by the industrial partner, Alcoa, which
was expended in the form of materials supplied, and research services provided to the project at
the Alcoa Technical Center. Services included assistance with development of characterization

11
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and performing tests in the Deformation Simulator (a specialized mechanical testing system that
emulates real life processing in rolling mills).

12



Hot rolling of Aluminum Alloy 3003

M.H. Alvi, September 2005

1. Introduction

Hot rolled samples of Aluminum Alloy 3003 (AA3003) were analyzed for
microstructural and textural evolution, by using the GOS-GAM approach developed for
Aluminum Alloys 1050 and 5005. This report presents the analysis of as received
samples of AA3003 at two different deformation conditions. Delayed delivery of the
material to Carnegie Mellon University meant that only the deformed condition could be

analyzed and no annealing was attempted.

2. Chemical Composition

Aluminum Alloy 3003 is a commercial purity alloy used typically for beverage cans and
other light weight applications. One of the main components for AA3003 is Manganese
(Mn), which has low solubility in Al and forms large second phase particles in the alloy.
These particles not only have a strong influence on the mechanical properties of the
material, but also influence microstructural and textural evolution of the alloy upon
deformation and annealing of deformed samples. Chemical composition of hot rolled
AA3003 used in present analysis is given in Table 1.

Table 1 Chemical composition of AA3003 (wt %)

Element Al Si Fe Cu Mn Mg Cr Ni Zn Ti

Wt % 98.103 0.200 0.500 0.100 1.070 0.001 0.002 0.007 0.010 0.007




Compared to AA1050 and AAS5005, the concentration of Al in AA3003 is between the

two alloys, whereas the concentration of Fe and Si is similar in all three alloys.

3. Processing history and experimentation

The deformation history of hot rolled AA3003 used in present study is given in Table 2.

Table 2 Deformation history of AA3003

Pass No. Slab Temperature (°F) Gauge (in.) % Reduction

0 926 21.4 0

1 926 20.5 4.2
2 926 19.3 5.9
3 926 18.1 6.2
4 926 16.8 7.2
5 926 15.4 8.3
6 926 14 9.1
7 926 12.6 10.0
8 926 11.1 11.9
9 926 9.6 13.5
10 926 8.1 15.6
11 926 6.7 17.3
12 926 5.3 20.9
13 823 3.9 26.4
14 823 2.6 333
15 796 1.3 50
16 734 0.66 49.2
17 687 0.4 39.4
18 658 0.25 37.5
19 527 0.125 50




The samples for present analysis were obtained from the two 50% reduction passes (pass
15 and 19), shown in bold in Table 2. Microstructure and texture of these samples were
analyzed by using EBSD scans (see PhD thesis by M.H. Alvi and other standard
references for a description of this method). Small samples for EBSD analysis were
obtained from the as-received slab. These samples were polished with Ium alumina
powder followed by electropolishing with a perchloric acid solution. Due to the presence
of elongated grains in plan view (RD-TD sections), samples were taken on longitudinal
cross-section (RD-ND section) in order to maximize the number of grains included in
each scan. As it has been pointed out earlier for the case of AA1050 and AA5005, the
elongated grains observed in the conventional RD-TD cross-section cannot be scanned
completely, even with scan dimension of Immx>I1mm. Thus a scan on plan view captures
only partial grains and therefore provides incomplete texture information. This problem
was solved by changing the scan section to one with smaller grain dimensions. The
texture of samples scanned on longitudinal cross section in EBSD compares well with
that obtained from X-ray diffraction. A step size between lpm and 2pm was used for

EBSD scans.

4. Microstructural Evolution

The EBSD scans for deformed samples were analyzed for microstructural evolution.
Microstructural features like fraction recrystallized, grain size, Grain Orientation Spread
(GOS) and Grain Average Misorientation (GAM) were estimated for each grain within
the scan. On average, three scans were obtained on each sample surface. Microstructures

of samples deformed at the two temperatures are shown in Figure 1 and 2. These



microstructures are Inverse Pole Figure (IPF) representations where the color of each

grain represents a given orientation. The orientation information is given in the standard

triangle shown in Figure 3.

Bounda levels: 3°
250.0 ym = 100 steps  IPF [001]

Lo . ."l.- EoTs -
I Boundary levels: 3°
130.0 um = 100 steps  |PF [001]

(a) (b)
Figure 1. Microstructures of samples hot deformed at 796°F. The samples were scanned
in longitudinal cross section (RD-ND section), rolling direction being left to right for
each microstructure. Second phase particles are clearly visible in these scans. Only a
small fraction of grains have undergone large-scale deformation. (a) and (b) show

different regions of the same sample surface.

e
I ary levels:
100.0 pm = 100 steps  IPF [001] 100.0 pm = 100 steps  IPF [001]

(a) (b)

Figure 2. Microstructures of samples hot deformed at 527°F. Two different regions of the

sample surface were scanned as shown in (a) and (b). The samples were scanned in



longitudinal cross section (RD-ND section), rolling direction being left to right for each

microstructure. Long bands of deformed grains can be observed in this section.

111

o001 101

Figure 3. Standard stereographic triangle showing the relationship between surface
orientation of a point and color.

The as-received hot deformed samples were also analyzed for fraction
recrystallized. Samples deformed at 796°F were 90+2% recrystallized, while the samples
deformed at 527°F were 10+3% recrystallized. The microstructures shown in Figure 1
clearly indicate the extent of deformation for the two treatments. The samples obtained
from pass 15 have large undeformed grains and only selected regions have undergone
some deformation. Although second phase particles are present in these grains, no low
angle boundaries can be observed even at 3° boundary misorientation (uniform solid
color). For the samples deformed at 527°F (pass 19), the extent of deformation is large.
Almost all grains have some orientation variations within them, indicated by the changes
in color within each grain.

An important parameter to estimate the extent of deformation in a grain is the
spread in orientation. This spread in orientation within a grain can be described by two

alternative methods of Grain Orientation Spread (GOS) and Grain Average



Misorientation (GAM). GOS represents long range orientation variations within a grain
and is obtained as the average misorientation between all the pixel pairs in a grain. GAM
on the other hand represent short range orientation variations within a grain and is
obtained as the average misorientation between neighboring pixel pairs only. GOS and
GAM values of a grain can be used to describe its state as deformed, recovered and
recrystallized. Deformed grains have large GOS (long range orientation variations) and
GAM values (short range orientation variations). Recrystallized grains have low GOS
and GAM values. Recovered grains on the other hand have and intermediate state of local
rearrangement by subgrain formation and growth, given by low GAM and high GOS
values. Thus a grain by grain comparison of GAM and GOS values can be used to
completely describe the state of sample as deformed, recovered or recrystallized. Figure 4
(a) and (b) shows a comparison of GAM and GOS values for microstructures shown in
Figure 1 (a) and (b) respectively, for samples deformed at high temperature (Pass # 15).
As seen in Figure 1(a), all the grains are still in recrystallized state (undeformed,
no internal boundaries), therefore, have GOS and GAM nearly equal to each other. All
the points in Figure 4 (a) have GOS and GAM values less than 3° and lie near to the 1:1
line, indicating that all grains are still recrystallized. The grains in Figure 1 (b) show
some deformation in the center of microstructure, seen as a long thin band of red grains
with many boundaries. This result is also evident in Figure 4 (b), where few points have
high GOS and GAM values (GOS greater than 3°). Another important feature observed
in Figure 4 (b) is that the GOS is greater than GAM for these high GOS grains. As

pointed out earlier, this microstructural feature of high GOS and low GAM indicates



recovery of deformed samples. Since the deformation temperature is high (796F),

extensive recovery of deformed grains is expected.
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Figure 4 (a) Comparison of GAM and GOS values of microstructure in Figure I (a). All

the points lie near the 1:1 line, indicating recrystallized grains.
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Figure 4 (b) Comparison of GAM and GOS values of microstructure in Figure 1 (b).

Points lying below 1:1 line and have GOS greater than 3° represent deformed grains.



For the microstructures shown in Figure 2 (a) and (b), the GAM and GOS values are
shown in Figure 5 (a) and (b), respectively. The elongated deformed grains are shown
here by points having GOS greater than 3° and GAM greater than 1°. Since the two
microstructures are similar, the plots in Figure 5 (a) and (b) also show similar variations.
Since the deformation is high, some concurrent recovery of deformed samples also takes
place, indicated here by grains having GOS values greater than the corresponding GAM

values. The points lying below 1:1 line in Figures 5 (a) and (b) represent the grains with

GOS greater than GAM.

GAM (degrees)

GOS (degrees)

Figure 5 (a) GOS and GAM values for microstructure shown Figure 2 (a). Elongated

deformed grains are shown hereby high GOS values.



GAM (degrees)

GOS (degrees)

Figure 5 (b) GOS and GAM values for the microstructure shown Figure 2 (b). High GOS
and GAM values were observed, indicating deformed microstructure, and GOS values

higher than the corresponding GAM values were observed for grains, suggesting

recovery of deformed grains.

5. Texture of hot rolled samples

Texture analysis of hot rolled samples was performed from EBSD scans for samples
deformed at the two temperatures. The present study provides an important opportunity
to analyze the effect of deformation conditions on evolution rolling texture in aluminum
alloys. The differences in rolling temperatures and total strain in the samples can be used
to understand the effect of deformation parameters on the volume fraction of different
texture components. Orientation Distribution Functions (ODF’s) corresponding to the

microstructures shown in Fig 1 and 2 are shown in Figure 6 and 7.
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Figure 6 ODF’s corresponding to the microstructures shown in Figure 1 (a) and (b)
respectively, for samples deformed at 796F. Cube texture is the dominant texture
component. However, due to the large grain size, not much can be said about the average
texture of the deformed samples. Significant differences were also observed for the two

scans due to the heterogeneity of samples and large grain sizes.
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Figure 7 ODF’s corresponding to the microstructures shown in Figure 2 (a) and (b)

respectively, for samples deformed at 527 F. Strong rolling texture was observed for
these samples. Almost similar textures were obtained from the two scans, indicating

uniformity of microstructures for samples rolled at 527F.



The deformation textures at the two rolling temperatures clearly indicate the differences
due to the deformation parameters. The main parameter affecting the overall texture of
deformed samples is the total strain in the sample. For the samples deformed at 527F
(Pass # 15), the overall strain was higher as compared to the samples deformed at 796F
(Pass # 19). Elongated grains were formed at the higher strains, leading to rolling texture
(Brass, Copper and S components). Another important feature observed in these scans is
the small amount of cube texture. These cube grains might have been formed due the
second phase particles. When the overall strain was low, no significant deformation was
observed in the grains and the grains remain essentially dislocation free. Some Cube
texture was observed for these grains, but this is not representative of the overall texture
of the sample as the grain size was quite large and only free grains were captured in the
EBSD scans. Thus an important point is observed about the effect of rolling conditions
on the texture evolution. The evolution of rolling texture depends upon the overall strain

in the material.

6. Conclusions.
Hot rolled samples of AA3003 were analyzed at two different deformation temperatures.
Although strain in the pass was same for the two temperatures, the overall strain was
different. Microstructures for the samples deformed at higher temperature show
dislocation free grains (low GOS and GAM) and no changes in the texture. Elongated
deformation bands were observed for the samples deformed at 527F. Grains had high

GOS and GAM values indicating extensive dislocation accumulation in these grains.



Strong rolling textures were observed in these samples. Significant contribution from

recovery is also observed for these samples.



RECRYSTALLIZATION KINETICS AND MICROSTRUCTURAL EVOLUTION IN HOT
ROLLED ALUMINUM ALLOYS
BY
MOHAMMED HAROON ALVI

A DISSERTATION SUBMITTED IN PARTIAL FULFILLMENT OF THE
REQUIREMENTS FOR THE DEGREE OF
DOCTOR OF PHILOSOPHY
IN
MATERIALS SCIENCE AND ENGINEERING

CARNEGIE MELLON UNIVERSITY
2005



Abstract

The kinetics of recrystallization and texture evolutiorhiot rolled aluminum alloys 1050 and
5005 have been analyzed. The as-received samples werdgptleermal annealing treatments
at different temperatures and their recrystallization kinetnzktaxture evolution were obtained
as a function of annealing temperatures and times. T#ierdnt methods were used to mea-
sure recrystallization kinetics - microhardness varragiand mapping with Electron BackScat-
tered Dffraction (EBSD) also known as Orientation Imaging Microsc@PyM). Microhard-
ness variations represent an average behavior againgt ti@enethods based on EBSD were
compared. Intragranular orientation variation (shornge and long-range) was found to be
an important parameter for partitioning EBSD maps into defx and recrystallized regions.
Comparable recrystallization kinetics were obtained froicrahardness variations and EBSD.
Microstructural Path Modeling (MPM) was used for analyzregrystallization kinetics. Re-
crystallization in hot rolled aluminum alloys 1050 and 50@4s determined to be site-saturated
and controlled by migration of high-angle boundaries.

The ability to partition deformed and recrystallized regidbased on intragranular orien-
tation variations provided an important tool for analyzemgd understanding the texture evo-
lution in deformed and recrystallized grains independeotleach other. Rolling orientation
components S and Brass exhibited verffaient €fects on annealing. While the deformed S
orientation was observed to decay very fast, Brass deformadsgremained stable to anneal-
ing. Recrystallized grains had Cube as the main texture coemtpowhich nucleated from the
deformed Cube bands. The recrystallized Cube grains extiibdth a nucleation and growth
advantage when compared to the other recrystallized atiens. Although the nucleation ad-
vantage of Cube recrystallized grains was observed to bemrasall annealing temperatures,

the growth advantage for these grains were present onlyvedhmealing temperatures.
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1 Introduction

Hot rolling processes form an integral part of processingmraught aluminum alloys. The hot
rolling processes are aimed at breaking down the cast stascin direct chill ingots and at
refinement of the as-cast microstructure in terms of graimpimalogy and the crystallographic
orientation (texture). The mechanical properties aftessquent cold rolling and other forming
operations are determined primarily by the texture preaéiet the hot rolling stages. For
example, a balanced texture is essential for reducing thegegendency during the beverage
can forming operation. The annealing treatments durindptiieolling processes are therefore
aimed at forming a strain-free microstructure in the metalcl can be deformed further with
less stress on the metal, thus avoiding crack formatiomdwsubsequent deformation. Itis a
standard industrial practice to anneal the partially bnottewn hot rolled slabs and plates for
time periods long enough to recrystallize the metal conapfdtefore continuing with further
hot rolling processes. The aim of the present study is toaedlie annealing times in hot
deformation while improving the control of texture in pration of plates and sheets. Two
obvious benefits of reductions in annealing times are isg@g@rocess and energffieiency.
Given the high volume of flat rolled aluminum products praslievery year, shorter annealing
times mean faster turnaround and less energy used to nmefutaace temperature.

The main aim of the annealing treatment is to obtain a realliztd microstructure. Re-
crystallization can be defined as the formation of stragefgrains in a previously deformed
matrix. It requires long range motion of grain boundariesestore the mechanical state of an
undeformed condition. Although recrystallization is wetiderstood as a process, very little
is known quantitatively about the influences of impuritiesl arystallography on the evolution
of recrystallized grains. The goal of the current study isneasure the kinetics of recrystal-
lization as a function of the crystallographic orientati@f the grains. In a number of studies
on recrystallization kinetics and texture evolution iffelient aluminum alloys, the kinetics of
formation of recrystallized grains is found to be stronggpdndent on processing conditions

(strain, strain rate and temperature) as well as the mititsire and texture of the deformed



metal. The deformed grains of certain orientations, e.gs&rhave been observed to be rel-
atively stable to annealing treatments, have large subgiaes and low stored energies and
therefore recrystallize at the final stages of annealingil&ily deformed grains of other ori-
entations, e.g. S and Copper, are observed to have smallgrasulsizes and larger stored
energies therefore resulting in more rapid recrystallirabf these components. The nucle-
ation and growth of a recrystallized grain is strongly degesri on its spatial location in the
deformed microstructure. The ability to control the defatimn texture evolution from the
processing parameters will help to determine the condition faster recrystallization of the
hot rolled metal.

An important aspect of the current study is to provide newnmiation on data that can
be used in engineering models for process control. Data>dargeevolution, nucleation of
recrystallized grains and variation in stored energieioined grains of dierent orientations
will help significantly in improving the current models ofcrgstallization.

The aluminum alloys used in the present study are commepaidtly non-heat treatable
alloys 1050 and 5005. These alloys are used primarily forct@asures and beverage can stock.
The kinetics of recrystallization after hot rolling weretelenined as a function of orientation.
The use of Electron Backscatteredfiitaction (EBSD) in a Scanning Electron Microscope
(SEM) has lead to the emergence of Orientation Imaging Mwopy (OIM) which is an im-
portant tool for analyzing microstructural and texturadlenion at relatively rapid rates without
tedious sample preparation. OIM was used extensively sigtoject. A technique for deter-
mining the fraction recrystallized in deformed and anngéai@mples was developed by using
the concept of Grain Orientation Spread (GOS). GOS reptesenaverage orientation spread
within a grain. A comparison of recrystallization kinetwmistained from the GOS approach and
the microhardness variations revealed good agreemenebatihe two methods. The GOS
approach has also provided the ability to partition OIM miayps deformed and recrystallized
grains and to analyze them independently for texture elawi#nd their growth and decay ki-

netics. The recrystallized grains were also analyzed feir thieformed neighbors of fierent



orientations. Variations in the neighborhood of recrystedl grains revealed the relative sta-
bility of deformed grains. Samples were also deformed inegigitly designed machine at the
Alcoa Technical Center, known as a deformation simulatosinwulate the industrial rolling
process and also allow the control of process parametenp@eture, strain and strain rate).
An analysis of these samples will help to determine the ktyabf different orientations relative
to various processing conditions.

The results obtained from this study will help to improve ourrent understanding of the
process of recrystallization. Data from the experimengsexipected to help in improving the
current mathematical models and provide an accurate pi@uiaf microstructure and texture
variations as a function of processing conditions, leadmignprovements in process control

and optimization.



2 Literature Review

Deformation and recrystallization processes form an nalegart of thermomechanical
processing during the mechanical forming of aluminum alofhe two processes are closely
related as the microstructural and textural evolutionmyrecrystallization is strongly depen-
dent on the deformation parameters and processing comglitidhe heterogeneities formed
during the deformation of metals act as nucleation sitegdorystallized grains. Disloca-
tion generation and rearrangement during deformationgases form the most important mi-
crostructural features of the deformation microstructukanealing of deformed metals gen-
erally results in growth of recrystallized grains, driveynthe stored energy of deformation.
Since deformation takes place by slip on selected planewyapecific directions, preferred
orientations are developed in the grains during deformatidve stored energy of these grains
is dependent primarily on the magnitude of slip and theeefiodirectly on the orientation de-
veloped during deformation. The stored energy providesltiving force for recrystallization
and formation of new grains with low stored energies anderpfditerent texture from the
deformation texture.

This chapter reviews the current literature on deformadiod recrystallization. Thefiect
of dislocation slip in polycrystalline metals on the staayd dislocations is examined first, fol-
lowed by the formation of dislocation structures in defodmeetals. Deformation microstruc-
tures from cold and hot rolling processes are also compadrkd .kinetics of recrystallization
are reviewed along with microstructural and textural etioluduring recrystallization. The

theories of recrystallization texture evolution are alsaewed briefly.

2.1 Deformed State

The industrial rolling of aluminum alloys is generally caratied in multistage schedules
of 10-15 passes, partly on reversing mills and partly onioopus mills with temperature
declining from 500C to between 30 and 250C [13]. Microstructural evolution during
deformation is determined by the deformation parametershwhcludes strain, strain rate and

temperature of deformation. An important parameter aloitig tive shape and size of deformed



grains is their orientation. The orientations of deformedirgs play an important role in the
nucleation and growth of recrystallized grains. The enetgyed during deformation is also
determined by the orientation of grains to some extent. Taschmechanisms and structures

formed during deformation are discussed in this next sectio

2.1.1 Microstructural evolution during deformation

Deformation of a metal changes its microstructure in séweags. The grains change their
shape from nearly equiaxed to an elongated shape and thargigaificant increase in total
grain boundary area. New grain boundary area is createddwoyporation of dislocations,
which are created continuously during deformation procééghe microscopic level, a sub-
structure appears within a grain. This substructure is@isated by the dislocations generated
during the deformation process [6].

The main mechanisms of deformation in cubic metals are skiptainning. The parame-
ter for deciding the actual choice of deformation mechansthe value of the stacking fault
energy,ysge. The stacking fault energy of aluminum is 166Jn12 [6]. This value is rela-
tively high therefore the main mechanism of deformationdlminum alloys is dislocation
slip. Slip usually takes place on close packed planes angjallmsed packed directions. The
combination of close packed planes and directions formpassistem and the most common
observed slip system for fcc metals{isl1} (110). As in a single crystal, the slip systems that
are activated in a grain depends on which planes experidecgréatest resolved shear stress
and these planes are orientefeliently in diferent grains in a polycrystalline aggregate. The
individual grains in an aggregate are however, not free &amgh their shape arbitrarily and are
subjected to constraints imposed by all of their neighbeash of which deforms in a unique
manner. To first order, however, each grain deforms as theeggte does. The contiguity of
the material must be maintained for the deformation to omatiand thus dierent parts of a
particular grain may have filerent deformation processes. A deformation band can beedefin
as a volume of constant orientation that is significantijedent from the orientations present

elsewhere in a grain. A transition band is defined as the megfi@rientation change between



various parts of a grain and it can have a finite width. A deftron band with parallel sides
and involving equal and opposite orientation change adhessvo boundaries is defined as a

kink band [6].

Didocation structures and arrangements

The microstructure of metals deforming by slip typicallyngarises a three-dimensional
structure of regions of low dislocation density, boundedaajis of high dislocation density.
If the boundary is dfuse, consisting of a tangled array of dislocations, it is lastaicture.
If the boundary is sharp and consists of a well ordered digioo array then it is more prop-
erly described as a subgrain structure. The earliest ntracisres evolve with strain from
tangled dislocations, to structures consisting of celtsthien subgrains [6]. In high-SFE poly-
crystalline metals, individual grains subdivide into vole elements (Cell Blocks) which can
deform by fewer slip systems than the five specified by thedFayfiterion for strain accom-
modation. The cell blocks in turn are divided into ordinarglacation cells. The observed
behavior can be understood in terms of general theoreticatiples applied to individual dis-
locations and their group behavior, which influences thecdigin and interaction of locally
different glide system combinations and the reduction of frelecktion energy, via the forma-
tion of low-energy dislocation structures (LEDS). “Thern@ase in dislocation density during
straining is due to the mutual trapping of dislocations. @stocation trapping implies mu-
tual stress-screening of the resolved shear stress comigaoehe level of the frictional stress
among near-neighbor dislocations. Among the configuratemcessible to the dislocations,
that particular dislocation microstructure forms whichnimizes the energy per unit length
of dislocation line at least on a local basis. The relativell®f stress screening of the other
stress components besides the resolved shear stress samsesEDS to form in preference
to others. Itis a general principle that in all dislocati@tsictures the energy decreases with
increasing number of participating Burgers vectors sinpeitmits dfective stress screening”
[14].

The trapping of dislocations into LEDS often leads to therfation of two-dimensional



dislocations arrays (i.e. walls). These dislocation arase generally favored over a quasi-
uniform three-dimensional distribution since for a givetat dislocation density, the disloca-
tion spacing (and thereby the energy per unit length of dation line) is smaller in the arrays.
The dislocations cells are thus the very type of structuesititically expected. Many pla-
nar arrays are geometrically possible but only a small ivacire free of long range stress as

required to be LEDS as indicated below:-

¢ Dipolar or multipolar walls in which parallel dislocatioegments of the same type, but

with Burgers vectors of opposite sign, are equally frequard emall scale.
¢ Dislocation rotation boundaries, across which the lattitation changes abruptly.

Deformation structures have been observed to shrink i ssathe applied stress is increased.
The refinement of a cell structure requires dissociationigsibdation walls or generation of
new dislocation walls within preexisting cells. The lattam occur via the formation and
subsequent splitting of dipolar and multipolar walls inbatsimilar walls but with opposite

angle of rotations [14].

Effect of polycrystalline slip on Dislocation structures

Polycrystalline slip has been modeled by various resesascheolving diterent constraints
on strain. According to the Taylor model, slip is uniform kit each grain of a polycrystal
and strain compatibility is achieved by simultaneous opamaof at least five slip systems.
Equivalently, five independent glide systems can accomieai®y arbitrary strain. The Taylor
model accounts for texture development in a reasonablyesstu fashion in polycrystals.

At a microscopic level, however, the number of simultangoasting glide systems is pre-
sumably the result of two competingfects. The flow stress is lower with fewer glide systems
because the number of intersecting dislocation jogs dsesedAlternatively, stress screening
becomes morefiective as the number of fierent Burgers vectors increases. The number of
Burgers vectors increases with increasing glide systemsaieMer, the individual contribution

to stress screening from an additional Burgers vector dshes significantly when the total



number of Burgers vectors increases beyond three or four.ggoestly, the number of glide
systems may fall short of the five systems expected on the lodshe Taylor model. The
number of active glide systems may be realistically eswahatt three to four, even when the
imposed stress is entirely uniform. Independent of numbestip systems operating, strain
accommodation is required. Thus deformation of polyctgstath a reduced number of slip
systems can take place by volume elements of individuahgmeach characterized by a specific
selection of glide system. While each cell block will confoasiwell as possible to the Taylor
criterion, but because less than five systems cannot falfileighboring cell blocks must fulfill

it collectively [14].

According to Hugheet al. [14, 15] at the start of deformation,ferent slip system com-
binations are activated in fiierent parts of any one grain through interaction among grain
Heterogeneity of slip activity is apparent in the variation slip line patterns. This break-up
of grains into diferently oriented regions means that any individual locatioes not exactly
satisfy the Taylor condition. For grain sizes above a fewrams, the regions that deform with
a particular selection of slip systems are initially muctgé than the cell size, implying that
each cell block contains several dislocation cells. Simeedeformation within a cell block
does not fully conform to Taylor’s criterion, the averagesatations of neighboring cell blocks
diverge. As a result, the boundaries between cell blockdatie longer and associated with
larger average rotation angles than ordinary cell wallsesehboundaries are termed “dense
dislocation walls” (DDW). The gradual lattice reorientatiwill di ffer among neighboring cell
blocks, and so the cell blocks will begin to interact in theneananner as did the initial grains.
As a result, new cell blocks will be required to accommodatairss that are formed by the
subdivision of initial cell blocks.

The new cell blocks are nucleated by splitting of existingl@B into two or more roughly
parallel walls. The result of this splitting is approximgtparallel double or multiple DDW's,
which appear as bands of morphologically distinct dislocatells in TEM and are called
micro-bands (MB1’s). In the volume opened up between thesedfa split DDW, a direrent

selection of glide systems operates than on either side. z6he between the split parts is



(a)

Figure 2.1: Schematic view of various microstructural dees observed during deformation of
metals.[2]

therefore a new cell block that is bounded by new DDW'’s thadeafrom the pre-existing
DDW. Another way of nucleating cell blocks is through theersection of the cell structure
by glide on a previously dormant glide plane. The initiatadrglide on an intersecting plane
requires jogging of a large fraction of dislocations thiegdhe planes. The glide initiation on
this intersecting plane requires a slightly higher strbas further glide on a prior plane. These
also appear as bands and are called second generationbaiuts-(MB2's) owing to the fact
that they are formed at a latter stage than the previoustmddrmicro-bands which are also
known as first generation micro-bands.

At large strains, the structure consists of individual sabts that are formed as the rotation
angles across cell walls increase and cells become subgiidie increase in strain leads to an
increase in dislocation density and since the rate of taticrease across a DDW is slower at
large strains, this will cause the rotation across the amgidislocation walls to increase. Ulti-
mately cells within each cell block can no longer operatéwhe same glide system combina-
tion which leads to the formation of high average misorigoteacross the wall, thus forming
subgrains from the cells. The cell blocks become very flatsamdlwiched by lamellar disloca-
tion boundaries that have replaced the small strain DDW aBdsMuctures. In contrast to the

small strain blocks, the cell blocks at large strains araligone to two cells deep and several



along their length. The average misorientation betweds aeld subgrains is generally found
to increase with strain. An important feature, along with thean subgrain misorientation,
is the presence of long range orientation gradients in defgdrmetals. Although the nearest
neighbor misorientations are generally low, there arenafignificant orientation gradients in

each grain which are flerent in the rolling and normal directions [16].

For mation of high angle boundaries during defor mation

Cell boundaries that have low misorientation angles on geeaae classified as incidental
dislocation boundaries (IDB). DDWSs, MBs, LBs and subgrain beuies$ are classified as
geometrically necessary boundaries (GNBs) that separdigeatitly deforming regions. Both
GNBs and IDBs increase their average misorientation angledantease their spacing with
increasing strain and stress. However, GNBs increase thearientation angle and decrease
their spacing at a much higher rate than IDBs do. At mediumrigelatrains, some part of
the population of the GNBs have increased their misoriesttadingle to the extent that they
are classified as high angle boundaries. Another importaunice of high angle boundaries
is texture evolution during the deformation process. Lamystal rotations occur as a part of
preferred crystallographic texture evolution, leadingdtation of diferent parts of a grain to
different end positions due to the grain subdivision by dislonadtoundaries that start at the
beginning of deformation. The high angle boundary thus gead serves as an important site
for nucleation during recrystallization as it is able to naig through deformed microstructure
causing the nucleus to grow. The driving force for the boupndaigration is provided by
the stored energy of deformation. The driving force depeardsarious material parameters
including deformation and annealing parameters and alsbeoarystallographic orientation of

the deformed matrix [12].

Microstructural evolution during hot rolling in aluminum alloys
The plastic flow of crystalline metals requires the same omotif dislocations regardless
of temperature, although at high temperature, sliding aftdsion flow at grain boundaries

become significant as strain rate and grain size are rediibedolling temperature atfierent
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stages of processingtacts the overall microstructural and textural evolution.s&hon the

actual temperature being used during the rolling procéssni be divided into hot (above 0.6
of the melting temperature), warm (between 0.3 and 0.6 ofrtbking temperature) and cold
(below 0.3 of the melting temperature) rolled regimes [¥5¢omparison between the hot and

cold worked states is given in Table 1 [13].

Hot Working (T > 0.6T m Al > 300°C) Cold Working T < 0.3Tm Al < 10C°C)

Dislocation climb, cross slip, glides on addiDislocation glide, limited cross slip, forms

tional slip systems. microbands. Polygonized subgrains Elon-
gated cells

Substructure regenerated continuously Cell divided into blocks by microbands

Misorientation angle between subgrains reMisorientation angle between cell blocks he-

mains low comes high

Static recovery and recrystallization betwee8tatic recovery and recrystallization in an-

stages nealing

Disorientation boundaries permanent, rath&isorientation bands of many cellular laye

=

S

narrow walls forming grain boundaries ultimately becomes grain boundary

Table 2.1: Comparison of hot worked and cold worked states

Dynamic recovery is found to be a dominant softening meamamn hot rolled aluminum
alloys. The formation of deformation bands and developrmoédisorientation walls between
different oriented regions are temperature independent. Hrealef break-up is less at higher
temperature however, because additional straining mésrharrelax the Taylor constraints.
The constraints are reduced due to grain boundary slidifgrations and vacancy flows. Con-
sequently, there are only two or three bands per grain permOfuch less than in cold work.
Dense dislocation walls, microbands, lamellar boundaeesiiaxed subgrains and cells are
also observed during hot deformation. The relative propostof these dferent structures de-
pend on the temperature, strain rate, stacking fault eremgyfriction stress. Microstructural
evolution during hot rolling of commercial purity aluminufh050) also produces features ob-

served for cold rolled microstructures with DDW'’s and MB’s louhg cell blocks as shown
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in Fig. 2.2. However, regions containing primarily equidxeells and subgrains are more
frequently observed at high temperature than followingmwdemperature deformation. An
increase in temperature further increases the proporfi@guaxed cells and subgrains [14].
The temperature of deformation has a significatfeat on the microstructural evolution dur-
ing hot deformation. In a series of hot deformation expentaeonducted on AA1050, the
microstructures obtained had venytdrent characteristics. A high temperature deformation
(500°C) leads to formation of Grain Boundary Serrations (GBS), waeifer deformation at
lower temperature (38C) in-grain inclined lines (IIL) were observed. The inclinktes were

oriented 38 to the RD. The formation of GBS and IIL is shown in Fig. 2.3 [3].
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Figure 2.2: DDWs and cell block walls observed in commerciatitp aluminum alloy

(AA1050) hot rolled to 50% reduction at 573K [3].

2.1.2 Stored Energy

The work expended in deforming a metal is released mainlyeasdnd only a very small
amount ( 1%) remains as stored energy [6]. This stored enaydes the source of all the
property changes that are typical of deformed metals andhislynderived from dislocations
generated during deformation with only a small contribaticom point defects. The mobil-
ity of interstitials and vacancies is very high and excepttfe special cases of deformation
at very low temperatures, the contribution of point defeéotthe stored energy is not signifi-

cant. Deformation at ambient temperatures usually ingéreergy stored due to accumulation
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Figure 2.3: Microstructural evolution during hot working) (Low temperature deformation
(35C°C) causes lIL formation (b) High temperature deformation0f&) leads to GBS forma-
tion [3].
of dislocations. The increase in dislocation density is tuthe continued trapping of newly
created mobile dislocations by existing dislocations drertincorporation into the existing
dislocation structure. The new grain boundary area cretiedhe shape change of grains un-
dergoing deformation also involves incorporation of disitions generated during deformation.
The energy associated with increase in area representsificsigt part of stored energy and is
greater for small grain sizes and large strains. The appeaua internal structure within grains
involves creation of boundaries which are also generatad the newly created dislocations.
The stored energy of deformation is the main driving foraetiie restoration mechanisms
(recovery and recrystallization) occurring during the @almg of deformed metals. A typi-
cal lightly deformed metal has a stored energy of abodfa0® which is small compared to
other transformation energies such as the heat of fusioplaske transformations. This small
amount of stored energy is the source of all the strengtlgethiait occurs during deformation.

The stored energy of deformation is usually measured drbgtcalorimetry or indirectly
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from the change in some physical or mechanical property ¢érizds such as X-ray line broad-
ening. The calorimetric observations involve measureroéheat flux emitted by a specimen
during heating with reference to a standard whereas theyXifra broadening technique in-
volves the measurement of inhomogeneous lattice stranggne

The stored energy of deformation due to the dislocationsbeaobtained from the energy
per unit length of a dislocation multiplied by the densityheTenergy per unit length of a

dislocation line is approximately given by

In — (2.1)

Here, R is the upper cutfioradius (usually taken to be the separation of dislocatipnis?),
R, is the inner cut-ff radius (usually taken as between b and 5b),
f(v) is a function of Poisson’s ratio (v), which, for an avgeapopulation of edge and screw
dislocations isT22.

The stored energy for a dislocation density is thus
Eb = pEpis (2.2)

The energies of the dislocations present in real materralsiat wholly represented by such
simple considerations as the above expression is apptepiay if the dislocations are
arranged in such ways that stress fields of other dislocatwe screened. In most cases it

is appropriate to say that the approximate dislocationggnesin be represented as
Epis = CGIF (2.3)
wherec ~ 0.5, and the stored energy can be represented as

Ep = oG’ (2.4)
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The energy stored in the substructure can be estimated tiensubgrain diametes) and
specific energyy) of the low angle grain boundaries which comprise the subgvalls. The
area of low angle boundary per unit volume igé 8nd hence the energy per unit volunig)

is given by

3
Eg ~ % (2.5)

The above expression can also be expressed in form of thelapumisorientation angle),

which can be measured experimentally. The stored enerpglisfore

_ 3y0(A-In6) Ko

E
S 5 5

(2.6)

Here,y, = A=1+1In % ro is radius of the dislocation core usually taken as being

Gb
Ar(1-v)?
between b and 5b.

The total stored energy can be computed from the individoatrdbutions from dislocation

energy and substructure energy as
Er =Ep + ES (27)

It has been found experimentally that both (ibgrain size and the misorientation are depen-
dent on the grain orientation and therefore the stored groeng be expected to vary inftirent
texture components of the material [6]. Theéfeliences in stored energy of deformation have
important éfects on the nucleation and growth of recrystallized gralie rate of nucleation
and growth of recrystallization nuclei will be enhanced amponents with the highest stored
energy. Similarly a component with lower energy that isati®d adjacent to a component
with higher energy will be likely to create a recrystallipat nucleus. The nucleation of cube
recrystallized grains occurs from deformed cube bandshheat a large subgrain size and a
correspondingly lower energy. The nucleation from cubedsdmas further been found to be

promoted when the bands have an S component as a neighboh wduld be ascribed to
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higher stored energy of S deformed grains [8, 17].

Stored energy analysis offterent aluminum alloys has shown higher stored energy for S
deformed grains by an amount of 10-30% relative to the aesstmgyed energy and lower stored
energy for Brass grains by up to an amount of 25% relative t@teeage stored energy. The
subgrain sizes and sub-boundary misorientations werénaotasing TEM and SEM analysis.
The internal dislocation content was however, obtainethfideM only and the contribution
of the internal dislocations to the total stored energy caméglected for the hot deformed

samples [8, 18, 19].

2.1.3 Textureevolution during defor mation

The orientation changes that take place during deformatremot random. They are a
consequence of the fact the deformation occurs on the mestafaly oriented slip systems
and deformed metal therefore acquires a preferred orientéexture). The texture evolu-
tion during deformation féects the nucleation behavior of recrystallizing metal adeation
occurs preferentially in association with specific regiofgarticular orientation. Texture is
usually characterized by the Orientation Distribution &ion (ODF) which describes the ori-
entations in the aggregate. The orientations in an ODF giedly parameterized in terms
of three Euler anglesp(, ®, ¢,). Several dierent notations have been used to define these
angles, but that of Bunge is most common and will be used hexeroffed fcc materials the
data are normally shown as a series of slices taken throegihtbe dimensional ODF space at
¢> =0,5,10...90(° as indicated in the figure below. Texture evolution durinfpdeation and
recrystallization is dramatic in the sense that a strongrdedtion texture is replaced by an en-
tirely different recrystallization texture. Recrystallization teggiare insensitive to annealing
conditions but have a very strong sensitivity to the priaspic deformation. This indicates that
the entire recrystallization process is latent in the defmat state. An increase in deformation
temperature results in greater homogeneity in microstredherefore leading to strengthening
and sharpening of texture after hot deformation as comparedld deformation. The textures

of rolled fcc metals can be represented by a continuous tdréemtations that runs frof1 10}
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Figure 2.4: Important fibers found in fcc rolling texture$ [4

(112 (Brass) atp; = 35°, ® = 45° and¢, = 90° through{123} (634 (S) at¢, = 59, ® = 37°
andg, = 63°to {112 (111) (Copper) atp; = 90°, ® = 35° and¢, = 45°. The axis of the tube is
called thes fiber and texture data is often reported only in the form oftation density along
this fiber. While thes-fiber represents the characteristic features of the tegtarmedium and
high degrees, low degrees of rolling are associated witipteégence of the-fiber which runs
from the Goss orientatiof011}{100) to the Brass orientatiofD11}{112) [4]. Fig. 2.4 shows
the location of diferent fibers observed for fcc rolling. The relative inteiesiof diterent tex-
ture components along the beta fiber are strongly influengetkformation conditions as well
as the initial texture of the undeformed polycrystalling@gate.

The textures obtained after rolling also depend strongltherstarting texture as shown in
Fig. 2.5. Although the same texture components are obtathed intensities vary consid-
erably with the starting texture. A Plane Strain Compres$iRfBIC) test carried out for com-
mercial purity aluminum alloy revealed that, while defotioa of a randomly textured sample
results in a copper texture, the cube texture material edointo a strong near-Brass texture
[20]. Alloys with solid solution forming elements defornkdi pure metals and develop similar
textures at low reductions. An increase in deformation eatise Brass and Goss components

to increase. The presence of shearable particles causasraase in the formation of shear
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Figure 2.5: Hect of diferent starting textures on deformation texture evolutdjn [

bands and leads to a pronounced reduction in the texturpredss [4]. Non-shearable particles
cause extensive pile-ups of dislocations, leading to thm#tion of deformation zones around
the particles. A large number of the deformation zones gse to a general weakening of
the rolling texture. An interesting variation is obtaingdraermediate size particles, where a
strong rolling texture similar to a pure metal, is obtain&tis is caused by a reduction in the
mean free path of the dislocations leading to homogenizatialeformation and enhancement
of texture formation [4].

Adding Mg to Al-alloys is known to fiect the development of rolling texture. It strongly
suppresses the developmentBafiber texture components. TH&11} pole figures shown in
Fig. 2.6 illustrate this #ect of Mg addition on rolling texture evolution. A detaileekture
analysis has revealed the following variations. For low Matent (3%),the S component
decreases much more rapidly than other main componentdliofreexture with increasing
Mg content. With increasing Mg content (between 3-5%), thesBrcomponent increases at
the expense of the Copper component. High Mg confé&st] suppresses the development of

all the main components equally and a weaker rolling textiodtained [5, 21, 22, 23].
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Figure 2.6:{111} pole figures for dierent Al-Mg alloys. An increase in Mg-content leads to
reduction in the deformation texture strength [5].

The cube grains that are present in the microstructure poialeformation play an im-
portant role in the texture evolution of recrystallized atetThey remain metastable during
hot deformation. During deformation the old cube grainsfiéened into bands. The bands
are typically 2imwide and extend for several microns along the rolling dicec{24]. The
subgrains within the cube bands have a size advantage cedwéh the subgrains of other
orientations. This makes cube bands very potent nuclesiies. The strength of cube texture
upon recrystallization is found to be enhanced by a highain@ube fraction (large amount
of cube bands), a low Zener-Hollomon parameter (higherlgiabf the cube grains during
deformation) and a high strain (large surface area of cubd4)425].

Microtexture measurements on hot plane strain compredaadraum crystals clearly in-
dicated that subgrain sizes vary in the various deformat@mnponents in the orddrass>
Copper> S [8]. The cube subgrains are found to have a large size adyamahot worked
polycrystals. The earlier papers on rolled copper have shbat the first S oriented grains to
disappear are those adjacent to cube bands. Calculatiotrefl €nergies from the subgrain

sizes and misorientation angles indicate that the storexdygin deformed cube grains is nearly
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half of that of S grains so that there is significant drivingcefor cube to grow into S [8].

2.2 Annealing of deformed metals

The mechanical properties and behavior of a metal deperadlaime extent, on the dislo-
cation content and their arrangements. The typical dislmcZontent in the annealed state is
(10m2) which increases significantly during deformation¥92). The increase in dislo-
cation content is the main reason for the high yield streagthlower ductility of a deformed
metal. However, annealing of a deformed metal at a temperatoove about,,/3 leads to
a significant dislocation loss and rearrangement, as nseideby a decrease in strength and
increase in ductility. The deformation energy stored inrttegerial in the form of dislocations
is released in three main processes of recovery, recrysti@dn and grain growth. For metal-
lic alloys based on copper, nickel and aluminum, which douratergo a phase change on
cooling, recrystallization after deformation is the onlgtimod for producing a completely new
grain structure with modified grain size, shape and textReerystallization can be defined as
the formation of a new grain structure in a deformed matdyahe formation and migration
of high angle boundaries driven by the stored energy of dedtion. Recovery usually refers
to all annealing processes occurring in deformed matehalsoccur without the long range
migration of high angle boundaries. Recovery typically ires rearrangement of dislocations
to lower their energy. Grain growth is defined as processesvimg the migration of grain
boundaries when the driving force for migration is solelg teduction of the grain boundary
area itself [6].

The structural transformations such as recovery, redlgstion and grain growth can be
classified into two dferent types, as originally recognized by Gibbs, in a manimeiles to
phase transformation. “In first of these, Gibbs I, typicadlled 'nucleation and growth’, the
transformation is extensive in the magnitude of the stmattchange but is initially spatially
localized with a sharp interface between the old and nevetstres. The second type of trans-

formation, Gibbs I, often described as 'continuous’ orrimmgeneous’, the transformation is
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initially small in magnitude of the structural change, dutécurs throughout the parent struc-
ture” [2]. In the range of processes seen on annealing p#lstideformed materials, both
dislocation recovery, that takes place before and duriagystallization and also normal grain
growth are clearly Gibbs Il transformations which occurfarmly throughout the sample while
recrystallization and abnormal grain growth are Gibbsmdfarmations. The newly recrystal-
lized grain or the abnormally large grains are seen to beiggpwmto a prior structure with a
sharp interface between transformed and untransformednsgThe usual name of 'nucle-
ation and growth’ for Gibbs | transformation is based on the apparently distinct steps of

the initial formation of new grains and their growth, as agglo recrystallization [2].

2.2.1 Recovery

The term recovery refers to changes in the properties of @raheid material which occur
prior to recrystallization. These changes are such as t@fharestore the properties to their
values before deformation. Recovery is primarily due to gleann the dislocation structure
of the material. The dislocation recovery process involvesries of micromechanisms whose
rate depend on a number of parameters, including the miatptaty, strain, deformation
temperature and annealing temperature. When the recoveliglo€ations occurs during the
deformation, it is termed dynamic recovery. The typicalregfes associated with dislocation
rearrangement and structures that can be attributed teetoeery process are shown in Fig.
2.7. The driving force for recovery as well as recrystatima is the dislocation energy stored
during deformation and the two processes often competaglthie thermomechanical process-
ing of material. The extent of recovery depends on the eafewhich recrystallization can
occur, as after the onset of recrystallization when therdedtion microstructure is consumed
no further recovery will occur. Conversely if a significant@mt of recovery has occurred,
the driving force for recrystallization is reduced and tla¢une and kinetics of recrystallization
are influenced. In this work, however, we present some eegldrat recovery can infact occur
concurrently with recrystallization.

The measurement of the extent of recovery in deformed mistasually directly observed
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Figure 2.7: Various stages of recovery of plastically defed material [6]

by calorimetry. The indirect measurement of recovery imgslmeasurements of properties
such as electrical resistivity and hardness. Since theostizrctural changes associated with
recovery are small, the direct as well as indirect measunésra recovery will lead to signif-
icantly lower values of stored energy as compared to reafizsttion. A logarithmic decay in
mechanical properties is usually observed for dislocatemovery. An increase in the strain
of a material is found to increase the fraction of the propenange associated with recovery
during annealing at a constant temperature. A similar treatso obtained with an increase in
deformation temperature, where more recovery is foundifgit temperature deformation be-
cause of the increased mobility of dislocations. The malisrstacking fault energy is another
important parameter determining the extent of recoveryefoned microstructure. Metals
with low stacking fault energy like coppet;brass and austenitic stainless steel show little re-
covery of dislocation structures due to reduced climb and<slip. Metals such as aluminum
anda-iron, which have highs g, show a significant amount of recovery. The amount of solute
content in an alloy also determines the extent of disloocatezovery by fecting the stacking

fault energy values or by pinning of dislocations. Additiohmagnesium to aluminum for
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example is known to pin dislocations and therefore retarthdyic recovery. This will lead to
an increase in stored energy and rapid recovery occursglannealing of deformed samples.
The two primary processes of reducing the stored energyguecovery are annihilation
of dislocations and the rearrangement of dislocations lmtoenergy configurations. These
processes are achieved by glide, climb and cross-slip wfadisons. The annihilation of dis-
locations takes place by movement of dislocations of oppdairgers vectors and canceling
each other. The rearrangement of dislocations can take placsubgrain formation. The for-
mation of low angle tilt boundaries from alignment of disdtions of similar Burgers vectors
is an example of a polygonization mechanism. The energy igycation decreases with in-
creasing the misorientation across a tilt boundary. Tloeeethere is a driving force to form
highly misoriented boundaries as recovery proceeds. @ubfprmation from tangles of dis-
locations in the cell structure during annealing involvasihilation of redundant dislocations
and rearrangement of others into low angle grain boundaigsmamic recovery during hot
deformation has been observed to occur to such an exterthéhaislocations are already in
the form of a well developed subgrain structure after de&drom and post-deformation recov-
ery involves mainly a coarsening of the subgrains. The madtofs that tend to promote the
formation of a subgrain structure during deformation aghtstacking fault energy, low solute
content, large strain and high temperature of deformatoiurther reduction in stored energy
can be obtained by subgrain coarsening. The driving forcedbgrain coarsening arises from
the boundary energy and any reduction in subgrain boundagy \aill lead to a reduction in

stored energy [6].

2.2.2 Recrystallization

Recrystallization involves the formation of strain-fre@igis in certain parts of the speci-
men, and the subsequent growth of these to consume the af@nad recovered microstruc-
ture. The microstructure at any stage can be partitioneddatormed and recrystallized re-

gions which can be quantified by the fraction recrystallizé&ecrystallization of deformed
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microstructures is often called primary recrystallizatto distinguish it from processes of ex-
aggerated grain growth which may occur in fully recrystaiti materials and which are some-
times called secondary recrystallization or abnormalrggaowth. As stated previously, re-
crystallization usually involves nucleation of new graarsd their subsequent growth. A re-
crystallized grain is usually distinguished from a defodhggain by the low internal energy
indicated by the absence of any internal dislocation subgire and is surrounded by a high
angle boundary [2].
Recrystallized grains grow by migration of high angle boureda The driving force for mi-

gration is the stored energy of deformation, which can beesged in terms of the dislocation

density,o, as
Ep = apGl? (2.8)

wherea is a constant of order 0.5. The driving force for primary ystallization of a typical
metal is of the order of LMPa. An opposing force also existshenboundary at small sizes,
due to boundary specific energy, which will reduce the boundary area and thereby lowering
the energy of a grain. The retarding pressure on the bounsigiyen by the Gibbs-Thomson

relationship:
g = 20t (2.9)

where R is the radius of growing spherical nucleus. For thvendy force discussed above, the
curvature driven retarding force is significant for nuclesize less thandm. Below this grain

size there would be a negative net driving force for rectiyztdion [2].

Factor s affecting therate of recrystallization
Recrystallization of a deformed metal ifected by a number of parameters including the
nature of the deformed structure, grain orientation, cotregion of solutes, temperature and

strain rate of deformation and annealing conditions.
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The stored energy of deformation and microstructural logtemeities are increased by the
amount of strain in a material. Also recrystallization does occur until a minimum amount
of strain has accumulated, indicating that a minimum staeergy is required. Thus the
deformation mode and strain path have a signific#igtceé on recrystallization behavior of the
material. Texture evolution of a grain during deformatiendietermined by the active slip
systems and the initial orientation of the grain. Therefibre stored energy of a deformed
grain is strongly dependent on its orientation. This diyeaffects the driving force for both
nucleation and growth in recrystallization. Variation @xture obtained after hot rolling and
annealing of aluminum alloys lead tofi@rent recrystallization kinetics when the material is
subsequently cold rolled and annealed [6]. The same vatyadhd underlying causes apply
to all materials

Fine grained materials are found to recrystallize moredigghan the coarse grained ma-
terials. Stored energy increases with reduction in graie.siAlso, the number (density) of
nucleation sites available at grain boundaries increasdbegrain size decreases because
grain boundary nucleation is important in the nucleatioresfystallized grains.

Solute atoms are found to have a significdii@e on the recrystallization behavior of met-
als by varying the stored energy via dislocation interactibhe mobility of high angle grain
boundaries is also reduced by solute drag thus decreasngrofwth rates of recrystallizing
grains. The stored energy of deformation varies with teaijpee and strain rate. As the tem-
perature is increased, microstructural heterogeneityedses therefore reducing the stored
energy. Similarly, increasing strain rate also increasa®d energy thereby reducing the re-

crystallization temperature [6].

Kinetics of Recrystallization

The kinetic aspects of the nucleation and growth phenomanagirecrystallization are
similar to those observed in typical Gibbs | phase transédions. Although the similarities are
confined to the microstructural level, a similar transfotiorakinetics treatment can be applied

for recrystallization as for phase transformations. Tletion recrystallized can be measured
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directly from microstructural observations or indiredily means of dierent physical proper-
ties of deformed and recrystallized regions e.g. microhesd and electrical resistivity. The

main models typically used for analysis of recrystalliaatkinetics are:-

1. Johnson Mehl Avrami Kolmogorov (JMAK) model
According to this model, the fraction of recrystallized evél appearing after a given

annealing time is related to annealing time as
Xv = 1—exp[-(kt)"] (2.10)

The above expression can be derived by considering theatianierate N), the growth
rate of a recrystallized grain growing into the deformednrdG) and the volume frac-

tion recrystallized X,). The total number of nuclei appearing in time interval igegi

by
dN = Ndt= dN + NX,dt (2.11)

The above expression includes the contribution from newlgrging nucledN as well
as nuclei assumed to form in the regions already recryztalli The fraction of material

recrystallized at timé can be obtained from the volume of recrystallized grares

XVEX:deN (2.12)

The volume of each growing grain (assuming spherical shamgyen by

13
v = #(GY (2.13)
3
Therefore
Az - o .
XvEx = EG Ntdt (2.14)

26



Assuming constant nucleation rafe)(

XVEX = %NG3t4 (215)

In a time intervaldt the extended volume is increased @}, ex and is related to the

actual incremental fraction recrystallizdd, as
dX\/ = (1 - XV)dXVeX (216)

This on integration leads to

XV =1- exp (_XVEX) (217)
Xy=1- exp(—gNG3t4) (2.18)
Xy = 1 — exp(kt?) (2.19)

The exponenh in above equation is referred as the Avrami or IMAK exponeit ia
closely related to the growth morphology of the recrystatii grains. In the ideal case of
three-dimensional growth and constant nucleation ratexpenent value is 4. However,
in case of site saturation, when all the nuclei are formeidre t= 0, the extended volume

is given byXyex = 43”N(C';t)3, where N is total number of nuclei, and the exponent value

is found to be 3 [6].

The important assumptions for the JIMAK model include randabstribution of nucle-
ation sites and uniform growth of recrystallizing grainghree dimensions. However, if
the grains are constrained by sample geometry or some at@wnstraints to grow only
in one or two dimensions, then the IMAK exponent is lower tlaAin important insight
is obtained from recent results obtained from recrysttilan simulations. The variation
in IMAK exponents with annealing temperature is found totbengly dfected by the

distribution of stored energy. A low value of the JMAK expahean be the result of
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an inhomogeneous distribution of stored energy at low dmgetemperatures. JMAK
exponents are found to approach ideal values at high ange@mperatures when the
inhomogeneous distribution in stored energy is minimal.[2bhe dfect of diferent

nucleation and growth conditions orfidirentn values is given in Table 2.2.

Conditions N
Increasing nucleation rate >4
Constant nucleation rate 4
Decreasing nucleation rate 3-4

Site saturation (Zero nucleation rate)| 3

Grain edge nucleation after saturation 2

Grain boundary nucleation after saturatiopnl

Table 2.2: Values o in kinetics lawXy = 1 — exp [-(k)"]. [1]

The analysis of recrystallization kinetics by the JIMAK nmmdhis usually carried out
by plotting In(In(ﬁ)) against In{). This plot is known as a JMAK plot. The slope
of a linear regression fit of the data points yields the JMAKaent n, whereas the
intercept can be used to determine the temperature deparwiicientk. An important
conclusion obtained from recrystallization kinetics gsé of diferent materials using
the JMAK method is that either the JMAK plot is not linear oetexponent is much
less than 3, or both. It is therefore concluded that IMAK wsialis often too simple
to quantitatively model a complex process like recrystation. More parameters are
needed to describe the changes in microstructure to dewamtitjes like nucleation and
growth rates and the behavior of nucleation and growth mse®[6]. The activation
energy for recrystallization can be obtained by analyzimg temperature dependency
of the parametek. Typical values obtained for activation energy of recriizi@ion in

aluminun are in the range 200-24Qkdl [26, 27].

. Microstructural path methodology

The main diference between this approach and the JIMAK model is that a realistic
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and more powerful model is obtained by using additional ostnuctural parameters in
the analysis. In addition to volume fraction recrystaltiZ¥y ), the other important quan-
tities used in microstructural path modeling are the iatel area density separating the
new recrystallized grains from the as-yet deformed ma®i¥ @nd the mean recrystal-
lized grain chord lengtkl) . A quantity similar to extended volume fractioKkgx) can

be defined for interfacial are&®(ex) as

S = 2.20
VEX 1— XV ( )

The assumptions of random spatial distribution of nuclei growth rates being global
rather than local are common to the two approaches and éepivi@ an assumption
of homogeneous behavior in the material [6]. The kineticeeofystallization for com-
mercial purity aluminum alloys 1050 as modeled by micrastial path modeling has
indicated recrystallization to be growth controlled fott las well as cold deformed mi-
crostructures. Recrystallization is found to be site-sddt and the recrystallized grains
sizes are 3-4 time large after hot deformation than afted defformation to a similar

strain [28, 29].

Nucleation of recrystallization

The nucleation and growth aspects of the recrystallizgtratcess are similar to those ob-

served during phase transformations. However, the levsinoilarity is restricted to the mi-

crostructural level only. The thermal fluctuation model basn used for a long time for kinetic

studies of solidification and solid state phase transfdonat A critical sized nucleus in this

model is usually obtained from random thermal fluctuatiofibe size of this nucleus is ob-

tained from an energy balance between the reduction in grukrg to formation of a stable

phase and the amount of energy needed to form the surfaceititalsized nucleus. The ma-

jor problem for the study of recrystallization with the threal fluctuation model is that, given

the typical low values of stored energy of deformation arghténergy for a high angle grain

boundary, the energy barrier for recrystallization is sgéahat new grains cannot form by this
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mechanism even at high enough temperattires0.5T,, where grains do indeed nucleate and
grow.

An alternative mechanism of nucleation of recrystallizedirgs during annealing of de-
formed metals was proposed by Cahn. According to this moeel,recrystallized grains are
formed from recovered subgrains and cells that are alreabept in the deformed microstruc-
ture. An important consequence of this idea is that the tatem of each new grain arises from
the orientations present in the deformed state. In the defdistate, even though there is a very
high defect density, the equilibrium crystal structuretils gresent everywhere. A typical sub-
grain size in deformed polycrystalline aluminum jgnihowever; the recrystallized grain size
after primary recrystallization can evolve to a grain sizdage as 10@n. An increase in
diameter of 100 indicates a volume increase from subgraiorgorto the final recrystallized
grain of about 18, This estimate indicates that only one subgrain in a milbesomes a suc-
cessful recrystallized nucleus. The main reason for thispgoobability is the low mobility
that most subgrain boundaries have because of their smadrimntation. Only subgrains with
a high misorientation angle to the adjacent deformed natkave the necessary mobility to
evolve into new recrystallized grains.

Typical nucleation sites, all of which have high local misatation, include:-

1. Pre-existing high angle grain boundaries - Grain bourdajive rise to inhomogeneity
of slip such that dterent combinations of slip systems will operate near a graimdary,

thereby giving rise to high local misorientations.

2. Transition bands - Transition bands represent regioter@é orientation gradients, sep-
arating regions of dierent orientations within a grain. These are therefore aalisite
for recrystallization. The crystallographic orientatsotieveloped in transition bands are

a direct consequence of the slip processes and local setendgeneities.

3. Shear bands - Shear bands are thin regions of highly stramaterial typically oriented at
about 38to the rolling plane. They are formed due to strain heteregg@and instability

during rolling. High local misorientations between adiceegions provide adequate
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boundary mobility for subgrains to grow.
4. In the highly misoriented regions around large particles

The existence of a high angle boundary is observed to be asegebut not sticient criterion
for a subgrain to become a successful nucleus. The subgtastusually have a larger size than
the average to be able to grow in order and form a successfigdumi Thus the combination
of high local misorientation requirement and a size adwgt@akes the nucleation process
rare [2]. A size advantage for a subgrain present in the defdrmatrix can occur by the
mechanisms of Strain Induced Boundary Migration (SIBM) argsain coalescence. SIBM
involves bulging of part of a pre-existing grain boundasaving a dislocation free region
behind the migrating boundary. The characteristic featare that the new grains have a similar
orientation to the old grains from which they have grown. Thechanism is found to be
dominant only at low strains in aluminum.

The coalescence of several subgrains on one side of a graimdboy has been observed
to yield a subgrain large enough to grow rapidly into an agljagrain. The formation of a
single subgrain takes place through rotation fyudional boundary processes until adjacent
subgrains are of similar orientation. The driving forcedoalescence is provided by reduction

in total boundary energy [6].

Migration of high angle boundaries

Grain boundaries play a key role in the recrystallizationcess both in nucleation where
prior grain boundaries and deformation induced boundaaesprovide nucleation sites, and
also during growth where grain boundary migration is theesal feature. A viable nucleus
is surrounded, at least partly, by a high angle boundary lwisi@ble to migrate through the
deformed microstructure causing the nucleus to grow. Thndrforce for migration of high
angle grain boundaries is provided by the stored energyfofuahation. The velocity of migra-

tion is the product of mobility M and driving forcef :

v=MAf (2.21)
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The mobility, the driving force and, therefore the velo@fymigration depend on deformation
as well as annealing parameters [2]. During the growth ofcdeus in a subdivided deformed
matrix, the boundary will constantly meet new types of defation microstructures and new
crystallographic orientations. Its growth rate will thiene change continuously. Even nearby
segments of a boundary may experience quiftedint growth conditions because of small
scale variations in the deformed matrix. The recrystaifizgrain will therefore not have a
constant driving force along its perimeter. The mobilityaofirain boundary also depends on
the misorientation between the neighboring regions. Loglegrain boundaries are found
to be much less mobile than high angle grain boundaries ashgle grain boundary motion
involves a coordinated climb of the dislocation arrays. Aigrgrowing into deformed matrix
during recrystallization encounters regions with varymigorientation with respect to its own
orientation. A phenomenon known as orientation pinninghbisesved when a migrating seg-
ment of a growing recrystallized grain impinges on a defaw@ume element of the same or
nearly same orientation and forms a low angle boundary [12].

The analysis of boundary migration rates has been carrietbodifferent texture compo-
nents. The cube component in deformed aluminum has beenvedge have a slight growth
advantage compared to other orientations. This growthrdadge allows the cube component
to persist throughout recrystallization, starting fronetatively weak initial texture. In a de-
formed material there are a number offeient texture components that can be prevalent. An
emerging nucleus of a weak texture component will encouess orientation pinning than
those emerging from the stronger components. This proadgewth advantage for the cube
recrystallized grains [30]. The solute atoms present in geri@ have a significantfiect on
boundary mobility. The mobility of grain boundaries deaeswith increasing solute concen-
tration. The boundary mobility is then controlled by theerat diffusion of the impurity atoms.
At very low solute concentrations, the boundary mobilityitite affected by solute atoms and

the boundary can break away from the solute atmosphere dritamg force is high enough

[6].
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Texture evolution during recrystallization

Texture evolution during recrystallization of deformedtaie is an important phenomenon.
The texture of the (recrystallized) grains is largely respble for the directionality of prop-
erties observed in many finished products. The developmiergooystallization texture is
dependent on a large number of parameters including thendepee of nucleation rate on
inhomogeneities and orientation environment, and on thereaenergy and mobility of the
boundaries between grains of various orientations. Theiggn of a strong recrystallization
texture from a deformation texture, which is often unlike theformation texture, points to
the fact that recrystallization can be considered to be #ation and growth process; new
grains with new orientations grow into the deformed matthereby eliminating the stored
work of plastic deformation. An important observation frtime vast experimental data on re-
crystallization texture evolution is the absence of sesitof texture evolution to annealing
conditions and a strong dependence on prior deformatidarej]. Texture evolution during
recrystallization in fcc metals often involves a substrticrease in the cube compon¢dd1}
(100). The evolution of the cube component during recrystailirais significant for changes
in anisotropic behavior during forming operations. Thesprece of a cube texture can balance
the deformation texture in cold rolled sheet, thereby desirgy the anisotropy in forming [31].

The main theories of texture evolution during recrystali@an are those of oriented nucle-
ation (ON) and oriented growth (OG) [2]. The underlying pipies of these theories are that
the strength of the recrystallization texture is determipemarily by either the preferential nu-
cleation of some selectively oriented grains or by prefeaégrowth of these grains [32]. The
ON mechanism of texture evolution has been found for a langelrer of examples for bcc and
fcc metals. The formation of a deformation band with a paféicorientation leads to evolution
of nuclei of nearly the same orientation. The OG mechanisbaged on the rapid migration
rates of certain specific high angle boundaries during tbevtrof recrystallized grains e.g. the
40°(111) boundary between the cube component in recrystallizedmegind the S component
in deformed regions. The high mobility of these boundariles\a cube recrystallized grains to

grow rapidly compared to all other grains and to promote aidant cube texture. The overall
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recrystallization texture evolution however, is found &vé significant contributions from the
range of orientations available and the subsequent groshvthrgage enjoyed by any grain. It
is now recognized that any recrystallization nucleus in avhe deformed polycrystal is sur-

rounded by a wide spread of orientations and these surnogsdvill change during growth

[6].

Texture evolution during annealing of hot deformed sam@esdrongly influenced by the
starting texture of the material. Of particular significans the volume fraction of the cube
component in the prior microstructure. The cube comporsemdtastable during deformation
and the strength of all its variants (e.g. RD and TD rotatecealecreases with increases in
the level of strain [33, 34]. Analysis of samples deformeglane strain compression with
different starting cube textures, indicate its importance enéhture evolution after recrystal-
lization. The presence of cube oriented matrix after de&dion is highly correlated with high
cube fractions after annealing. The stability of cube gragnfound to increase with rotations
away from the exact orientation. The rate of decline is hsglfi@r the non-rotated samples as
compared to the rotated ones. Théeet of temperature and strain rate on the evolution of
deformed cube grains can be correlated with the variatidh #&ner-Hollomon (Z) parame-
ter. A lower volume fraction of deformed cube grains is ah¢ai for the high Z values (low
temperature-high strain rate) as compared to low Z valuigh emperature-low strain rate).
The sample orientation makes little contribution to theumoé fraction of deformed cube grains
[34].

The evolution of the cube component is strengthened by haliimg reductions and high
annealing temperatures. The presence of magnesium inralomalloys is found to have a
detrimental &ect on cube texture evolution. Addition of magnesium, in fiven of solid
solutions is found to increase the strength of the alloy amnptes the formation of shear
bands. Recrystallization at shear bands is known to redecsttength of the cube component
due to nucleation of components other than cube at the shedsb

The presence of small amounts of iron and silicon in comragpirity aluminum alloys

results in the formation of second phase patrticles, cabbegdtituent particles. Recrystallization
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texture evolution involves a significant contribution fradhese particles to particle stimulated
nucleation (PSN) [6] especially in cold rolling. The presewnf second phase patrticles is known
to afect recrystallization by the formation of highly misoriedtzones near the particles during
deformation especially during cold rolling. These paeschct as preferred nucleation sites for
recrystallization and lead to the formation of nuclei ofigas orientations. The texture strength
due to PSN is inversely related to amount of strain in defdiona Small strains will result in
formation of a fewer orientations during deformation. ®itice recrystallized grain orientation
is a direct consequence of the deformation orientationtebeystallization texture in this case
is quite sharp. In case of medium to large strain deformatitighly misoriented regions
form and the deformation zones have a large number of otientapresent. This weakens the
recrystallization texture.

Small second phase particles in a fine dispersion are alserktm reduce the mobility
of high angle grain boundaries, therelfjeating recrystallization kinetics, and grain size and
texture evolution. Small particles pin grain boundaried amecrystallization texture similar to
deformed texture is observed in bcc and fcc metals [6]. Tihengercial purity aluminum alloys
(AA 1XXX series) contain iron and silicon among other eletsemwhich are know to have an
effect on recrystallization kinetics and texture evolutioma amounts of iron may change
the annealing texture from almost pure cube to a strongnedaiolling texture. In aluminum
alloys with low iron concentrations, the cube component idaes, however, an increase in
iron content can lead to precipitation on the recrystdilarafront. The consequent solute drag
and precipitation leads to slower growth of the dominantecgkains and allow the rolling
components to develop, thereby reducing the strength &f taxture. An example of thetect
of iron content on the cube recrystallization texture conmgra is shown in Fig. 2.8 for Al-
0.007%Fe. As indicated by the ODFs, while a high fractionudegrains is obtained at low
and high annealing temperatures, the texture of recrigdlsamples annealed at intermediate
temperatures such as 3&results in a mostly retained rolling texture. The above olag@ns
are explained from the fact that precipitation of an irorhnghase at intermediate annealing

temperatures hindered the boundary migration. At the l@amerhigh temperatures, however,
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the dfect on boundary migration is less drastic and a strong cut@réedevelops. The presence
of silicon in aluminum alloys leads to formation of a stableF&-Si phase. This will reduce the
Fe content in solid solution. The texture evolution in trase is found to be more random due
to the PSN &ect of coarse constituent particles and reduction in @ltomponent [6]. PSN
is also found to be a dominant mechanism in the presencegd (arlum) AlsFe precipitates
and leads to a large fraction of randomly oriented grainstvitherefore reduced the strength
of the recrystallization texture components [31].

The recrystallization textures evolved during annealihgeformed samples also contain
some orientations similar to rolling texture, apart frore ttube orientation. The main mech-
anism for the formation of recrystallized grains with modi orientations is Strain Induced
Boundary Migration (SIBM). A diference in dislocation densities on either side of an exjstin
grain boundary can lead to migration of the boundary intogttaén with higher stored energy.
In an Al-3%Mn alloy, SIBM is observed to nucleate Brass oridmaerystallized grains by mi-
gration of a high angle boundary into S oriented deformethgiexture analysis of consumed
and recrystallized grains revealed formation of recryiged grains with all rolling orientations
with significant preference to Brass oriented grains as shiovAiy. 2.9 . The Brass oriented
grains are found to have small intra-granular misorieatetileading to small stored energies

and high stability [7].
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Figure 2.8: Recrystallization annealing of Al-0.007%Fe dfedent annealing temperatures
revealing the ffect of precipitation of iron particles. (a) Deformed sam(i¢ annealed at

28(°C, (c) 360°C, (d) 520C [6].

The main source of cube grains during recrystallizatiohésrhetastable cube band which
forms as a result of deformation on prior cube grains [3533638]. The deformed cube bands

act as the nucleation sites for cube recrystallizationutext Subgrains formed in these cube
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Figure 2.9: (a) Texture of recrystallized grains with nodji orientations (b) Texture of the
adjacent matrix [7].

bands are found to have a significant size advantage comjmesabgrains of other orientations
as shown in Fig. 2.10, which may be a direct consequence bfrbpvery rates in these grains.
The fraction of this retained cube decreases with straid, tae rate of decrease increases
with the value of the Zener-Holloman parameter [39]. A reécgndy of formation of cube
recrystallized grain during cold and warm rolling of alumam alloys by Samajdaat al. shows
large dfects of orientation pinning on warm rolled materials whielads to an absence of
rolling texture in warm rolled materials [40]. Orientatipmning is found to be absent in cold
rolled materials and significant amounts of deformation gonents were observed in overall
recrystallization textures [15]. Growth rate analysis olbe recrystallized grains in aluminum
and copper alloys has revealed the presence of a lowerdnagtilow angle grain boundaries
compared to the grains of other texture components, thgpedyiding the required growth

advantage for cube grains leading to a dominant cube tejdiire
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average subgrain size in cube regions [8].
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3 Experimental Methods

The aluminum alloys used in the present study are hot rollegisal050 and 5005 and were
supplied by the Alcoa Technical Center, Pittsburgh. The ¢b&ntompositions of the two
alloys are given in Table 3.1. The main composition#lledence between the two alloys is the
concentration of Mg. The present study therefore also rsftee éfect of Mg concentration on
recrystallization kinetics and texture evolution in hated aluminum alloys. The thicknesses
of the as-received sheets are about 6mm for AA1050 and abbotn3 for AA5005. The
AA1050 sheet was given a prior deformation treatment of blting at 32%C and allowed to
cool in air. As a result of slow cooling to room temperatuhe, AA1050 and AA5005 samples

showed a significant amount of recovery in the as-receiegé.st

Element| Si Fe Cu Mn Mg Zn Ti Al
AA1050 | 0.08| 0.31| 0.003| 0.036| 0.004| 0.009| 0.008| 99.54
AA5005| 0.30| 0.70| 0.20 | 0.20 | 1.10 | 0.25 0 97.00

Table 3.1: Chemical composition of AA1050 and AA5005 in wt%.

The as-received hot rolled sheet of AA1050 was machined taimlsmall samples with
dimensions 26imx 10mmx 6mmfor annealing treatments atfférent temperatures for vary-
ing lengths of time. The annealing treatments were carrigdiro molten salt pots to pro-
vide uniform heating of samples. The annealing temperaturere varied from 20 to
450°C for AA1050 and 200C to 50C0°C for AA5005, to determine the temperatures suit-
able for carrying out isothermal annealing treatmentsthisonal annealing was carried out
at 325C, 35(°C, 375°C and 400C for time periods ranging from 30s to 7200s for complete
recrystallization of hot rolled AA1050 samples. AA5005 gdes were isothermally annealed
at 350C, 375°C and 400C for times ranging from 30s to 3600s for complete recrystation.
The annealing treatment for each time and temperature wesped on two samples, to ob-
tain an average value from the samples and minimize anytiaridue to local microstructural
inhomogeneity. The experimental analysis of the two allayslved obtaining microhardness

values for indirect recrystallization kinetics evaluatiand scanning the polished samples in
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a Scanning Electron Microscope (SEM) for orientation measent using an Electron Back
Scatter Diffraction (EBSD) system. The EBSD analysis was carried out tluaterecrys-
tallization kinetics and observe texture evolution digftom microstructural and orientation
information. The as-received and annealed samples warveaalyzed by measuring X-ray
diffraction pole figures with dlierent sample orientations (RD-TD section and ND-TD sec-
tion). The X-ray difraction experiments were carried out for a comparison dgtitexevolution
obtained from local EBSD scans and large X-rafjrdction scans, since the latter provides an

average texture from a relatively large area.

3.1 Microhardness Analysis

The annealed samples were polished with various gradenpajipapers followed by dm
alumina powder for microhardness tests. Microhardnesitadions were obtained atidirent
locations on the samples. On average, 8 to 10 microhardndssatations were obtained on
each sample. A schematic view of a microhardness indentatitained from the diamond
shaped indenter is shown in Fig. 3.1. The microhardnessitatiens were obtained on the
plan (RD-TD) surface of the sample. The size of the indemasioneasured from the diagonals
d; andd,. A 500gm load was used for indentations. Microhardnessegalvere obtained from

the size of the indentation as
H - 2l sin(§)
=—F

(3.1)

Here,H is the microhardness of the sample (MPa),
| is the applied load £ 500gm),

0 is the angle at the tip of indentet £ 130°),

d is the average size of indentet £ "1;2"2).

The final microhardness value represents an average vatamet from two samples an-
nealed at the particular time and temperature. An averagibéss of 380MPa was obtained
for the as-received (deformed) samples and 200MPa for cesiplrecrystallized samples for
AA1050. The corresponding values for AA5005 were 475MPa22&MPa for deformed and

recrystallized samples, respectively. An average migaitess indentation size of 1&® was
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Figure 3.1: Schematic view of indent obtained from a Vickarsrohardness machine.

obtained for deformed grains, whereas an average indentsiie of 200@m was obtained for
recrystallized grains for AA1050 samples. The averagessmeAAS005 samples were 13
and 16xm for deformed and recrystallized grains, respectively. fifierohardness values of
partially recrystallized samples lie between the aboveeex¢ values of deformed and com-

pletely recrystallized samples.

3.2 EBSD Analysis

The annealed samples were ground and electropolished \pithcaloric acid solution for
characterization in a Philips FEI XL40 Field Emission Guarsting electron microscope us-
ing TS 'M EBSD software. Three scans, typically 6@dx 60Qum in size, were obtained on
each sample. Step sizes obm and Q75um were used for as-received samples, which had a
deformed microstructure consisting of cells and subgravhde larger step sizes betweenan
and 2um were used for partially and completely recrystallized slmgvhere large recrystal-
lized grains were present. The varying step sizes were useg@timize the data collection
from OIM. Small step sizes provide better accuracy for catid subgrains present in deformed

grains but take much longer times. Large step size on the bdrel is faster but the maps are
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Figure 3.2: Schematic representation of thiedent scanned sections of a sample.

less accurate. A schematic of théfdrent sample surfaces scanned is given in Fig. 3.2.

The as-received samples have large grain sizes of the drdeflew millimeters along the
rolling direction. Therefore a representative microstnoe for the as-received sample contain-
ing deformed grains of etierent orientations could not be obtained in a plan view st&nRD
section) even with a scan size of 1@0x 100Qum. A scan in this section yielded only a
few partial grains as shown in Fig. 3.3(a). The texture frbm scan was compared with that
obtained from X-ray diraction sample orientated in a similar manner (TD-RD segtidmn
obvious diterence was observed in the texture between the two methasabfsis, as indi-
cated in Fig. 3.3 (b), (c). The pole figures obtained from }Xd#fraction measured an average
texture over a larger number of grains scan and are typicallefd fcc metals. The pole figures
obtained from OIM analysis are indicative of a localizedrsbaving only a few components
of the overall texture. The texture obtained from the EBSDhsodrig. 3.3(b) showed a large
fraction of Brass orientefll10} (112 deformed grains, indicated by a maximum at the center
in (101) pole figure. Because of the large grain sizes in hteaddamples and the inability to
scan very large areas in OIM, the scans obtained on plaroseggre found to be inadequate
to study textural evolution during annealing of as-receilet rolled samples.

This problem was solved by scanning the samples infleréint sample orientation. A
comparison of scans obtained from a deformed sample on svese cross section (ND-TD
section) from OIM and X-ray diraction revealed similar textures from the two methodsywsho

in Fig 3.4 (b), (c). Scanning the deformed samples along dribeoshort directions gave a
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better representation of deformed microstructure anditextue to compression of the original
grains. An accurate representation of deformation textwase therefore obtained from OIM
in reasonable area scans. The texture of a deformed samdens of typical deformation

texture components, based on the conventional frame aferefe, was obtained by rotating
the data points about transverse direction (TD) bY. 9@ rotated view of deformed sample
in Fig. 3.3(a) is shown in Fig. 3.5(a). As indicated in Fig5(®), the texture of the rotated
sample compares well with the texture obtained for the plaw {TD-RD section) in X-ray

diffraction, Fig. 3.3(c). All the samples for microstructuratiadextural characterization from
OIM are therefore scanned along the transverse cross sectbrotated about the TD axis by

9(* to obtain the texture in the standard configuration.
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Figure 3.3: Deformation microstructure and texture fromamiew OIM scan.
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(b) Pole figure of sample scanned in (a), indi- (c) Pole figures obtained from X-ray ftfiaction along the

cating corresponding peaks. ND-TD section

Figure 3.4: Deformation microstructure and texture aldrggttansverse cross section.

46



| l Boundary levels: 15°'
75.00 ym = 100 steps  IPF [001]

(a) Microstructure of a deformed sample scanned along ND-

TD section after 9rotation about TD.

(b) Pole figure of sample scanned in (a), show a

typical fcc rolling texture.

Figure 3.5: Deformation microstructure and texture aldmg transverse cross section after

rotating about TD by 90
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3.3 Deformation Simulator

Hot deformation experiments simulating rolling experinseewere also carried out on
AA1050 and AA5005 samples. The hot deformation experimerte carried out at the Alcoa
Center in a specially designed machine with attached fumatech allowed precise control
of deformation conditions (temperature, strain and strata). The samples were deformed in
plane strain compression at 2@and 400C. A thermocouple attached to the sample gave
accurate measurement of the deformation temperature. 8fbended samples were quenched
in water within 5 seconds after completion of deformatioabl& 3.2 gives the details of hot
deformation conditions for two alloys. All the samples wdegormed to a total strain of 50%,
which was the maximum practicable strain.

The hot deformation experiments were carried out to detezrtiie éect of deformation
parameters on the microstructural and textural evolutiothe two aluminum alloys. These
deformation experiments were aimed at determining a winofosperating conditions suitable
for carrying out further hot deformation experiments. Aetiatic of the deformation simulator
is given in Fig. 3.6. As it turned out, however, the experitsamm the as-received material,

allied with these deformation simulator experiments pediample data for analysis.

Alloy | TemperaturéC) | Strain rate §1)
AA1050 200 0.01
AA1050 200 1.00
AA1050 400 0.01
AA1050 400 1.00

Table 3.2: Hot deformation conditions for the deformationidator experiments.
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Deformation Simulator Schematic
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Figure 3.6: Schematic view of the Alcoa deformation simaiatsed in the current study.
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4 Reaults

The aluminum alloys analyzed in the present study are 108®@605. The kinetics of recrys-
tallization were determined from the variations in micralress values and the microstruc-
tural parameters determined from Orientation Imaging BBcopy (OIM). The parameters of
recrystallization kinetics obtained from microhardneskigs served as the basis against which
the parameters obtained from OIM were comparedfdient algorithms were developed for
determining important microstructural features such astion recrystallizedXy ), interfacial
area per unit volume between deformed and recrystallizachg1S,/), and contiguity of re-
crystallized grains@;), all from OIM maps. The methods based on intragranulameaieon
variations were found to be useful for microstructural elcéerization.

The major portion of the experimental work was carried outAgxL050. A method of
analysis was developed which was applied to AA5005 and ssswiitained after hot deforma-
tion in the deformation simulator. A detailed analysis dafrgestallization kinetics was carried
out from the microhardness variations including the ediimnaof activation energy of recrystal-
lization. The Grain Orientation Spread (GOS) method wasdauseful for partitioning maps
into deformed and recrystallized regions. Recrystallratiinetics were obtained from OIM
maps by using the Microstructural Path Method (MPM) appinoakhe results obtained from
microhardness and OIM compared well for recrystallizatiametics. The partitioned scans

were also analyzed for texture evolution during recryitation.

4.1 MicrohardnessVariations

Microhardness values were obtained from the size of indientaand applied load. A typ-
ical indent area of Amnt was obtained from each microhardness indent. The microkasd
values are directly related to microstructure of the samplee indentation size is represen-
tative of the ease with which plastic flow can occur in the malke This is directly related
to dislocation content in the material. An annealed sampile low dislocation content will
provide less resistance to plastic flow and yield relativabge indentations (low microhard-

ness values) as compared to a deformed sample, where theligtaxation content will resist
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any further plastic flow and small indentations (high mi@aimess values) are obtained in this
case. The microhardness indentations were obtained omaedio(as-received) and annealed
samples. Two important variations were obtained from niiardness tests. The variation of
microhardness values with annealing temperatures wastasdgetermine temperatures suit-
able for isothermal annealing. The microhardness values&thermally annealed samples

with different annealing times were used to determine kinetics ofstatlization.

4.1.1 Microhardness Variation with Annealing Temperature for AA1050

The as-received samples of hot rolled AA1050 were annealet ininute at dierent an-
nealing temperatures, ranging from 2250 450°C. The microhardness values obtained for
these samples are shown in Fig 4.1. The maximum microhasdradge of 378 MPA is ob-
tained for low temperature<(300°C) annealed samples and the minimum microhardness value
of 195 MPA is obtained for completely recrystallized samsé high annealing temperatures
(> 400°C). The variation in microhardness values is small at low terafures, followed by a
rapid decline and finally leveldibat high annealing temperatures. The microhardness values a
low temperature annealing are similar to those obtainem fas-received samples, indicating

no changes in microstructure during low temperature amgeal

400
350
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Microhardness (MPa)

200+

T T T T T T T T T T T 1
200 250 300 350 400 450 500

Annealing temperature (°C)

Figure 4.1: Microhardness variations with annealing terapges for AA1050 samples an-

nealed for 1 minute.
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The error bars obtained from the microhardness values kigvedy small. A variation of
2MPa was obtained for as-received and partially recryzéallsamples and about 0.5MPa for
completely recrystallized samples. These values are sioadpared to the overall changes in
microhardness over the entire transformation and areftiveraeglected in further analysis.
The recrystallized fractions can be obtained from micrdhass values by assuming a fraction
recrystallized of zero for high microhardness values ane f@n low microhardness value.

Mathematically, it can be expressed as

Hmax_ Hi
Xi=—"——¥—¥— 4.1
I Hmax_ Hmin ( )

Here,Hmax is maximum hardness corresponding to deformed samples,

Humin is minimum hardness corresponding to completely recyztal samples,

H; is hardness value at particular annealing temperature, and

X; is fraction recrystallized at particular annealing tenapere.

The variation of fraction recrystallized for féierent annealing temperatures is shown in Fig
4.2. An S-type behavior is obtained from the above variaitiomicrohardness. No change in
recrystallized fraction is observed for samples annealeédraperatures less than 3@and
higher than 40%C, indicating the deformed and completely recrystallizextest respectively.
The flat regions of the curve during initial and latter paftammnealing reflect no change in mi-
crostructure during heating. The middle part of the curpeesents a composite microstructure
consisting of deformed and recrystallized regions withfthetion gradually approaching one
from low initial values. The microstructural heterogegest prominent during the early stages
of annealing as compared to the latter stages, as shown.idRgindicating a high variation
in deformed microstructure and a stable recrystallizedrosicucture formation during high

temperature annealing.
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Figure 4.2: Recrystallized fractions for AA1050 sampleseaiad at dierent temperatures for

1 minute.

Based on microhardness variations in the sampledfatrent temperatures, four annealing
temperatures were selected, 32350°C, 375°C and 400C, for isothermal annealing and re-
crystallization kinetics analysis. The selected tempeestlie in the middle portion of plot in
Fig 4.2 and were expected to recrystallize in reasonable femgths during isothermal anneal-

ing.

4.1.2 Recrystallization kinetics from Microhardness Variations

The isothermally annealed samples of hot rolled AA1050 vesr@yzed for recrystalliza-
tion kinetics by using the Johnson Mehl Avrami KolgomoroWAK) model. The recrys-
tallized fractions were obtained by using Eq. 4.1. The ntiardness values obtained after
isothermal annealing at ftierent temperatures included contributions from recoveryvall
as recrystallization. The determination of recrystatiza kinetics would, therefore, involve
removal of recovery contributions from the overall micradreess values. Assuming that the

isothermal recovery kinetics follow a logarithmic decalat®nship, the fect of recovery can
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be estimated from the relationship

Hrex = A— Blint (4.2)

WhereH;,ey is hardness of an annealed sample if only recovery takee plac
A = Hg, the hardness at 1 s annealing time, and

B is the slope of straight line in plot of micro-hardness &aan with [41].
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Figure 4.3: Variation of microhardness with during anngglf copper samples [9].

The variation of microhardness with time for OHFC Copper otgd by [9] is shown in
Fig. 4.3, indicating that the annealing process can be elividto three stages. During the
early stages of annealing, the microhardness values sh@myasmnall variation, followed by
a significant decrease in a very short time. During the firedest a behavior similar to those
obtained at low annealing times is obtained. The three stalggerved in Fig. 4.3 are suggestive
of recovery, recrystallization and grain growth proced$és Plots similar to Fig 4.3 were
obtained for samples annealed isothermally aP@235C0°C, 375°C and 400C as shown in Fig
4.4. A linear portion during the early stages, indicativeaofive recovery, was absent for the

annealed AA1050 samples. Thus it was concluded from aboalysis that the as-received
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hot rolled samples were in a recovered state and the reduictimicrohardness values are

indicative of recrystallization process alone.
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Figure 4.4: Variation of microhardness with time for isothal annealing at (a) 326, (b)
350°C, (c) 373C and (d) 400C. The flat portion of the curves at long times correspondseo th

grain growth process.

The kinetics of recrystallization were obtained from theectron recrystallized data, deter-

mined from microhardness values. The JMAK parameters fawysgallization kinetics were
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obtained from non linear curve fitting of experimental valte the JIMAK equation given be-
low using theOrigin® Software. The variation of fraction transformig with annealing time

(t) at a given temperature is given as

Xy = 1—exp[-(kt)"] (4.3)

Here,n andk are the JMAK exponent and temperature dependent paramestpectively.

1.0 - 1.0
0.8 1 0.8 1
2 06 2 061
E E
e e
g 044 8 041
= =
.2 g
k31 k31
2 0.2 2 0.2
= n=0.89 = n=0.65
k=0.00051 k=0.00228
00 T T T 00 T T T
10 100 1000 10 100 1000
Annealing times (s) Annealing time (s)
(a) 325C (b) 350°C
1.0+ 1.0 —
0.8 0.8
> >
o o
g 064 2 06
E E
: :
g 041 g 0.4+
=] =
2 2
g 024 £ 024
= 1n=10.90 . n=177
k=0.00672 k=0.03035
0.0 T T 0'0 T T
10 100 1000 10 100 1000
Annealing time (s) Annealing time (s)
(c) 375C (d) 400C

Figure 4.5: Variation of fraction recrystallized obtainiedm microhardness values with time

for isothermal annealing at (a) 3Z5, (b) 350C, (c) 37%C and (d) 400C.
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The values of IMAK parameters obtained from recrystallirakinetics analysis from the

microhardness data for the foutldirent annealing temperatures are presented in Table 4.1.

Annealing TemperaturéC) | n k(s™)
325 0.89 | 0.00051
350 0.65 | 0.00228
375 0.90 | 0.00672
400 1.77] 0.03035

Table 4.1: JIMAK parameters for isothermal annealing of ABQ.0

The JMAK exponents of annealing temperatures®@82850FC and 375C are near one.
These exponent values, as derived by Cahn [42], represesiadirated grain boundary nucle-
ation. The value of 1.77 at 400, is near 2, is somewhat higher than the others and represents
grain edge nucleation. The similarity mvalues is indicative of insensitivity of growth behav-
ior to annealing temperatures. Thgalues obtained in the present analysis are small compared
to the ideal JIMAK value of three for three-dimensional griowft recrystallized grains. The ob-
served values are near one and indicate one-dimensionalgodrecrystallized grains [6, 42].

The parametek in IMAK equation is a temperature dependent parameter anaiiation

with annealing temperature is given with an Arrhenius-tgglation

=3) (4.9

k=ko exp(ﬁ

Here,k, is the pre-exponential factor ,

Q is the activation energy of recrystallization /kdl),
R is the universal gas constant (8.31#dl-K), and

T is the annealing temperature (K).

The above expression can be rewritten as a linear expresgiofogarithmic terms as

Q

Ink:lnko—R—_I_

(4.5)
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Therefore, the slope of a linear fit to a plot betweek Bnd ¥T can be used to obtain the
activation energy of recrystallization. The activatiorergy for recrystallization of AA1050
in present analysis was found to be=Q178 kJmol, which similar to an earlier analysis of

Vandermeeet al. (Q=172kJmol) on an AA1050 alloy [29].
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Figure 4.6: Plot betweek and JT for AA1050 samples isothermally annealed to complete

recrystallization. The slope of line is used to obtain thivation energy of recrystallization.

4.1.3 Microhardness Variation with Annealing Temper ature for AA5005

The dfect of addition of Mg in commercial purity aluminum alloys svdetermined from
the kinetics of recrystallization and texture evolutioralgsis of AA5005. This analysis was
carried out in the same way as for the AA1050. The as-recdivedblled sheet was processed
to obtain small samples with dimensiongrdfmix 10mmx 3mm The temperatures for isother-
mal annealing were determined by annealing the samplesiatisgemperatures in the range
200°C — 45C°C. Microhardness indentations were obtained on each sanipkevariation of
microhardness values with annealing temperatures is showig. 4.7. The microhardness

values for AA5005 are higher than those observed for AA108t: presence of Mg in solid
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solution increases the resistance for plastic flow and thiexgyields higher microhardness val-
ues. Almost no change in microhardness and fraction readhystd is observed with annealing
up to 328C unlike AA1050, where no change in microhardness is obseiit&D0°C. How-
ever, recrystallization is complete at 200 thus the kinetics of recrystallization are faster for
AA5005 as compared to AA1050. The presence of Mg increasedttired energy of defor-
mation by inhibiting dislocation motion and preventing tbemation of recovered dislocation
structures. The corresponding variation of fraction retafized with annealing temperature
is shown in Fig. 4.8. Samples were isothermally annealedb@C3 375°C and 400C for

recrystallization kinetics analysis.
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Figure 4.7: Microhardness values of AA5005 samples andestldiferent temperature for 1

minute.

Microhardness values were obtained for samples anneajdtersnally at 350C for re-
crystallization kinetics analysis. The JMAK parametergevebtained from non-linear least
square curve fitting of fraction recrystallized to the JIMAguation, shown in Fig. 4.9. The
JMAK exponent () obtained from microhardness values is 1.14. This valuemgdas to that

obtained for AA1050 indicating site saturated nucleatiorgoain boundaries [42].
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Figure 4.8: Fraction recrystallized variation with anmegttemperature obtained from micro-
hardness values for AA5005.
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Figure 4.9: Recrystallization kinetics for AA5005 for isetimal annealing at 383G from

JMAK model.

4.2 Recrystallization kineticsfrom OIM

The advent of Orientation Imaging Microscopy (OIM) has ledrportant insights into
the characteristics of deformed and recrystallized mtanotures. The advantage of obtaining
microstructural information along with the orientatiofidrmation provides an important abil-

ity to correlate microstructure with texture and to invgate their &ect on each other due to
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the thermomechanical treatment. The analysis of reciigstabn kinetics from OIM is based
on the fact that deformed and recrystallized regions hat¥erdnt characteristics in a scan and
these diferences can be exploited to partition maps into the deforameldrecrystallized re-
gions. The high dislocation content in deformed grainsdeachigh local misorientation and
consequently lower Confidence Indexes (Cl) and Image Quad)Xy The recrystallized grains
are however, characterized by low local misorientationtaigt values of Cl and 1Q. Dierent
approaches have been developed to analyze the kineticerggtallization from OIM. These
are mainly based on the intra-granular orientation sprasad the 1Q & CI values of the scans.
Recrystallization kinetics for AA1050 were first analyzedthg 1Q & Cl approach and then
subsequently with the misorientation approach (GOS and AR details of obtaining frac-
tion recrystallized from 1Q & ClI values are given in Appendix 1

The intragranular misorientation variation within def@unand recrystallized grains pro-
vides an ideal parameter for distinguishing between defdrand recrystallized grains. The
deformed grains are characterized by high long-range am- &fnge misorientation variations
as compared to recrystallized grains, which have low lagge and short-range misorienta-
tion variations. Thus both long-range and short-range n@station variations can be used for
determining fraction recrystallized in deformed and ategaamples. The long-range varia-
tions are typically represented by Grain Orientation Spi€0S) whereas for the short-range
orientation variations, Grain Average Misorientation (8Ais used. GOS values are calcu-
lated as the average misorientation between all pixel pattsn a grain. GAM values on the
other had are determined by averaging the misorientatibmesa the neighboring pixel pairs

only. Mathematically, GOS and GAM can be represented as

1 N
GOS= < JZ gg;") (4.6)

Where i, j are any two pixel pairs within a grain,

0i, g; are the orientations of any two pixel pairs in a grain,

61



N is the number of pixels in a grain.
1 N nn
GAM= = 31> (69" (4.7)
i=1 i,j=1

where i, j are neighboring pixel pairs within a grain,

nnis the number of nearest neighbor of iHepixel,

0i, g; are the orientations of nearest neighbor pixels in the geaid

N is the number of pixels in a grain.

Crystal symmetry is implicitly applied to all orientations find the minimum magnitude of
misorientation. An OIM map for a typical partially recrybitzed sample is shown in Figure

4.10.
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(a) An Inverse Pole Figure (IPF) map for a partiglb) Corresponding Orientation Distribution Function

recrystallized sample. (ODF) indicating contributions from deformed and re-

crystallized grains.

Figure 4.10: Microstructure and texture of a partially ystallized sample.

The orientation spread (GOS & GAM) of a grain is a direct irdiion of the amount of
deformation and dislocation content within the grain. Athigalue of orientation spread indi-

cates a high geometrically necessary dislocation (GNDjesdrand more deformation in the
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sample whereas recrystallized samples have lower dighocdéensities and are characterized
by corresponding lower values of orientation spread as urteddy GOS & GAM. Therefore,
a suitable orientation spread value can be used to disihdngtween deformed and recrystal-
lized grains in a scan. This value will be same for all the saaina material and will not be
impacted by scan settings, an advantage over the methoeld basQ and CI. The partitioned
grains can be analyzed for microstructural and texturalutham independently. Fig. 4.11
shows variations in GOS and GAM in a typical partially re¢cajlized sample. A recrystal-
lized grain is characterized by low GOS and GAM values, iat#id by blue color of the grain
whereas deformed grains have high GOS and GAM values, shgwellow and red grains.
Histograms of variations in GAM and GOS values with areatfoas are shown in Figure
4.12. A bimodal distribution in GAM and GOS values is obsdri@ a partially recrystallized
sample. The sharp peaks at the lower values of GAM and GO8septthe contribution from

recrystallized grains while the broad peaks at higher \wiln@icate deformed grains.

(@) GAM (b) GOS

Figure 4.11: Orientation spread variations in a partiadigrystallized sample of AA1050.

The variation in GAM and GOS values with area fraction, assshin Fig. 4.12, indi-

cates a clear éierence between deformed and recrystallized grains. Aliblé<GAM and
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Figure 4.12: GAM and GOS variation with area fraction

GOS, for identifying the state of recrystallization in eaphin, can be used to estimate frac-
tion recrystallized and separate (partition) the two didtregions of a scan. This also helps
in analyzing the texture evolution in deformed and reciiz&d grains independently. The
estimation of a threshold value suitable for partitioniaglificult or arbitrary from the GAM
and GOS variations shown in Fig. 4.12 because some overlayebe the recrystallization
and deformation peaks exists and the exact location of tlesliold GAM and GOS is not
self-evident. An alternative approach based on the variati GOS and GAM with cumulative
fraction of points was used. For this analysis, several detely recrystallized samples were
scanned. The cumulative variation in fraction of pointdsm®AM and GOS is plotted in Fig.
4.13. Fig. 4.13(b) and (d) give a magnified view of Fig. 4.18afd (c) in the range 0.8-1.0.
A threshold GAM was determined from these plots by assuntiagyany GAM value which
includes 95% of points in a completely recrystallized seasuficient for characterizing all
the recrystallized grains in the material. Since the aboadyais includes several completely
recrystallized scans (8-10), the threshold GAM determingtiis way includes all theféects

due to grain orientations and locations. Similar plots f&&5Q05 are presented in Fig. 4.14.
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Figure 4.13: Cumulative GAM and GOS variation for AA1050.
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Figure 4.14: Cumulative GAM and GOS variation for AA5005.
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Based on the above analysis, threshold values of GAM ahtl GOS of 3were chosen for
distinguishing deformed and recrystallized grains in ABAOA similar analysis for AA5005
gave corresponding threshold values of GAM and GOS°aantl 45°, respectively. These
observed threshold values were used to partition a compbate into deformed and recrystal-
lized regions. The microstructure shown in Fig. 4.10 wasitpamed by using the GAM and
GOS approaches into deformed and recrystallized graine.péahtitioned microstructure and
ODF’s are shown in Fig. 4.15 and 4.16. The microstructuretaexidire obtained from the two
approaches are very similar. The deformed regions are ftmhdveg-fiber rolling orienta-
tions as the main texture components, typically observedlied fcc alloys. The recrystallized
regions show cube as the dominant texture component. Adthgaome minor dferences are
observed in the microstructures obtained from the two nusththe similarity in textures for

deformed and recrystallized justifies the use of the abov&ioreed thresholds.
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(a) Deformed regions partitioned with a threshold (b) ODF of partitioned deformed regions based on

GAM of 1°. GAM variations indicating rolling texture.
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Figure 4.15: Partitioning of a complete scan using a thriesB&M of 1°.
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(a) Deformed regions partitioned with a threshold (b) ODF of partitioned deformed regions based on

GOS of 3. GOS variations indicating rolling texture.
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(c) Recrystallized regions partitioned with a thresh- (d) ODF of partitioned recrystallized regions based on

old GOS of 3. GOS variations indicating cube as the dominant tex-

ture component for recrystallized grains.

Figure 4.16: Partitioning a complete scan using a thresB@& of 3.

Although GAM and GOS values were the main parameters usetetdify deformed and
recrystallized grains, certain other criteria were alsedufor identification of recrystallized

grains. An important parameter in the study of deformed awcdystallized samples with GOS
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criteria is the step size used in the scan. While a larger steran be used for fully recrystal-
lized samples, a lower value should be used for deformed arichity recrystallized samples
to include more points in the recrystallized nuclei [43]. tAssize between 4 2umwas used
for partially recrystallized and fully recrystallized splas and between®- lumwas used for
deformed samples. The parameters that control the partigoof deformed and recrystallized

regions and eventually for selection of a nucleus amondpalstibgrains present are:-

1. A minimum grain size of Am.

2. The presence of a high angle boundary®(fhBundary misorientation) surrounding a

nucleus.

421 GOSand GAM variation with grain size

Grain Orientation Spread (GOS) and Grain Average Misoaiggont (GAM) values were
compared for deformed and recrystallized grains in theiptsvsection. These parameters
were also compared with grain sizes of deformed and redligsthgrains. A study of these
parameters aids in understanding the internal dislocati@ngements of deformed and recrys-
tallized grains. Fig. 4.17 and 4.18, show GOS and GAM vamneifor deformed and recrystal-
lized grains respectively. For deformed regions, onlyrnigavith a GOS value greater thah 3
were considered for grain size analysis. For the recryatalisample in Fig. 4.18, all the grains
are considered. An important feature clearly apparent firagn 4.17 (a) is that two dierent
types of deformed grains can be identified. There are defwgrens lying near the 1:1 line of
GAM-GOS variation. There are also grains which have a higts®0t low GAM. The latter
behavior indicates deformed but recovered grains whicle henge long-range variations but
small short-range variations. The recovered & deformethgraere previously confirmed by

microhardness variations and are expected in a hot defosaragle.

70



10

Grain Average Misorientation (GAM) (degrees)

1004

.

Grain size (micron)
=
o
!

(@) Comparison of GAM and GOS values for a deformed

sample.

10 12
Grain Orientation Spread (GOS) (degrees)

100

Grain size (micron)
=
o
|

Grain Average Misorientation (GAM) (degrees)

(c) Variation of grain size with GAM

3 6 9 12
Grain Orientation Spread (GOS) (degrees)

Figure 4.17: GAM and GOS variations in a deformed sample.

71

15

(b) Variation of grain size with GOS



.

120
m
[
o
(=)
(7 | |
k) -
= 100
= 24

3
3 . s "
5 " .
= . 80
g % - " N
2 * 5 .
S . . ks} "
2 £
s * o ° [
o - £ 604 -
> (7] [ ™ L
I “ ge* * £ "
Q14 2 . . < u -
< * 0"0‘ . © ] [ ]
£ LIRS R A4 | B
S .0" * 401 n [ L] [ ]
. n
© ** .0. * am o=
. . * u .
n
20 e -
n n n
n
3
[
0 T T T T 1 | F [
0 1 2 3 4 5 0 ‘ ‘ ‘ ‘ !
0 1 2 3 4

Grain Orientation Spread (GOS) (degrees) Grain Orientation Spread (GOS) (degrees)

(@) Comparison of GAM and GOS values for a recrystal-  (b) Variation of grain size with GOS

lized sample.

1204

1004

Grain size (micron)

Grain Average Misorientation (GAM) (degrees)

(c) Variation of grain size with GAM

Figure 4.18: GAM and GOS variations in a recrystallized si@amp
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An analysis of grain size with GOS and GAM values is shown ;n&1L7 (b) and (c). GOS
values are found to follow a linear relationship with graipes Large deformed grains have
high GOS values. GAM, on the other hand, follows &atient trend. Here deformed grains
form two distinct classes, recovered and unrecovered disated in Fig. 4.17 (c). Recovered
deformed grains, which are more numerous, are located owdAM values and unrecovered
deformed grains although few in number are at high GAM valuvleigh are also large in size.

The variation between GAM and GOS for recrystallized grasnwesented in Fig 4.18 (a).
The majority of the recrystallized grains are found nearlHeline, indicating similar long-
range and short-range orientation variations and a unifotennal dislocation arrangement of
recrystallized grains. A few grains with high GOS and low GAWwre also observed. This
behavior is indicative of the presence of defects due to Eapreparation. Any recrystallized
grain with a scratch or a pit due to sample preparation wiWehlaigh GOS value as the bad
points are included in calculation for each pixel. On thesottand, in GAM calculations the
effect due to these bad points is minimized as they are includeshly a small number of
neighbor pixels within the grain. An inspection of the GOS8 &AM variation with grain size
reveals no discernible trend. The majority of grains (sraal big) are observed to have low

GOS and low GAM values (less thaf)1

4.2.2 Recovery analysis

The as-received hot rolled samples were obtained in a reed\&ate and no recovery was
indicated by microhardness variation as well as GOS-GAMyai® The same is not true
however, for concurrent recovery occurring during realation annealing of samples. A
direct way of observing concurrent recovery is through theation in hardness of deformed
grains. In the estimation of fraction recrystallized froncrohardness values, the maximum
and minimum hardness values were assumed to be constasasgumption, although true for
recrystallized grains (minimum hardness), is not entitakg for deformed grains (maximum
hardness). Annealing of deformed samples will not only eathe recrystallized grains to

appear in the the sample but will also cause the simultanesmgery of deformed grains.
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These recoveryftects can be estimated from the change in microhardnesssvafiuieformed

regions. For equation 4.1

_ Hi—HXy

Ho = %y (4.8)

Where,H; is the hardness at any particular time and temperature (mexh&rom microhard-
ness measurements),

Hg is the hardness of deformed regions,

H, is the hardness of recrystallized regions (constant, astichifrom microhardness measure-
ments), and

Xy is the fraction recrystallized (obtained from GOS analysis

Thus estimatingXy from OIM permits calculation of the variation idy4 from the available
values ofH, (constant) andH;. This variation in deformed hardneds4), obtained from com-
bining the two methods, is given in Fig. 4.19 (a). An impottaspect revealed from this plot
is the variation in deformed grain hardness. A constantevalas assumed fdtly in recrys-
tallization kinetics analysis from microhardness. Howeites important to note here that this
variation is only analytical and such a large decrease imaghardness values is not expected
from recovery alone. The indentation size in microhardness the order of 150m for de-
formed samples and might represent an average value overlayfers of deformed grains. It
nonetheless, does show analytically that there might be samations in deformed grains dur-
ing the annealing. This behavior can be verified by using @ faghentation system providing
controlled indentation sizes and loads, allowing measargsin deformed grains of particular
orientations.

A similar estimation of concurrent recovery is also obtdifrem the variation in GOS val-
ues of deformed grains with annealing time and temperakige.4.19 (b) shows the variation
in average GOS value of deformed grains fdtefient annealing temperature with fraction re-
crystallized. The overall behavior of this curve is very gamto the variation obtained from

microhardness values of deformed grains in Fig 4.19 (a).
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Figure 4.19: Estimating concurrent recovery from microlmass and GOS analysis.

4.3 Microstructural Path Modeling (MPM)

The threshold value 0of°3n GOS was used to partition maps into deformed and recrystal
lized grains in AA1050. The partitioned regions were anatl/for recrystallization kinetics
and texture evolution. The kinetics of recrystallizatioerey obtained from Microstructural
Path Modeling (MPM). This approach is considered bettan tha usual IMAK approach as it
incorporates more microstructural features than the UBMAK approach, thus giving a better
analysis of microstructural evolution. The parameterslusehe MPM approach are fraction
recrystallized Xy ), interfacial area per unit volume between deformed angstallized grains

(Sv) and annealing time (t). The equations used for the MPM aggir@are

XVEX =In = (kt)n (49)
1-Xy

In Xvex = In[In ] =nink+nint (4.10)

1- Xy

Sy
Svex = m———— = Kt" 4.11
VEX (1_ XV) ( )
INSvex = IN—Y— = InK + mint (4.12)
EETEX) |

Svex = C(Xvex)* (4.13)
In SvEx = |nC+CI|n XvEx (414)
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The above equations are solved for exponantsm andq to obtain information about the nu-
cleation and growth behavior of recrystallized grains. t®la Fig. 4.20 show the variation
of the various parameters. For the case of random nucleaticectrystallized grains growing
spherically in 3-dimensions and site saturated nuclegtdgn= constany, i.e. JMAK type

conditions, the relationship betwe&gexandXyexcan be derived as

Svex = 4tNyRyey? (4.15)

4
Xvex = §7TNVRVex3 (4.16)
By eliminatingRyexin above equations, a relationship betw&sn, and Xyex can be obtained

as

47 NV
3

1/3
Svex = 3( ) (xVeX)Z/3 (4-17)

Thus for a JIMAK type conditiog) = 2/3. Substituting the real space expressionsSar, and

Xvexin the above expression

Xyex = — In (1 - Xv) (418)
Sv
Svex = m (4.19)
4Ny \°
Sy = 3( ) (1-X)(=In(1- X)) (4.20)

In a general form, equation 4.20 can be written as:

Sy = C(1 - Xy)(=In (1 = X)) (4.21)
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Also by eliminatingt in equation 4.9 and 4.11, a simplified form fpcan be obtained as

K
Svex = W(XVex)m/n (4.22)
m

The nucleation and growth parameters can be obtained bynasga power-law relationship

between nucleation rat&lj and growth ratéG) with time (t) is given by

N = N;t*? (4.24)

G=rPt?! (4.25)

whereNy, 6, r andP are constants.
The volume and interfacial area for a nucleus nucleatedret, tt, and growing for timet-r,

are given by

V(t-1) = Ka(t-1)° (4.26)

S(t - 1) = Ksa(t — 7)? (4.27)

whereKy, andKs are shape factors constants afid- 7) is the semi major axis of the spheroid.

The relationship betweea(t — 7) and growth rat€G) is given by

alt—1) = f Gt (4.28)

The extended space volume fractiofy,e,, and interfacial area per unit volum8ye,, can be

written in terms of the above parameters as

Xvex = fo t N(T)V(t - 7)dr (4.29)

Svex = fo t N(7)S(t — 7)dr (4.30)
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Substituting the expressions fbk; V(t — 7), S(t — 7) anda(t — 7) in the integrals fotXyex and

Svexand by applying Laplace transforms gives

JT(3r + 1)1(o)

Xyey = KyNqP3E+ 4.31

Vex = VI C@r+d+1) ( )
r'(2r + 1))

Syey= KN P2+ 2— — —2 17 4.32

vex— TSTL r@r+6+1) ( )

Comparing the exponents foin the above equations and equation 4.9 and 4.11 gives

nN=3r+¢ (4.33)

m=2r+¢ (4.34)

Eliminatingr in above equations gives= 3m— 2n.
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Figure 4.20: Microstructural Path Modeling for AA1050.

A parameter describing nucleation behavior is giverspthe value which is determined
asé = 3m-— 2n [44]. A value of§ = 1 corresponds to constant nucleation rate and
0 corresponds to site saturation. The values obtained frd@MNnalysis of AA1050 are
shown in Table 4.2. The data presented in Table 4.2 cleadwslsite saturation during the
recrystallization of hot rolled AA1050. The expondgtwhich also corresponds to JMAK

exponent, is near one, which, according to the rate law ey Cahn [42], represents grain
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boundary nucleation. Another evidence for grain boundaisteation is presented by the fact
that the parameteaylies between 0 and/2, which, based on the extension of Cahn'’s rate laws

to Microstructural Path Methods, represents site satdigi@&n boundary nucleation [45].

Temperature®C) | n m o q
325 1.45] 0.71| -0.77| 0.49
350 1.09| 0.55| -0.05| 0.51
375 1.08| 0.33| -1.17| 0.31
400 1.35| 0.62| -0.88| 0.47

Table 4.2: MPM exponents for AA1050

A similar analysis carried for AA5005 gave the values of engaats and constants as shown
in Table 4.3. The JMAK exponemtincreases from 1 to 2.67, indicating grain boundary nu-
cleation at low temperatures to more uniform growth at tighér temperature. The nucleation

process as indicated by the valueg @ndq still appears to be site saturated.

TemperaturéC | n m ) q
350 1.09| 0.59| -0.41| 0.54
375 1.99|0.60| -2.19| 0.30
400 267|173 -1.52| 0.64

Table 4.3: MPM exponents for AA5005

4.4 Grain contiguity ratio

The grain contiguity ratio for recrystallized grains isatketermined from the recrystallized
grains identified with GOS approach. The grain contiguitioréC,) is defined as the fractional
interfacial area per unit volum&y) that is shared with the other recrystallized grains [46, 47

Mathematically it is given by the following alternative exjions

28Vrr
Ci=—r——"7— 4.35
' 28Vrr + SVrd ( )
Ay
C = 4.36
" ar +a (4.36)
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where

C, is the contiguity between recrystallized grains,

Sy, is the average interfacial area per unit volume betweercadjaecrystallized grains,

Sviq is the average interfacial area per unit volume between gystdlized grain and an
adjacent deformed grain,

a. is the average area of contact between a recrystallized grail an adjacent recrystallized
grain, and

a.q IS the average area of contact between a recrystallized gnai an adjacent deformed grain.

The above two definitions of grain contiguity ratio are eaqlewt and the mathematical
difference can be understood from th&eatences in the definitions of area of contact per unit
volume and interfacial area per unit volume. The area ofamretween two recrystallized
grainsa,, is composed of two surfaces of the adjacent grains ghus 2Sy,,. The contiguity
ratio (C,) for a random microstructure with no preference for graihany particular type can

be obtained from the relationships between the interfaced &) and volume fractionXy).

Svrd = 2Xv(1 - Xv) (4.37)

Svir = XV2 (4.38)

Substituting the above relations in Eq. 4.35 yields the etqzbvalue of grain contiguity ratio
asC, = Xy. The variation of grain contiguity ratiadC{) with volume fraction recrystallized
(Xv) is shown in Fig. 4.21 for AA1050 and Fig. 4.22 for AA5005. Téieaight line in the
middle of the plot corresponds to the case of random nuocleatny deviation from the line

depicts clustering between grains of a particular typeqieheéd or recrystallized).
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The grain contiguity ratio plots for AA1050 in the presenabysis indicate a positive de-
viation (higher than random contiguity) during the earlgggs of annealing. This implies a
tendency for recrystallized grains to cluster and nucleatolonies. A similar behavior has
been observed by others [48]. However no such behavior isreégd in case of AA5005. Al-
most all the points lie near the 1:1 line for AA5005 indicgtimo preference for recrystallized
grains. Also due to faster kinetics most of the points for AB5 lie near the higher end of the

1:1 line.

45 Recrystallized grainsgrowth rates
The growth rates for recrystallized grains were obtainednfthe Cahn-Hagel approach

[49]. The velocity of a moving interface was derived by Cahd Biagel as

1 dX
<V>CH:— v

S, dt (4.39)

This expression can be rewritten by using the JMAK equatmmntlie derivative of the re-
crystallized fraction with respect to time. Vandermeeml. [50] expressed growth rates of
recrystallized grains as

VI _%(1 ;\f(v)

In(L - Xy) (4.40)

The main advantageffered by the Cahn-Hagel approach for estimation of growtrs ratver
the JMAK approach is that, in the JMAK approach, a constamwgr rate is assumed whereas
a time-dependent growth rate can be obtained from the Calyeitdg@proach. Variations in
growth rates for isothermally annealed AA1050 samples hosve in Fig. 4.23 for all an-
nealing temperatures. As shown in Fig. 4.23, decreasingtgroates were obtained for all
temperatures. This decrease in growth rates is indicafigereduction in driving force and

concurrent recovery of deformed regions as discussed i4EL§.
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Figure 4.23: Growth rates (Cahn-Hagel) variation with atingaimes for isothermally an-

nealed AA1050 samples.

For the comparison of Cahn-Hagel growth rates #iedent annealing temperatures, the
variation in growth rates is also plotted with respect tafi@n recrystallizedXy in Fig. 4.24.
As indicated, a constant growth rate is obtained at the &#gyes of annealing at all temper-
atures. This constant growth rate is temperature deperaawhtan be used to analyze the
activation energy for boundary migration by assuming Anibis type behavior of growth rate

with temperature for hot rolled AA1050. The activation ageresults for AA1050 are shown

in Fig. 4.25.

G=G, exp(%) (4.41)

The activation energy for boundary migration rate is ol#diasQ = 168 kJmol and is com-
parable to the activation energy for recrystallizationaméd from microhardness analysis of
the JMAK parametek (Q = 178 kJmol). These experimental values also compare well with
a AA1050 analysis carried out by Vandermeenl. Q= 172 kJmol [29]. For AA5005, sim-

ilar plots were also obtained for isothermally annealed@asat 350C, 375°C and 400C.
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Figure 4.24: Growth rate (Cahn-Hagel) variation with frantrecrystallizedX, for AA1050.

0.13534 4

0.04979 ] Q=168 KJ/mol
E f
= ]
£ 0018324
= ]
= 1
o ]
5 0.00674 -

0.00248 -

0.0015 0.0016 0.0017
1/T (K™

Figure 4.25: Activation energy for boundary migration irt halled AA1050.
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Fig. 4.26 and 4.27 show the variation of growth rates witheating times and fraction re-
crystallizedXy, respectively. The activation energy for boundary migmativas determined
in a similar manner as for AA1050. The activation energy foe migration of high angle
boundaries in 5005 was determined to be 1§inkd as shown in Fig. 4.28, which is slightly
lower than the value for AA1050. The smaller decrease in froate during recrystallization

indicate a smaller degree of recovery in Mg containing 5005.
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Figure 4.26: Variation of growth rates (Cahn-Hagel) with @aling times for dierent temper-

atures for isothermally annealed AA5005.
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4.6 Recrystallized Grain Size

The partitioned regions in deformed and annealed samplesals analyzed for grain size
of recrystallized grains. Average grain sizes for rectliged grains in isothermally annealed
samples were obtained from the number of pixels and the nuddiesity. Figure 4.29 and
4.30 shows the variation forfiierent temperatures for annealed AA1050 and AA5005 samples,
respectively. As stated before, a critical nucleus sizeuofi &/as used in the present analysis;
this is also shown in the figure below as the starting valualiacurves. Recrystallized grains
follow the same microstructural path for all annealing tenapures for AA1050. The final
grain size upon completion of recrystallization is the sdonall annealing temperatures. The
recrystallized grains size after completition remainsstant even after some time has elapsed.
This indicates pinning of grain boundaries from particlegor bars in the Figs. 4.29 and 4.30
indicate the standard deviation about the mean value, r@stairom diferent scans at each

annealing condition.
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Figure 4.29: Average grain size variation aféient annealing temperatures for AA1050

The average recrystallized grain size for AA5005 was highlte350C than at 375C and
40C°C, as indicated in Fig. 4.30. The average recrystallizechgsiaie at 350C is similar to that
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obtained for AA1050 (approximately 4f). However, the grain size at higher temperatures is
smaller. The smaller grain size at higher temperature algutpto faster recrystallization at
high annealing temperature for AA5005. No grain growth isexlied at higher temperatures

for AA5005 as well, indicating pinning of grain boundariesrh particles.
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Figure 4.30: Average grain size variation aféient annealing temperatures for AA5005

4.7 Texture Evolution

The deformed and recrystallized grains in a scan were jpaidl based on their GOS val-
ues. An example of a partitioned scan was given in Figs. 4rtb4l6 for a sample of
AA1050 which is approximately 50% recrystallized. The IrseePole Figure (IPF) maps of
the partitioned recrystallized regions indicate clusigof recrystallized grains. The behavior
is in accordance with the grain contiguity ratiG, { plot shown in Fig. 4.21. The overall tex-
ture, as well as the texture of the partitioned regions adearepresented with corresponding
Orientation Distribution Function (ODF) maps. The texteammponents used in the present
analysis are given in Table 4.4. The texture informatiorilakée from the above ODF’s indi-
cate that cube is the main texture component for recrystallgrains and the deformed grains

are concentrated along tBdiber orientations (brass, copper and S).
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The texture evolution in the deformed and recrystallizegars was characterized quanti-

tatively in terms of the volume fractions of the components.

Texture component Euler angles(degrees)
Cube(Normal & Rotated) (@, 0), (0, 10,0),(0,20,0) and (030, 0)
Brass (3545,0)
Copper (9035, 45)
S (27,58, 18)

Table 4.4: Texture components and their Euler angles usearient study

Volume fractions were calculated based on atbferance angle, the average orientation of
grains and the number of pixels in each grain. The averagatation for a grain is obtained
from an iterative calculation involving the application24 cubic crystal symmetry operators
to each point and selecting the one with minimum misoriéotafrom the current average
orientation. The application of the symmetry operatoradmsiall the pixels in a grain within
a single fundamental zone in orientation space. The aveyagetation is obtained from the
arithmetic mean of the quaternions of all the pixels in theezoA deformation microstructure
is shown before and after the application of the averagen&ii®n algorithm in Fig. 4.31.
No significant changes are observed in the pole figures dfeeaveraging of orientations.
This method is similar to previous applications for obtaghaverage orientation involving unit
guaternion calculations [51, 52]. The average orientatiare used to determine the texture
component of each grain and weighted with the number of pigéthat grain to obtain the

corresponding volume fraction.
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Figure 4.31: Averaging grain orientations of texture eation.

A plot of the texture evolution at fferent annealing temperatures is given in Fig. 4.32

for AA1050 and Fig. 4.33 for AA5005. Similar plots were obsgs for the other annealing
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temperatures (378, 400°C). The evolution of texture in AA1050 and AA5005 is very siaril

A few important features of the above plots can be summaazsddllows:

1. The volume fractions in each of the deformation and reéahyzation texture plots sum

to one.

2. The final annealing time on the deformation texture plotsesponds to a time before
complete recrystallization, whereas the final annealimg tior the recrystallization tex-

ture plots corresponds to a time after complete recrysédibn of the sample.

3. The local variation in the plots is a result of the hetermgly of the sample and limited

scan areas.

4. During the initial stage of annealing, S is the main textaomponent for deformed

regions while at the later stages, the Brass component dtesitiee deformation texture.

5. The recrystallization texture is dominated by the Cubéutexat the later stages and a

composite texture during the initial stages.

6. A comparison of volume fraction of the Cube component iodeéd and recrystallized
regions shows that even at early stages of recrystallizatignificantly higher amount
of Cube component is present in recrystallized region thagkefiormed regions. This
high fraction of Cube recrystallized grains indicates thespnce of Oriented Nucleation

(ON).
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Figure 4.32: Texture evolution at 3Z5and 350C for AA1050.
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4.8 Nucleation and Growth of Cube Recrystallized Grains

The main texture component for the recrystallized grainghéscube component which
grows into a deformed matrix consisting mainly of rollgdiber components, accounting for
approximately 80% of the deformation texture. The evolutih the recrystallized cube com-
ponent was analyzed from the interfacial area shared batthegecrystallized cube grains and
the adjacent deformed grains. The GOS approach was useditmpacans in deformed and
recrystallized regions which permited the calculationraéifacial area between neighboring
grains. This in turn permited the measurement of the vanaith the interfacial area of re-
crystallized cube grains againsttérent deformation components with the annealing time and
temperature. The interfacial areas were obtained by eitgrtlde definition of grain contiguity

ratio to include diferent texture components.

(4.42)

where,

Ajj is the fractional interfacial area shared betweeni'thecrystallized component and tfié
deformed component

Svij is the interfacial area shared betweenitheecrystallized component and tijié deformed
component

Svr; is the total interfacial area of th# recrystallized component.

The fractional interfacial areas shared between compertknhot sum to one because the
contribution from recrystallized grains is not includedhe above calculations. The plots, Fig.
4.34, show the fraction of interfacial area that the cubeystallized grains share with dif-
ferent deformation components. The cube component wastedlbecause it is the dominant
recrystallization component. The points during the ihgtages of recrystallization indicate the
nucleation behavior of cube grains whereas the pointsats$stges represent their growth be-

havior. The cube recrystallized grains are observed to ddame interfacial contact area with
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the deformed S oriented grains during the initial stagesio€aling. This behavior is expected
as the S component constitutes about 40% of the deformeuisgrAithough the contribution
of deformed cube grains to the overall deformation textsigmall, a significant proportion of
recrystallized cube grains are found in the vicinity of defed cube grains during the initial
stages of annealing. This indicates a preference for ntimteaf cube recrystallized grains
inside deformed cube regions. This phenomenon of nucle&titon deformed cube bands also
known as “Persistent Cube Band (PCB)” nucleation has been egppreviously by various
authors [31]. The deformed cube bands are formed from the gulins present before the
deformation of material and which have survived the defaimngprocess. The recrystallized
cube grains are formed from the subgrains in these deforrmeddihat have a size advantage
[8].

As the fraction recrystallized increases, the fractiomtéifacial area shared with deformed
grains decreases so that the end point corresponds to doonérecrystallization. While the
fractions of boundary pixels shared with S, cube and coppetponents are observed to de-
crease, the fraction of boundary pixels neighboring brasnted deformed grains remains
constant or increases during the later stages of anneadlimgs during the final stages of an-
nealing, almost all recrystallized cube grains are adjateedeformed brass oriented grains.
The deformed brass grains are therefore, relatively sthibi@ag annealing. All annealing tem-
peratures show a similar behavior.

Another important parameter, along with the actual fraxgiof boundary pixels shared,
are the expected values of these fractions. The expectadsvale obtained by assuming no
preference for a recrystallizing grain in the neighborhod@ deformed grain, i.e. random
placement of recrystallizing grains with respect to thermmal herefore the expected fractions
are simply the volume fractions of texture components schiethe fraction recrystallized.

Mathematically, it can be expressed as

E(Ar) = XV, (4.43)

E(Ag) = (1 - Xv)Vu (4.44)
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Where,
E(Ar), E(Aq) are the expected interfacial area shared betweéfi secrystallized component
and an adjacent” recrystallized component of" deformed component respectively
V, is the volume fraction of'" recrystallized component arjg V; = 1
V4 is the volume fraction of" deformed component argdy Vy = 1
Xv is the volume fraction recrystallized in the particular gden
Fig 4.34b and d and Fig. 4.35b show comparisons of the ob$enterfacial area shared
between cube recrystallized grains and the deformed gddidgferent orientations and the
corresponding expected values dfelient annealing temperatures. The dashed line along the
diagonal on the plot corresponds to a 1:1 ratio between ¢gpgend observed fractions. While
any point near the dashed line would mean no preference &rctimponent, a point above
the line indicates strong preference for nucleation andrat pelow the line represents a lower
probability of nucleation in that component. Thefdrent points on the plot indicate the ob-
served and expected values dfelient annealing times during recrystallization. The poait
higher fractions correspond to the initial stages of reatiization while the points at lower
fractions correspond to later stages of recrystallization

The cube grains are well above the dashed line indicatingagpreference for nucleation
from deformed cube grains. S oriented deformed grains aethe dashed line and the brass
and copper oriented grains are almost always below the ddstee Thus the cube recrystal-
lized grains are found to have deformed cube and S grainsggishwes during the early stages
of recrystallization and deformed copper and brass orikgtains at the later stages of recrys-
tallization. The boundary area of cube recrystallizedrggagainst deformed grains indicate a
high contact area with the S component during the initiajesaof recrystallization followed by
a monotonic decrease. However, the fraction of boundamgipixgainst brass remains nearly
constant or increases during the later stages of annealihgs behavior points to a favor-
able growth environment for the growth of cube recrystatligirains in vicinity of deformed S
grains during the initial stages. Only after a significamtuetion of the S component, do the

recrystallized cube grains grow into the deformed brasmgyras revealed by high fraction of
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boundary area shared during the later stages of recrystiadin. The nucleation and growth

behavior of cube recrystallized grains in AA5005 is veryitamto that observed in AA1050.

This relative stability of brass oriented deformed graingry) recrystallization annealing has

been observed previously for other aluminum alloys as vié]].|
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4.9 Growth Ratesof Texture Components

The grain size of the recrystallized grains can be used fiiomasng growth rates of dif-
ferent texture components. Recrystallized grains of aliutexcomponents were analyzed at
different annealing temperatures and times for grain size. €heative of grain size with
respect to annealing time gives an estimate of growth rate pdrticular component. Two
different grain sizes were analyzed here. The average retigedajrain size provides infor-
mation about the average growth rates fdfedent texture components. The maximum re-
crystallized grain size helps in estimating the unimpingealvth rate of recrystallized grains.
The unimpinged growth rates are important for estimatimgiaximum possible growth rates.
Figs. 4.36 and 4.38 shows the maximum grain size and Fig8.a01@ 4.39 show average grain
size variations for recrystallized grains of all texturemgmonents with annealing temperature
and times for AA1050 and AA5005, respectively.

At low annealing temperatures in AA1050, cube grains araddo have the largest average

and maximum grain size. This indicates a growth advantageube recrystallized grains.
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This growth advantage however appears to diminish withe@®e in annealing temperature.
At 400°C, all the recrystallized grains have similar grain sizeslat@anealing times. This
behavior is also indicative of variation in boundary madhak with temperature. The above
mentioned behavior is also found to be true for the maximuaingsize. Another important
aspect revealed from grain size analysis is that the grod¥lardage for cube recrystallized
grains is not present during the initial stages of annealDgly after a considerable fraction
(approx. 20%) of material has recrystallized does the dri@avantage for recrystallized cube
grains become evident. The maximum recrystallized grae s found to be three times the
average recrystallized grain size, which is similar to thgorfound in standard grain size
distributions obtained from simulations and experime&& p4].

In the case of AA5005, a small growth advantage for cube staltized grains is present
only at 350C, indicated by their larger size. At 3% and 400C, the average grain sizes for
all texture components are nearly the same. The ratio ofrmaxi to average grain size is near
three, similar to that observed in AA1050. Just as in AA1GBY;, growth advantage for Cube

disappears at higher annealing temperatures.
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4.10 GOSvariation in different texture components

As pointed out in section 4.2.2, the variation in GOS showeddgagreement with the
variation in microhardness in the deformed regions. Theedse in the microhardness was
attributed to recovery of deformed grains. A similar analyd the variation in GOS for de-
formed grains of dferent texture components aids in understanding the pradegsovery
in deformation texture components. The partitioned de&armegions were studied for this

analysis. Average GOS values for deformed grains of alltextomponents were obtained at
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each annealing time and temperature. These average vatugi®tied against fraction recrys-
tallized (Xy) for comparison by texture component, as shown in Fig 4.4@&/1050 and Fig.

4.41 for AA5005.
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Figure 4.40: Average GOS in deformed grains for AA1050.

A marked diference is observed between the two alloys, AA1050 and AA5QDe av-
erage GOS values are found to be lowest for the deformed Cualoesgand similar for rolling
components (Brass, Copper and S) in AA1050. Components in th&™Riethe orientation
space tend to have GOS values between the deformed Cube cemb@ord rolling compo-

nents. The minimum GOS values are approximateby &r the Cube grains and about 5
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for other deformed grains. Therefore, the deformed Cubengraie expected to have higher
recovery than the rolling components in AA1050. This bebawias also been observed in
commercial purity aluminum alloys by Humphrestsal. [10]. A completely dfferent behavior

is observed, however, for AA5005. Noffilirence between any texture components is observed
in this case. Also the average deformed grain GOS valuesgtertfor AA5005 as compared

to AA1050 and exhibit smaller fractional decreases dureayystallization. This indicates less

recovery in AA5005 due to the presence of Mg in solid solution
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Figure 4.41: Average deformed grains GOS for AA5005.
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411 Deformation Simulator

The deformation simulator provides an easy way to simulatelitions in rolling (plane
strain deformation) on a laboratory scale. Specially masthspecimens were deformed under
various test conditions to observe theets of diferent deformation parameters (i.e. temper-
ature, strain and strain rate) on microstructure and tex@uolution. The deformation experi-
ments carried out in present analysis involve 50% defoonadt 200C and 400C at the strain
rates of 001s™* and 1s~%. These deformation conditions bracket the commonly uséatmia-
tion conditions for hot rolling in industry. All the experants were carried on AA1050.

The deformed samples were machined, ground and electsbpdlion transverse cross-
section for OIM analysis. Samples for OIM scans were obtheiethe center. The scanned
samples were analyzed for microstructure evolution, byeohisg the variations in GOS and
GAM with different deformation conditions and fraction recrystallizaad texture evolution.
Microstructures and textures for deformed samples are showigs. 4.42, 4.43, 4.45 and
4.44. The samples deformed at low temperatures clearly sbitimg textures and microstruc-
ture similar to those of as-received samples. However,Hersamples deformed at 40)
microstructures and textures veryfdrent from the typical rolling textures and microstructure
were obtained. A mixed texture comprising mainly Cube and 8vees obtained. Microstruc-

tural and textural information for fferent samples is shown in Table 4.5.

Temperature 200°C 400°C
Strain rates§™) 0.01 1 0.01 1
Fraction recrystallizedXy) 0.15| 0.10 | 061 | 05
Average deformed grain GOS (degreesp.81 | 7.17 | 6.21 | 6.65
Cube fraction 0.083| 0.044| 0.421| 0.248
Brass fraction 0.292| 0.263| 0.078| 0.090
Copper fraction 0.097| 0.121| 0.039| 0.050
S fraction 0.225| 0.303| 0.074| 0.068
Rest fraction 0.302| 0.268| 0.387| 0.541

Table 4.5: Microstructural and textural evolution aftet deformation of AA1050 in the de-

formation simulator.
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(a) Microstructure of sample deformed at 260 (b) ODF for sample deformed at 28D and strain
and strain rate of &1, rate of 3s~* showing rolling texture.
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Figure 4.42: Microstructure and texture for a sample of ABABGot deformed at 20C and a
strain rate of .
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(a) Microstructure of sample deformed at 200and (b) ODF for sample deformed at 28D and strain
strain rate of M1s™?. rate of 001s™* showing rolling texture.
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Figure 4.43: Microstructure and texture for a sample of ABQ@ot deformed at 20C and a
strain rate of M1s
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at (b) ODF for sample deformed at 48D and strain
400°C and strain rate of &1, rate of 151 showing mixed texture.

Figure 4.44: Microstructure and texture for a sample of ABA 0ot deformed at 40C and a
strain rate of .
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(a) Microstructure of sample deformed at (b) ODF for sample deformed at 48D and strain
400°C and strain rate of 01s™. rate of 001s™* showing mixed texture.

Figure 4.45: Microstructure and texture for a sample of ABA@ot deformed at 40C and a
strain rate of M1s.
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The lower strain rate of.01s™ at both deformation temperatures resulted in higher frac-
tions recrystallized and lower average GOS values comparéeformation at $?, indicating
a significant contribution from recovery at low strain rammparison of the texture evolution
from ODF's in Figs. 4.42, 4.43, 4.45 and 4.44 and Table 4.&rbleshows that the rolling tex-
ture is dominant at low deformation temperature at bothrstates. The microstructural and
textural evolution at this temperature is very similar te #s-received samples. Texture evolu-
tion at 400C indicate a diferent behavior. Whereas Cube is the dominant texture componen
at both strain rates, some contribution from Brass is alsemks. This indicates a filerent
deformation behavior at 400 than that observed at 2%0.

The dfect of diferent deformation temperatures on recovery can be anabyzeomparing
GAM and GOS values on a grain by grain basis. This analysisaws in Figs. 4.46 and 4.47.
Recovery is characterized by local rearrangement of distwta This will lead to lower GAM
and higher GOS for recovered grains. Thus the recoveredgveall have GAM values near
recrystallized grains and GOS values near deformed graB®M and GOS values for all
grains at 408C show a significant deviation from the 1:1 line. Also most of grains are
observed to have GAM values of 2r less, although GOS extends td®1@ similar analysis
for deformation at 200C shows deviations which are not as large as those observd@@ic.

In the latter case, most of the grains here have GAM valuestgrehan 2, thus indicating

significantly less recovery for material deformed at thisperature.
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(a) Variation in GAM and GOS values for samples (b) Variation in GAM and GOS values for samples

deformed at 40%C and a strain rate of.01s 2.
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Figure 4.46: GAM and GOS variations at #00for samples deformed in the deformation

simulator.
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(a) Variation in GAM and GOS values for samples (b) Variation in GAM and GOS values for samples

deformed at 20%C and a strain rate of.01s™2.

deformed at 20%C and a strain rate ofst?.

Figure 4.47: GAM and GOS variations at 2@for samples deformed in the deformation

simulator.

110



5 Conclusions and Discussions

The kinetics of recrystallization and texture evolutionrgvanalyzed for hot rolled Aluminum
Alloys 1050 and 5005. The as-received hot rolled sampleg vgethermally annealed at dif-
ferent temperatures and analyzed by microhardness intaergand Orientation Imaging Mi-
croscopy (OIM). The results presented in Chapter 4 cleadicate the advantages$fered by
OIM over other methods including microhardness variatiddBvVi provides the ability to ex-
tract parameters such as interfacial area per unit volurtvedes deformed and recrystallized
grains, contiguity of texture components, long range araftsfange orientation variations,
etc., whose relevance for the study of recrystallizatiooléar. The experimental results are
compared to a number of current and previous studies ongstadiryation of aluminum al-
loys. This chapter presents some of the comparisons andéh@rance to the overall study of

recrystallization in hot rolled aluminum alloys.

5.1 Orientation Imaging Microscopy

One of the main aims for the current project was to develoghous based on OIM to
characterize microstructural evolution during recnjsation. Although OIM has been used
for a long time now, most of the earlier studies were basedr@dimensional line scans
[12, 28]. Two-dimensional area scans were used in the dustedy. OIM scans were analyzed
based on Image Quality and Confidence Index and intragraat&natation variations. While
most of the previous studies were carried out using oriemta@riations between neighboring
pixels (GAM) [55], an extensive study of long range (GOS) ahdrt range (GAM) orientation
variations was carried out in the present study. It was shibanboth GOS and GAM can be
used independently or in conjunction to obtain fractionmystallized from OIM.

An important aspect revealed in the current study is theiegdulity of GOS for recovery
analysis. As revealed in section 4.2.2, deformed grainoh@mrmness and average deformed

grain GOS showed a similar variation with fraction recritsted. The reduction in deformed
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Figure 5.1: Variation between Microhardness and GOS foordedd grains.

grain microhardness was attributed to concurrent recovkedgformed grains. To further un-
derstand the relationship between hardness and GOS, &@atrelation between micro-
hardness of deformed grains and their GOS was found, Fig. Athough the linear fits are
not satisfactory at all annealing temperatures, parafieklrepresenting the linear relationship
between recovery and GOS were obtained. These lines demai@ntie applicability of GOS
for recovery analysis. An earlier analysis by Humphreys atvealed similar behavior for
aluminum alloys, as shown in Fig. 5.2 [10]. The term misaiaéion spread is equivalent to

GOS and mean misorientation refers to GAM in Fig. 5.2.

5.2 Recrystallization Kinetics

Recrystallization kinetics in hot rolled AA1050 were anagzy using the JIMAK approach
as well as the Microstructural Path Method (MPM). While thenantional JMAK analysis
can be used to obtain the basic information about recrizathn kinetics and nucleation and
growth behavior of recrystallized grains, some very impottquestions remain unanswered.
For example, clustering of recrystallized grains, grovdtervariations with annealing times

and temperatures are of interest. By using more complex rmadehg with IMAK analysis,
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Figure 5.2: Misorientation spread and mean misorientatianation during recovery in
99.998% pure aluminum cold rolled and subsequently andedl800C. [10]

much more information can be obtained. Table 5.1 gives thaKIxponents obtained from
microhardness variations and OIM analysis using GOS metfibgé JMAK exponents from
the two methods are near one and belong to a similar tranafa@mclass, i.e. grain boundary
nucleation, as demonstrated by Cahn [42]. Further analy@éadence for grain boundary
nucleation is provided by Vandermeer and Masumura [45], e#ttended Cahn’s approach to
include interfacial area per unit volum8,(). The parametey, directly relates volume fraction
recrystallized Xy) to interfacial area per unit volum&y), and lies between 0 and 0.5. Values
are shown in Table 5.1 and indicate site saturated graindasymucleation. These values
are in good agreement with a recent analysis by Vandermekeduul Jenseng(= 0.52) on a
AA1050 type alloy hot deformed under plane strain condgiar400C at a strain rate of 8s!
followed by isothermal annealing at 4@[29]. The microstructure shown in Fig. 5.3 validates
the fact that most of the recrystallized grains are presegtan boundaries. Recrystallized
grains are evident as small, equiaxed grains that are ctose dn grain boundaries in the

deformed structure.
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Figure 5.3: Microstructure of an as-received sample shggrain boundary nucleation at prior
boundaries.

TemperatureéC | Microhardness OIM | q (MPM analysis)
325 0.89 1.45 0.49
350 0.65 1.09 0.51
375 0.90 1.08 0.31
400 1.77 1.35 0.47

Table 5.1: JMAK exponent (n) obtained from microhardness @M and the parametey

obtained from MPM analysis.

Microhardness variations for recrystallization have basad by Waryoba and Kalu [9]
for wire drawn Oxygen Free High Conductivity (OFHC) copperesir However, due to the
very high strains (approx. 3.10) imposed, JIMAK exponentheforder of 3-4 were observed.
This clearly indicates a uniform distribution in stored gy JMAK exponents near one,
can indicate non-uniform distribution of stored energy.e dfect of variable stored energy

in deformation microstructure was analyzed by Rol&tal, using Monte Carlo simulations
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[56]. Inhomogeneous stored energy can lead to JMAK expanidatt are much lower than
those experimentally predicted for the given nucleatiod growth conditions. It also gives
rise to nucleation densities that vary from one grain to laotinhomogeneous stored energies
in deformation microstructures of AA1050 and AA5005 wersoabbserved in the present
study. This is shown in Fig. 5.4, for an as-received AAS005 & with boundaries drawn
at two diferent misorientation values. Boundary misorientationbardpresent normal high
angle boundaries in Fig. 5.4 (a) betweefiaetient bands. When the boundary misorientation is
reduced to 3 to show the subgrain structurefiérent subgrain sizes are observed ifiedtent
orientations Fig. 5.4 (b). The stored energy of deformatsorelated to subgrain sizé)(and

misorientation §) as given by Read-Shockley equation [6]

_ 3yH(A-1Ino)

Es 5

(5.1)

Herey, = %, A=1+In % I is radius of the dislocation core, usually taken as between

b and 5b.

As Fig. 5.4 shows, the subgrain sizes foffelient texture components follow the order
Cube(red) Brass(green) S(pink) which gives the stored energy variations aBfss-Cube.
A higher stored energy in S deformed grains has been repbyt&@tneet al. [8] and is also
evidenced from the texture evolution in deformed regiong, B.32(a), 4.32(c) and 4.33(a),
which showed relative increase in Brass grains at the lagestof annealing therefore imply-
ing stability of this orientation to annealing [57].

The contiguity of recrystallized grains as given in Fig. ¥ahd Fig. 4.22 clearly indicates
that recrystallized grains are clustered during the irstiages of annealing. A similar behavior
was also obtained in austenite to ferrite transformatiorkfar recrystallization in hot rolled

aluminum alloys by Vandermeer [11], Fig. 5.5.
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Figure 5.4: As-received AA5005 samples showinfjedtient subgrain sizes in texture compo-
nents. The cube component (red bands) has the largest sxdyglaown in (b), followed by
Brass (green bands) and S (pink), which has the smallestaunbgr
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Figure 5.5: Contiguity ratios in steel and hot rolled alunmmii1].

The velocity of the interface between deformed and recHizdd grains as a function of
time was obtained from the Cahn-Hagel approach [49]. Thiseessmts the average migration
rate for high angle boundaries. The growth rate variatitvasve in Fig. 4.23 and 4.26 show a
time dependence of the growth rate. The change in growthatdtev annealing temperatures
indicates a more gradual decay in growth rate than at highe¢eatures, where a rapid decline
in growth rates is observed. This variation in growth ratethannealing temperatures is
related to the decrease in stored energy. The rate of decofagored energy is higher at
high annealing temperatures. The growth rate after thelntrtansient becomes constant and
is dependent on annealing temperature. The constant gravethat long times can be used to
determine the activation energy for high angle boundaryratign. These activation energies
can be compared with the activation energy for recrysttilin to determine the dominant
mechanism for recrystallization.

The activation energy for recrystallization is obtaineghfrthe temperature dependent pa-

rameterk in the JMAK equation

X =1-exp[-(kt)"] (5.2)
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A variation ink values, obtained from isothermal annealing #fiedlent temperatures, was used

to obtain the activation energy for recrystallization frtme Arrhenius equation

Q

k=k,exp (_R_T

) (5.3)

The activation energy for recrystallization, obtainedvirmicrohardness variations for samples
annealed isothermally at 325 350°C, 375°C and 400C is 178 kJmol. The activation energy
for boundary migration obtained from Cahn-Hagel interfaggration analysis is 168 kdol.
These values are similar to each other and indicate thatstadiization in hot rolled AA1050

is controlled by migration of high angle boundaries as etgubc The activation energy for
boundary migration obtained in a similar alloy by Vandermeeal. Q = 172kJmol also
compares well with the above values [28]. The activationrgies of diferent elements in

aluminum are given in Table 5.2.

Element| Activation Energy (kdnol)
Al[58] 142

Mg[58] 139

Si[28] 129-154

Fe[59] 58-258

Table 5.2: Activation energies offterent elements in Aluminum.

The activation energy for the migration of high angle boureais significantly larger
than the activation energy for selffflision in aluminum, indicating that the boundary migra-
tion in aluminum is controlled by solute drag of other eletsenThis activation energy is,
however, comparable to the activation energy fdfudion of iron in high purity aluminum
Q = 193kJmol [60]. The similarity in activation energies of recrylfitaation, migration of
high angle boundaries and the activation energy féiugion of iron in aluminum provides
some evidence that recrystallization in hot rolled alumna controlled by migration of high

angle boundaries which in turn are controlled by solute by in the aluminum matrix.
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A comparison of activation energies of recrystallizationAA1050 used in present analy-
sis and other similar alloys reported is given in Table 5d&hglwith the concentration of Fe

and Si in the alloys.

Alloy %Fe | %Si | Activation Energy(kdmol)
AA1050 (present analysis) 0.31 | 0.08 168-178
AA1050 (Vandermeer etal)) 0.34 | 0.15 172
AA1050 (S. P. Chenetal.) 0.185| 0.109 225-234
Al-Mg (Sellars et al.) 0.40 | 0.10 230

Table 5.3: Activation energies of recrystallization obtad in diferent studies for aluminum

alloys

The lower activation energy values in the present analysisbe attributed to the fllerent
processing conditions used in thefdrent alloys. As-received hot rolled and recovered sam-
ples are used in the present study, whereas tensile specinega used in the other AA1050
analyses which exhibited JIMAK exponemtiear 2.2 [26]. The Al-Mg alloy was deformed
by Plane Strain Compression (PSC) [27]. No contribution obvecy processes was observed
in the present analysis, whereas significant recovery iboitons were observed in the other

analyses [26, 27].

5.3 TextureEvolution

The texture analysis of as-received and annealed samplealed that deformation and
recrystallization textures are qualitatively similar lopu@ntitatively diferent (consisting of the
same components but withftBrent weights) [16]. The main texture components obsenmved i
the present analysis are Cube, Brass, Copper and S; theseiaadlyypported for commercial
purity aluminum alloys [61, 36, 37]. The partitioning of sceed areas between deformed
and recrystallized regions helped in obtaining an indepahdnalysis of texture components
in each region. The texture analysis of the deformed regstrwsved that S and Brass are
the main texture components in the deformed regions. A fsigmt amount of the Copper

component is also observed along with the small amount afrdefd Cube. The variation
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of texture components in the deformed regions #iedent annealing temperatures revealed
similar behavior.

The S component is the main texture component during thialisttiges of annealing and
the Brass component is observed to be dominant at the laggsstd annealing. The Copper
component is observed to decrease monotonically duringrthealing treatment. The increase
in the relative volume fraction of the Brass component at #terIstages of recrystallization,
as shown in Fig. 4.32, indicates relative stability of trasnponent to the annealing treatment.
The stability of deformed Brass grains has been observedar aluminum alloys including
AA5182 and other commercial purity aluminum alloys [17,.5Fhis stability of Brass grains
is attributed to its ability to deform on very few slip systenThey are therefore less likely to
nucleate new grains than other deformation orientatiomsguecrystallization of hot rolled
samples. The activation of fewer slip systems is thoughlsto laad to lower stored energy and
therefore slower kinetics [57].

The recrystallized regions have Cube as the dominant textun@onent. The recrystallized
grains have similar fractions of Cube and fhéber components during the initial stages of an-
nealing. The fraction of Cube component in recrystallizeadrgg is significantly higher than in
deformed grains, whereas the fraction of rolling oriewtagiin recrystallized grains is similar
to that in deformed grains. Thus Cube recrystallized graave la nucleation advantage, sug-
gesting the presence of Oriented Nucleation (ON). The textilatter stages is marked by the
presence of higher Cube fractions and smaller fractionslligicomponents. The nucleation
and growth behavior of recrystallized Cube grains was aedly®y observing the variations
in the boundary pixels shared between recrystallized Cuamgand deformed grains of all
orientations. A significant fraction of recrystallized Cudrains have deformed Cube grains as
their neighbors during the initial stages of annealing pitesof very low fractions of deformed
Cube grains in the overall deformation texture ( 0.05). Tresence of deformed Cube grains
has been reported in previous analysis. These are ofteredeas “Persistent Cube Bands
(PCBs)” [31]. In a Transmission Electron Microscopy (TEM) eéstigation of AA1050 type

alloy by Neset al,, the deformed Cube grains were observed to be several humitezmeters
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long in the rolling direction and were found to contain lasgdgrains which can act as nuclei
upon annealing of deformed samples [8]. The presence offaffagtion of deformed Cube
grains in the neighborhood of recrystallized Cube grainpstip the observations of Nesal.

The recrystallized Cube grains have S as their main deforregghbor. This is in ac-
cordance with the volume fraction of S component in deformeggdons, as indicated by the
comparison plots in Fig 4.34(b). The points correspondm tgrains are always near the
1:1 line in the plots, indicating similar values for expettnd observed fractions. The Brass
component points are observed to lie below the 1:1 line airtitial stages (higher fractions)
and near the line at final stages (lower fractions). The deddrCube grains are almost always
found above the line, indicating a high probability of nuatlen of recrystallized Cube grains
from the deformed Cube bands.

A variation similar to that observed by Vatee¢ al. was obtained here. A steep decline in
the fraction of boundary pixels shared between deformed Qudies and deformed S grains
was observed during the initial stages whereas the fraxtormresponding to Brass components
remained constant or showed a small decrease. These dimeswadicate the relative stability
of the diferent deformation texture components upon annealing oé@sived samples. The
S grains are found to decline early during upon annealing thdicating lower stability and
higher stored energies. Brass oriented grains have slowgystallization kinetics and are
present until the later stages of recrystallization, iatitg higher stability and lower stored
energies. The Copper component is found to have intermesliabglity and stored energy.
The stored energy calculations based on subgrain size asatienitations reported in various
studies also revealed a trend similar to that indicated eptf¥, 18].

A simple view dfered by the above observations reveals nucleation of ratliged Cube
grains from the deformed Cube grains, which have relatiaaiyd subgrains. The nuclei grow
into the deformed matrix which consists of grains oftelient orientations. The growth of
recrystallized Cube grains is fastest in S grains and slowdtass grains, in the order of the

stored energies of various deformation components.
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Figure 5.6: Evolution of average grain size foffdrent recrystallization texture components
after cold rolling and subsequent annealing of an AA105@MB2%, Si-0.15%) type alloy.
[12]

The growth rates for dlierent texture components during recrystallization hawenlana-
lyzed by several researchers [12, 62]. For a cold rolled edum alloy, Juul Jensen observed
a behavior similar to those presented in Fig. 4.37 , as showiig 5.6. Recrystallized Cube
grains exhibit a strong growth preference at low anneakmgperatures. However, as the an-
nealing temperature is increased, the growth advantageefoystallized cube grains is di-
minished. Thus the overall cube texture in hot rolled AA1@B@ AA5005 is in part due to
contributions from oriented nucleation (high volume fractof cube recrystallized grains) and
oriented growth (growth advantage to recrystallized cutaéng). This growth advantage for
cube grains can also be understood in terms of orientatiorin@. The overall volume fraction
of cube component in the deformed state is very 40&%. The cube subgrains after reaching
a critical size are surrounded by grains of rolling orieiotad (3-fiber orientations). They have
a high angle misorientation with the rolling components anelthus able to grow more than
other components. The recrystallized grains of rollingotations surrounded by deformed
matrix of similar orientation, therefore they are pinneddny angle grain boundaries and have
smaller size compared to cube recrystallized grains [68]thHeér analysis of these issues has

been carried out by A. Brahme [63].
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A comparison between Oriented Nucleation (ON) and Orie@edwth (OG) indicates
that, while OG is present mainly at low annealing tempeestiand as the temperatures is
increased, the growth advantage for a particular compq@riie) diminishes, ON is present
at all annealing temperatures. This behavior suggeststhia¢ two mechanisms ON and OG,
ON plays a more important role in the final texture evolutibhat rolled aluminum alloys. An
analysis by Brahme [63], using Monte Carlo simulations, otuiexevolution in AA1050 also

revealed ON to play a more important role than OG.

54 AA1050 and AA5005

The main diference between the two hot rolled alloys AA1050 and AA500&éshigher
concentration of Mg in AA5005. The use of AA5005 was therefdo study the fect of
Mg addition on recrystallization kinetics and texture exmn in commercial purity aluminum
alloys. Mg is usually present as a solid solution at theseeoimations [6]. The presence of
Mg in Al increases the overall strain in the Al matrix whicmters the motion of dislocations.
This difficulty in dislocation motion is shown by higher microhardnealues of deformed and
annealed AA5005 samples as compared to AA1050. The miatokas values were typically
higher by a factor of 1.5 in AA5005. Another importartfezt of presence of Mg in Al is that
it increases the stored energy in AA5005. A comparison of BM&ponents for AA1050 and
AA5005 is shown in Table 5.4.

Temperature®C) | AA1050 | AA5005
325 1.45 -
350 1.09 1.09
375 1.08 1.99
400 1.35 2.67

Table 5.4: JMAK exponents in AA1050 and AA5005 obtained fromv.

The JMAK exponents in Table 5.4 show that while recrystatlan in AA1050 remains
isokinetic, the mechanism changes from grain boundaryeatioin to grain edge nucleation to

grain corner nucleation in AA5005, as derived by Cahn [42]sMariation in mechanism can
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be understood in terms of stored energy in the two alloys. Ab@05, higher stored energy
leads to faster kinetics and the activation of a higher dgrdi nucleation sites. Therefore
recrystallization approaches random nucleation conditioln AA1050, with relatively low
stored energy, only grain boundary nucleation is the dontingechanism, thus low Avrami
exponents are obtained. Higher stored energy in AA5005sis evidenced from the higher
average deformed grain GOS values, shown in Fig. 4.40 arid 4.4

Texture evolution in AA1050 and AA5005 is very similar. Culeenystallized grains are
observed to nucleate from deformed cube grains. The grat¢hadvantage of cube recrystal-
lized grains is only present at 3%Din AA5005. This indicates oriented nucleation and oriented
growth to be simultaneously operative. At higher tempeestuall recrystallized grains have

similar growth rates which suggests that ON is more domittaan OG.
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6 FutureWork

The two most important goals of this project were to devel@gihods based on Orientation
Imaging Microscopy (OIM) for analysis of recrystallizati&inetics and texture evolution, and
to provide much needed experimental information for sirtioies of recrystallization kinetics
in hot rolled Aluminum Alloys. These goals were succesgfalthieved by the development
Grain Orientation Spread (GOS) and Grain Average Misoaigm (GAM) based algorithms.
The ability to distinguish and partition deformed and retajlized grains enabled independent
analysis of the regions and provided important insight i nucleation of Cube oriented
grains during recrystallization. The majority of the workswarried out on AA1050 and some
analysis was performed for AA5005. The GOS based approashsuecessfully applied to
both alloys to characterize microstructural and textuvalwgion.

Some of the important results obtained from the currentyasiglcan be summarized as

follows:

1. The deformation microstructure consists of elongatathgrand the deformation texture

is the predominantly thg-fiber.

2. Recrystallization in hot rolled aluminum alloys is cottiied by migration of high angle

boundaries.
3. Recrystallized grains nucleate at or near grain bounslbgeveen the elongated grains.

4. The recrystallization texture consists mainly of the Cigx@ure components which nu-

cleates from the deformed bands of Cube orientation that fivéved deformation.

5. Of the various orientations present in the deformed regjithe S and copper orientations
are found to favor growth of Cube grains while the brass oaigon is relatively stable

to annealing treatments.

6. No significant diferences were observed between AA1050 and AA5005 in ternexof t

ture evolution and nucleation of recrystallized Cube grains
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Based on these results, a few suggestions are presentehéutufe research projects.
Although most of the results for AA1050 and AA5005 were veiryikar, there were some
differences between the two alloys. Thé&eatiences were predominantly in recrystallization
kinetics and the grain size evolution. One of the reasonshiese diferences might be the
different (thicknesses) strains in the two alloys. Therefarantderstand fully theféect of Mg
addition in commercial purity alloys, samples with very ganprocessing conditions should
be used. Similarly if the as-received samples fiedent stages of deformation are studied, they
could provide some valuable information about tiffeet of diferent deformation parameters
such as strain, strain rate and temperature on recryst#diz kinetics and texture evolution.
It would be most advisable to use samples at the last stagest oblling so that grains have
undergone dicient deformation to be captured in a single scan.

Another important area where this method can be immediaehied is the analysis of
cold rolled samples. GOS oP&and GAM of P were found sfficient in case of hot rolled
samples. GOS and GAM values for cold rolled samples are ajsected to be the same. An
important topic for the analysis of cold rolled samples widue the variation in GOS and GAM
on grain by grain basis. Since recovery in as-received ssswall be minimal, actual variation
in GOS and GAM of deformed grains offtBrent orientation could be followed with annealing
time and temperature, thus allowing recovery estimati@set on OIM only.

Recovery analysis for hot rolled samples was not very sufidassthe present analysis.
Although an algorithm was proposed and some similaritiesevedtained in the variation of
the hardness of deformed grains and their grains GOS vaheggsults obtained so far lacked
statistical validity. Some experiments could be desigmedralyze the variation in recovery
from GOS values by using more strained samples and anne¢héngat very low temperatures.
Nano Indentation is expected to provide significantly bietsults in this regard. The ability
to control the load and the size of indentation in nano inalémt can be used obtain hardness
of a particular orientation in deformed grains. Performéngeries of such tests afidirent an-
nealing times and temperature will provide much more infation about recovery than could

be obtained from microhardness. This method could also &a fas cold rolled materials.
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Appendix A Orientation | maging Microscopy

Orientation Imaging Microscopy (OIM) is an advanced mitnostural analysis technique
which uses the Electron Backscatteredfidiction (EBSD) patterns obtained in a Scanning
Electron Microscope (SEM) to obtain crystallographic ot&ion information from a material.
The use of OIM in microstructural characterization anduextnalysis of metals and ceramics
has increased strongly in the last few decades. This is ynaitributed to the advances in hard-
ware and software development. The speed of data acquisiéie increased from 1000-2000
pointshr=! in the early EBSD systems to approximately 80000 points in most modern
systems [64]. The use of the Field Emission Gun SEM (FEGSEpbtaining EBSD pat-
terns has considerably improved the spatial resolutioh [6He simple sample preparation,
ease of use and the possibility to cover large sample arest®iter times have contributed to
the increasing popularity of OIM.

The microstructural and microtextural characterizatibmetals and alloys has been one of
the major application areas of OIM. The changes in micrasines and textures as a result of
different transformations (phase transformation and redligstson) and processing (rolling
and extrusion) routes have been successfully analyzedebygé of OIM [66, 67]. A large
number of single phase fcc alloys including Aluminum, Coppackel etc. have been studied
for microstructural and textural evolution during defotioa and recrystallization of the met-
als. Of the particular interest is the application of OIM hmacacterizing the deformed state of
rolled metals consisting of a cell and subgrain structucktha ability to identify the nucleation

and growth mechanisms from the orientations of deformedacystallized grains [68].

A.1 Componentsand working of an EBSD system

A typical EBSD system consists of three major components:-

e A SEM unit for image analysis of sample and for generatingetleetron backscattered

diffraction patterns.

e A Charge Coupled Device (CCD) camera for capturing thigatition patterns from sam-

ple surface.
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Figure A.1: Schematic view of the major components in an EBgiesn

e A work station for analyzing and storing the information geated at each sampling
point of the sample surface. A schematic view of the major poments of an EBSD

system is shown in Fig. A.1 [69].

The working principle of an EBSD system can be described irfalewing way; as the
electron beam strikes the sample surface of a tilted sar6fle 710°), diffraction patterns (sim-
ilar to Kikuchi patterns in TEM) are generated due to thetelascattering of electrons from
the lattice planes. These patterns are intensified as thtersthelectrons undergo further scat-
tering at the other lattice planes, giving a distinct areangnt of parallel lines (bands) for each
set of lattice planes. The width and intersection of bandsige all the information needed
regarding the crystallographic orientation of the sampleme being analyzed [43]. An EBSD

system can be operated in two modes: manual and automagan&hual method involves the
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selection of sampling location on the sample by the operab@re as in the automatic mode,
sampling locations are pre-programmed and are locatedday loe stage control in the micro-
scope. An orientation map of the sample surface can be geddnyg plotting the orientation

of each sampling point obtained from the automated EBSD aisabyn a grid of points whose

spacing is much finer than the grain size.

A.2 Dataanalysis

The orientation of each point obtained from the Kikuchi gats is stored in the form of the
Bunge Euler angles{, @, ¢,) along with the spatial coordinates of the point, the pattgrality
and confidence indexes. The Bunge Euler angles represerit#imn necessary for making
crystal coordinates coincident with the sample coordmatée orientation of each point along
with its spatial coordinates can be used for further ansiysiluding grain orientation and grain
boundary analysis.

Grains in OIM maps are defined as the sets of connected anlddynariented points. The
neighbors of each point in a grain as checked to see if theyighen the grain tolerance angle
of the given point. If a point is found to be within the tolecanangles, its neighbors are than
checked. The procedure is repeated over and over againalintile points in the scan are
assigned to dierent grains. This is known as a “Burn” algorithm. The defomtof a grain in
an OIM map can be varied by the user by varying the values oftam tolerance angle and
the minimum number of points (pixels) in a grain [69].

A grain boundary in OIM is defined as the line segment sepay&tvo measurements points
in a scan [69]. Five independent parameters are needed tpletthy describe a boundary.
These are the three parameters for describing the boundsoyiemtation and two parameters
for describing the boundary plane normal. Th&atence between the orientation of a point
and the misorientation between points is that, while anreatesample coordinate system is
used in describing the orientation of a point, the crystalrdmates of another point are used
for describing the misorientation between points. Migoia¢ion calculations are conveniently

performed by considering the orientations of the points atrir form. The matrix form for
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orientation or misorientation can be obtained from the Ealgyles as:

COS¢p; COSP, — SiNg1 SiNg, COSD  SiNg; COSP, + COSP1 SiNg, COSD  Sing, SIND
— COS¢ SiNg, — SiNg, COSP, COSD  — SiNg, SiNg, + COSP; COSP, COSD  COSPh, SIND
Sing, sin® COS¢, SIND cosd

The misorientation between two points A and B having origomns g, andgg can be ob-

tained as:

Ag = ggUx" = JsOp (A1)

The symmetry of the crystal lattice will lead to formationsyinmetrically equivalent mis-

orientations which can be represented mathematically as :
Ag = gsgh = CP0s(Cfgn) = CPgsgiCl (A2)

For the case of cubic crystal symmetry having 24 symmetryaipes, 1152 symmetrically
equivalent misorientations are obtained. A misorientatiorresponding to the minimum mis-
orientation angle between the points A and B of the 1152 syimcadly equivalent orientations
is chosen as the physically meaningful value. In some césesnisorientation axis is chosen

as the one lying in a particular unit triangle (SST).
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Appendix B Recrystallization kineticsfrom 1Q and CI method

This section describes a previous partitioning methodesigaled by the GOS approach. The
annealed and polished samples were scanned after the hailoess test to obtain the orienta-
tion information of samples. The orientation informatidrsamples annealed forférent time
intervals (t) was used to calculate fraction recrystadlig€). In this technique, a focused elec-
tron beam is used to scan a sample surface on a regular graimaé pAn Electron Backscatter
Diffraction Pattern (EBSP) is captured for each point, and thiemais subsequently indexed
to determine the orientation of the crystal at that grid fiasi The Image Quality (1Q) and
Confidence Index (CI), which represent the contrast in theepatind confidence of the OIM
software of indexing the pattern correctly, are also olgdiduring the scanning of sample sur-
face. The fraction recrystallized of an annealed samplalsutated from criteria based upon
Cl and IQ values for the scanned sample. The 1Q and CI valuesfermining the candidacy
of a particular point for recrystallized or deformed regame selected independently for each
scan [70]. The values of fraction recrystallized are sigaiitly &fected by the microstructural
heterogeneity of scanned regions.

The critical CI value used to get a pattern withfstient confidence was set at 0.1. This
value is obtained from past experience of the transitionveeh well-indexed and poorly-
indexed points occuring at 0.1. A second criterion was basetthe 1Q value for the scanned
surfaces. The threshold IQ value was chosen to be the avipagkall the points with a Cl
value less than 0.1. The final criterion, based on a neightwwelation, was applied in order
to ensure that the final microstructure was physically reable. This allowed a point to be
considered recrystallized if it has at least four recryizedl nearest neighbors, or three of its

neighbors are withinBof the same orientation. This can be expressed as:

VpeS peUiff{lQy < IQuesCly<0.1,n, <4 (B.1)

where p is any data point in the set S of all OIM data points, thesset of all unrecrystallized

points, 1Q, is the image quality value of point pQines is the average IQ of all points with a
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Figure B.1: Variation of fraction recrystallized obtainedrh critical Cl & 1Q values for sam-
ples annealed isothermally at 380
Cl < 0.1,Cl, is the confidence index of point p, is the number of neighbors of p whose 1Q
and Cl are greater than 0.1 al@es respectively [70].

Based on the above criteria, an estimate of the recrystalfiaetion was obtained for each
scan during the analysis as shown in Fig. 3.10 af@50

The JMAK exponents obtained for recrystallization kingtaze similar to those obtained
from microhardness variations, which suggests that théodebased on 1Q and CI values of
a scan is successful. The smalffdrences can be attributed to the limited scan size of each
sample. The micro-hardness data represents an averagedvdbarecrystallization kinetics,
whereas the data obtained from OIM are from limited areak [Klthough this method yields
results that are close to those obtained from other metlito@sjuires a significant input from
the operator as the cutfovalue of IQ is diterent for each scan and is also dependent on the
sample preparation technique. These limitations makegpkcation of this approach flicult
for an analysis consisting large number of scans and whem#be&wuof scans are obtained
from each sample. A new method based on intragranular atientspread overcomes these

limitations as described in the body of the thesis.
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Appendix C Computer Program

program grainsp3

changes made in the program - date 08/25/2004
combined copper and dillamore orientations

the maximum,minimum and average GOS values obtained
for each component

deformed neighbors of cube bands looked at

changed the rotated cube components

.exe file grainsp7

changed the ang file to identify the cube rex. grains
and its deformed neighbors only

N N0 N0 N0 00 n0nn

date - 10/29/04

changes made in the program

calculated the interfacial area per unit volume -sv

calculated the grain size of recrystallized grains -gs

calculated the boundary pixels shared in terms of the

grain contiguity ratios for recrystallized grains and grains of each texture comp

grain size is calculated by multiplying the number of pixels

with step size square and a factor for sqrt(3/2) for hex grid.

the equivalent diameter is calculated.

(11/15/04) also calculated the max,ave,min rex. grain size

and the grainsizes for rex. grain sizes for different texture components
02/09/2005 changed the definition of contiguity ratio and included the
calculations of the grain size

N N0 N0 00000000 nn

implicit none

character(50) filein, fileout, top

integer count,grain,id(350000),p,cpix,u,index,n

integer tindex,graintex(12000),tempid,vs(350000)

integer gcur,rg,c,gpix(12000)

real goscut,odf(350000,7),step,sgs,np,phi(3,350000)

real q(4,350000),qq(4,2),thetamin, theta,gg(10000),thetasprd(12000)
real thetasp,phibl,phib,phib2,phic1(12000),phic(12000),rxpix,pix
real phic2(12000),dftex(5),rxtex(5),d(5,5),r(5,5),disormax,dfpix
real disormin,disorav,disor(12000), frarex,texcom(5),aodf(350000,7)
integer bp(12000),ng (12000, 12000),rbp(5),ph(350000),rb,inde
integer pdcom(5),prcom(5),i,j,g,td,tr,texl,gn,texrg,texrg2, texdf
real dgos(5),rgos(5),maxgos(5),mingos(5),x,y,t,infarea(5)

real sv,gs(12000),rv,area,rgc,grpix,pi,gamcut

real maxpix,minpix,avgpix,maxpixtc(5),minpixtc(5),avgpixtc(5)
integer texnrg(5)

real rinfarea(5),dinfarea(5),exinfarea(5),fxa(5,5),fxb(5,5)

real exd(5,5),exr(5,5),dx,dy,dis,ang,th,cgam(12000) ,bgam,am(10000)
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write(*,*) ’Input Grain ID file to be analyzed’
read(*,*) filein

c write(*,*) ’Name for the output files’

c read(*,*) fileout

inde=20

do 15, i=20,1,-1

c write(*,*) ’i,fname2(i:i)
if(filein(i:i).eq.’ ’) inde=i
15 continue

inde=inde-1

,1,fname2(i:1i)

pi=3.1416
goscut=3.0
gamcut=1.0
count=0

open(unit=1,file=filein(l:inde)//’ .txt’,status="0ld’)
101 continue

read(1,*) top

if (top.eq.’#’) then

count=count+1

goto 101

end if

close(1)

102 continue
open(unit=1,file=filein(l:inde)//’.txt’,status="0ld’)

do i=1,count
read(l,*) top
end do

pix=1
grain=1

103 read(l,*,end=104) odf(pix,1),odf(pix,2),o0df(pix,3),o0df(pix,4),
&odf(pix,5),odf(pix,6),0df(pix,7),id(pix)

p=id(pix)

if(p.gt.grain) grain=p

pix=pix+1

goto 103

104 continue

close(1)

140



step=o0df(2,4)-0df(1,4)

pix=pix-1

write(*,*) ’'total pixels in scan’, pix
write(*,*) ’total grains in scan’, grain
write(*,*) ’step size used in scan’, step

sgs=2.5
np=3.63*((sgs*sgs)/(step*step))
cpix=int(np)+1

area=(odf(pix,4)-odf(1,4))*(odf(pix,5)-0df(1,5))
write(*,*) ’'number of pixels per grains’, cpix

do i=1,grain
gpix(i)=0
end do

do i=1,pix
u=id(i)

if (u.gt.®) then
gpix(W=gpix(u)+1
end if

end do

do g=1,grain

if(gpix(g).gt.1) then

c write(*,*) ’Grain being analyzed’, g

c write(*,*) number of pixels’,gpix(g)

p=1

do i=1,pix

if(id(i).eq.g) then

phi(1,p)=0df(i, 1)

phi(2,p)=0df(i,2)

phi(3,p)=0df(i,3)
q(1,p)=sin(phi(2,p)/2)*cos((phi(1l,p)-phi(3,p))/2)
a(2,p)=sin(phi(2,p)/2)*sin((phi(1,p)-phi(3,p))/2)
a(3,p)=cos(phi(2,p)/2)*sin((phi(1,p)+phi(3,p))/2)
a(4,p)=cos(phi(2,p)/2)*cos((phi(1,p)+phi(3,p))/2)
if (p.eq.gpix(g)) goto 105

p=p+1

end if

end do
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105 continue

do i=1,gpix(g)-1
theta=0

do j=i+1,gpix(g)
qq(l,1)=q(1,1)
qq(2,1)=q(2,1)
aq(3,1)=q@3,1)
aq(4,1)=q(4,1)
qq(1,2)=q(1,3)
qq(2,2)=q(2,j)
qa(3,2)=q(3,])
aq(4,2)=q(4,3)

call misquat(qq,thetamin)
theta=theta+thetamin
end do

theta=theta/(gpix(g)-i)
gg(i)= theta
end do

t=0

do i=1,gpix(g)-1
t=gg(i)+t

end do

disor(g)=t/(gpix(g)-1)
c write(*,*)’gos’,disor(g)

C gam calculation
do i=1,p

th=0

n=0

do j=1,p

if(i.ne.j) then
dx=Codf(i,4)-0df(j,4))
dy=Codf(i,5)-0df(j,5))
dis=sqrt(dx*dx+dy*dy)

c write(*,*) dis

if(abs(dis-step).1lt.(0.1*step))then
qq(l,1)=q(1,1)
qq(2,1)=q(2,1)
aq(3,1)=q(3,1)
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qq(4,1)=q(4,1)
qq(1,2)=q(1,3)
aq(2,2)=q(2,3)
aa(3,2)=a(3,7)
aq(4,2)=q(4,]j)
n=n+1

call misquat(qq,ang)
th=th+ang

end if

end if

end do

am(i)=th/n

end do

do i=1,p

bgam=bgam+am(i)

end do

bgam=bgam/p

cgam(g)=bgam
write(*,*)g,gpix(g),bgam,disor(g)

C average orientation calculation

call averageorientation(q,p,index,thetasp,phibl,phib,phib2)
thetasprd(g)=thetasp

phic1(g)=phibl

phic(g)=phib

phic2(g)=phib2

do
if(phicl(g).le.2*pi) exit
phicl(g)=phicl(g)-2*pi

end do
do
if(phic(g).le.2%pi) exit
phic(g)=phic(g)-2*pi
end do
do

if(phicl(g).le.2%pi) exit
phic2(g)=phic2(g)-2*pi
end do

c texture determination
call quattex(phibl,phib,phib2,tindex)
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if(tindex.eq.l.or.tindex.eq.2.or.tindex.eq.3.or.tindex.eq.4)then
graintex(g)=1

end if

if(tindex.eq.5) graintex(g)=2

if(tindex.eq.6) graintex(g)=3

if(tindex.eq.7) graintex(g)=4

if(tindex.eq.8) graintex(g)=5

end if

c main program ends here

end do

c write(*,*)’ texture of grain’,graintex(i)
do i=1,5

texcom(i)=0

end do

do i=1,grain

do j=1,5
if(graintex(i).eq.j) then
texcom(j)=texcom(j)+gpix (i)
end if

end do

end do

C average,max,min,gos determination
do i=1,5

dgos(i)=0

rgos(i)=0

pdcom(i)=0

prcom(i)=0

maxgos(1)=0

mingos(i)=30

end do

do i=1,grain
if (cgam(i).gt.gamcut)then
do j=1,5
texl=graintex(i)
if (disor(i).gt.maxgos(texl)) maxgos(texl)=disor(i)
if (disor(i).lt.mingos(texl)) mingos(texl)=disor(i)
if (graintex(i).eq.j)then
dgos(j)=dgos(j)+(disor(i)*gpix(i))
pdcom(j)=pdcom(j)+gpix (i)
end if
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end do
elseif (cgam(i).le.gamcut.and.cgam(i).gt.0.and.
&gpix (i) .ge.cpix)then

do j=1,5
if (graintex(i).eq.j)then
rgos(j)=rgos(j)+(disor(i)*gpix(i))
prcom(j)=prcom(j)+gpix(i)
end if
end do
end if
end do
do i=1,5

dgos(i)=dgos (i) /pdcom(i)
rgos(i)=rgos(i)/prcom(i)
end do

do i=1,grain
do j=1,grain
ng(i,j)=0
end do

end do

do i=1,grain

tempid=0

do j=1,pix

gcur=id(j)

if(gcur.eq.i)then

if(tempid.ne.0.and.tempid.ne.i.and. (odf(j,4)-
&odf(j-1,4)).eq.step)then

ng(i,tempid)=ng(i,tempid)+1

end if

elseif(gcur.ne.i)then

if(tempid.eq.i.and. (odf(j,4)-0df(j-1,4)).eq.step)then

ng(i,gcur)=ng(i,gcur)+1

end if

end if

tempid=gcur

end do

end do

do i=1,grain

bp (i)=0
end do
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do i=1,grain

do j=1,grain
bp(i)=bp(i)+ng(i, j)
end do

end do

do i=1,5
dftex(i)=0
rxtex(i)=0
end do

do i=1,grain

if(cgam(i).le.gamcut.and.cgam(i).gt.0.and.
&gpix (i) .ge.cpix)then

tr=graintex(i)

rxtex(tr)=rxtex(tr)+gpix(i)
else

if(gpix(i).gt.1) then

td=graintex(i)

dftex(td)=dftex(td)+gpix(i)

end if

end if

end do

infarea(i)=0
end do

determining the interfacial area/vol for recrystallized grains
sv-interfacial area in contact with deformed grains
rv-interfacial area in contact with rex grains

rbp-total boundary pixels for that rex component

sv=0

rv=0

do i=1,grain

if (cgam(i).le.gamcut.and.cgam(i).gt.0.and.gpix(i).ge.cpix)then
texrg=graintex(i)

do j=1,grain

if (ng(i,j).ne.®) then

if (gpix(j).gt.1) then

if (cgam(j).gt.0.and.cgam(j).le.gamcut.and.gpix(j).ge.cpix)then

C
C
C
C
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rv=rv+ng(i, j)

texrg2=graintex(j)
r(texrg,texrg2)=r(texrg,texrg2)+ng(i, j)
else

sv=sv+ng(i, j)

texdf=graintex(j)

d(texrg, texdf)=d(texrg, texdf)+ng(i, j)
end if

end if

end if

end do

rbp(texrg)=rbp(texrg)+bp(i)

end if

end do

do i=1,5

do j=1,5
infarea(i)=infarea(i)+r(i,j)+d(i,j)
end do

end do

do i=1,5

do j=1,5
r(i,j)=r(i,j)/infarea(i)
d(i,j)=d(i,j)/infarea(i)
end do

end do

C obtain max and min gos values
disormax=0.0

do i=1,grain

if (disor(i).gt.disormax)then
disormax=disor(i)

end if

end do

disormin=180.0

do i=1,grain
if(disor(i).lt.disormin)then
disormin=disor(i)

end if

end do

disorav=0.0
do i=1,grain
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if (disor(i).ge.®) then
disorav=disorav+(disor(i)*gpix(i))
end if

end do

disorav=disorav/pix

rg=0

maxpix=0

minpix=100000

rxpix=0

dfpix=0

do i=1,grain

if (cgam(i).le.gamcut.and.cgam(i).gt.0.and.gpix(i).ge.cpix)then
rg=rg+1

if(gpix(i).gt.maxpix) maxpix=gpix(i)
if(gpix(i).1t.minpix) minpix=gpix(i)
rxpix=rxpix+gpix(i)

else

dfpix=dfpix+gpix (i)

end if

end do

frarex=rxpix/pix

write(*,*) "fraction recrystallized", frarex
avgpix=rxpix/rg

maxpix=1.05*step*sqrt(maxpix)
minpix=1.05*step*sqrt(minpix)
avgpix=1.05*step*sqrt(avgpix)

sv=(sv*step)/area
rv=(rv¥*step)/area
rgc=(rv)/(rv+sv)

C rex. grain size

do i=1,5

texnrg(i)=0

maxpixtc(i)=0

minpixtc(i)=100000

avgpixtc(i)=0

end do

do i=1,grain
if(cgam(i).gt.0.and.cgam(i).le.gamcut.and.gpix(i) .ge.cpix)then
texrg=graintex(i)

texnrg(texrg)=texnrg(texrg)+1
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avgpixtc(texrg)=avgpixtc(texrg)+gpix(i)
if(gpix(i).gt.maxpixtc(i)) maxpixtc(i)=gpix(i)
if(gpix(i).lt.minpixtc(i)) minpixtc(i)=gpix(i)
end if

end do

do i=1,6
avgpixtc(i)=avgpixtc(i)/texnrg(i)
end do

do i=1,5
maxpixtc(i)=1.05*step*sqrt(maxpixtc(i))
minpixtc(i)=1.05*step*sqrt(minpixtc(i))
avgpixtc(i)=1.05*step*sqrt(avgpixtc(i))
end do

do i=1,5
dftex(i)=dftex(i)/dfpix
rxtex(i)=rxtex (i) /rxpix
end do

c expected values of grain contiguity ratios for the components
do i=1,5
do j=1,5
exr(i,j)=0
exd(i, j)=0
end do
end do

do i=1,5

do j=1,5
exd(i,j)=(1-frarex)*dftex(j)
exr(i,j)=rxtex(j)*frarex
end do

end do

do i=1,pix

gn=id (i)
aodf(i,1)=o0df(i, 1)
aodf(i,2)=0df(i,2)
aodf(i,3)=0df(i,3)
aodf(i,4)=o0df(i,4)
aodf(i,5)=odf(i,5)
aodf(i,6)=o0df(i,6)
aodf(i,7)=0df(i,7)

N N0 N0 N0 00NN 0NN

149



ph(i)=0
if(disor(gn).gt.0.and.disor(gn).le.goscut.and.gpix(gn).ge.cpix)then
if(graintex(gn).eq.1)then

vs(i)=3001

else

vs(i)=3000

end if

else

vs(i)=1000

do j=1,grain

if(ng(gn, j) .ne.®)then
if(disor(j).gt.0.and.disor(j).le.goscut.and.gpix(j).ge.cpix)then
if(graintex(j).eq.1)then

vs(i)=1001

end if

end if

end if

end do

end if
end do

N N0 N0 N0 N0 00000000000 0n0nonn

open(unit=2,file=filein(l:inde)//’ .gra’,status="new’)
open(unit=3,file=filein(l:inde)//’ .tex’ ,status="new’)
c open(unit=4,file=filein(l:inde)//’.ang’,status="new’)

c do i=1,pix

c write(4,4) aodf(i,1),aodf(i,2),aodf(i,3),aodf(i,4),
C &aodf(i,5),aodf(i,6),ao0df(i,7),ph(i),vs(i)

c end do

write(3,*)’scan analyzed;’,filein
write(3,*)’fraction recrystallized;’,frarex
write(3,*)’interfacial def;’,sv
write(3,*)’interfacial rex;’,rv
write(3,*) ’nucleation density;’,rg/area
write(3,*)’rgrain contig;’,rgc
write(3,*) ’max grsize;’,maxpix
write(3,*)’avg grsize;’,avgpix
write(3,*)’'min grsize;’,minpix
write(3,*)

write(3,*)’total texture’

write(3,*) ’cube tex;’,texcom(l)/pix
write(3,*)’brass tex;’,texcom(2)/pix
write(3,*) ’copper tex;’,texcom(3)/pix
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write(3,*)’S tex;’,texcom(4)/pix

write(3,*) ’rest tex;’,texcom(5)/pix

write(3,*)

write(3,*) ’deformation texture’

write(3,*)’cube tex;’,dftex(1l)

write(3,*) ’brass tex;’,dftex(2)

write(3,*)’copper tex;’,dftex(3)

write(3,*)’S tex;’,dftex(4)

write(3,*)’rest tex;’,dftex(5)

write(3,*)

write(3,*) ’recrystallization texture’

write(3,*)’cube tex;’,rxtex(l)

write(3,*)’brass tex;’,rxtex(2)

write(3,*) ’copper tex;’ ,rxtex(3)

write(3,*)’S tex;’,rxtex(4)

write(3,*)’rest tex;’,rxtex(5)

write(3,*)

write(3,*) ’deformed grains GOS’

write(3,*) 'maximum; average; minimum’

write(3,*)’Cube;’ ,maxgos(1),dgos(1l),mingos(1l)
write(3,*) ’Brass;’ ,maxgos(2),dgos(2),mingos(2)
write(3,*) ’Copper;’ ,maxgos(3),dgos(3),mingos(3)
write(3,*)’S;’ ,maxgos(4),dgos(4) ,mingos(4)
write(3,*) ’Rest;’ ,maxgos(5),dgos(5),mingos(5)
write(3,*)

write(3,*)’obs cont ratio between rex. grains deformed grains’

do i=1,5

write(3,3)d,1),ddEH,2),dEH,3),dEH,4),d3E,5)

end do

write(3,*)

write(3,*)’obs cont ratio between rex. other rex. grains’

do i=1,5

write(3,3)r(i,D),r(,2),r{,3),r(d,4),rd,5)

end do

write(3,*)

write(3,*)’exp cont ratio between rex. and deformed grains’

do i=1,5

write(3,3)exd(i,1),exd(i,2),exd(i,3),exd(i,4),exd(i,5)

end do

write(3,*)

write(3,*)’expt cont ratio between rex. and rex. grains’

do i=1,5

write(3,3)exr(i,1),exr(i,2),exr(i,3),exr(i,4),exr(i,5)

end do
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write(2,*)’scan analyzed’,filein
write(2,*) ’recrystallized fraction’, frarex
write(2,*)’total number of grains’, grain
write(2,*)’total number of pixels’,pix

c write(2,*)’area scanned’,area

write(2,*) ’nucleation density’,rg/area
write(2,*) ’maximum gos’,disormax
write(2,*) ’minimum gos’,disormin
write(2,*)’average gos’,disorav

Nn N N0 0N

c c=0

do i=1,grain

c if (gpix(i).gt.cpix)then

grpix=gpix(i)

c c=c+1

write(2,2) i,cgam(i),disor(i),gpix(i),step*1.1026*sqrt(grpix)
c end if

end do

2 format (i5,f10.3,f10.3,i5,f10.3)

3 format (7£7.4)

4 format (£8.3,2f9.3,2f10.3,f7.1,£f7.3,i3,1i8)
c5 format (a9,3f7.4)

subroutine quattex(phil,phic,phi2,texindex)

real eulphi(7,3),qt(4),qtex(4,7),qgav(4),phil,phic,phi2,qunit(4)
real qgend(4),quatsymm(4,24),quatsamp(4,4),dismin(7),d1,d2,d3
real thetamin,t,qmis(4,2),qresult(4),qresultl1(4),qq(4)

integer numsymm,numsamp,texindex

common/al/ quatsymm,nhumsymm,quatsamp,numsamp

logical result

eulphi(1,1)=0.0
eulphi(1,2)=0.0
eulphi(1,3)=0.0

eulphi(2,1)=0.0

eulphi(2,2)=10.0
eulphi(2,3)=0.0
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eulphi(3,1)=0.0
eulphi(3,2)=20.0
eulphi(3,3)=0.0

eulphi(4,1)=0.0
eulphi(4,2)=30.0
eulphi(4,3)=0.0

eulphi(5,1)=35.0
eulphi(5,2)=45.0
eulphi(5,3)=0.0

eulphi(6,1)=40.0
eulphi(6,2)=65.0
eulphi(6,3)=26.0

eulphi(7,1)=64.934
eulphi(7,2)=74.499
eulphi(7,3)=33.69

degrad=57.29578
pi=3.14159265
twopi=2*pi

do i=1,7

call quatB(eulphi(i,1l)/degrad,eulphi(i,2)/degrad,
& eulphi(i,3)/degrad,qt)

do j=1,4

qtex(j,1i)=qt(j)

end do

end do

call quatB(phil,phic,phi2,qq)

open(unit=4,file="quat.symm.cubic’,status="o0ld’)
read(4,*)

read(4,*) numsymm

c write(*,*)numsymm

do i=1,numsymm

read(4,*) (quatsymm(j,i),j=1,4)

end do

close(4)

open(unit=5,file="quat.symm.ort’,status="0ld’)
read(5,%)
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read(5,*) numsamp

do i=1,numsamp

read(5,*) (quatsamp(j,i),j=1,4)
end do

close(5)

disorientmin=15.
do j=1,7
dismin(j)=999999.
enddo

c write(*,*)’hi’

do i=1,numsymm
c call postsymm(qgav,i,quint)
gresult(1l)=quatsymm(4,i)*qq(1)+quatsymm(1,i)*qq(4)
& +quatsymm(3,i)*qq(2)-quatsymm(2,i)*qq(3)
gresult(2)=quatsymm(4,i)*qq(2)+quatsymm(2,i)*qq(4)
& +quatsymm(1l,i)*qq(3)-quatsymm(3,i)*qq(l)
gresult(3)=quatsymm(4,i)*qq(3)+quatsymm(3,i)*qq(4)
& +quatsymm(2,i)*qq(l)-quatsymm(1l,i)*qq(2)
gresult(4)=quatsymm(4,i)*qq(4)-quatsymm(1l,i)*qq(1)
& -quatsymm(2,i)*qq(2)-quatsymm(3,i)*qq(3)

do j=1,numsamp

c call presamp(qunit, j,qend)

gresultl(l)=qresult(l)*quatsamp(4, j)+qresult(4) *quatsamp(l, j)
& -qresult(2)*quatsamp(3, j)+qresult(3)*quatsamp(2,j)

gresultl(2)=gresult(2)*quatsamp(4, j)+qresult(4)*quatsamp(2, j)
& -gresult(3)*quatsamp(l, j)+qresult(l)*quatsamp(3,j)

gresultl(3)=qresult(3)*quatsamp(4, j)+qresult(4) *quatsamp(3, j)
& -qresult(l)*quatsamp(2, j)+qresult(2)*quatsamp(l, j)

gresultl(4)=qresult(4)*quatsamp(4, j)-qresult(l)*quatsamp(l, j)
& -gresult(2)*quatsamp(2,j)-qresult(3)*quatsamp(3,j)

call g2eulB(d1,d2,d3,qresultl)
if(d1.1t.0.0) dl=dl+twopi
if(d2.1t.0.0) d2=d2+twopi
if(d3.1t.0.0) d3=d3+twopi
dl=d1*degrad
d2=d2*degrad
d3=d3*degrad

call testangs(dl,d2,d3,result)

if(result) then
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do ijk=1,9

do jk=1,4

gmis(jk,1)=gresultl1(jk) | gets the current orient
agmis(jk,2)=qtex(jk,ijk) ! gets the component

enddo !

call misquat(gmis,thetamin)

c write (*,*) thetamin
if(thetamin.lt.dismin(ijk)) then
dismin(ijk)=thetamin

endif

enddo ! ijk loop on components
endif

end do

end do

t=360.0

do i=1,7
if(dismin(i).1lt.t) then
t=dismin(i)

texindex=i

end if

end do

if (t.gt.15.0) texindex=8

c write(*,*) (dismin(j),j=1,9)

end
C
C
C
C
subroutine postsymm(qq,lindex,qgresult)
real qq(4),qresult(4)
integer lindex
C
C include ’common.f’
common/al/ quatsymm(4,24) ,numsymm,quatsamp(4,4) ,numsamp
C PI=3.14159265
C
c¢ algorithm for forming resultant quaternion/rotation
c¢ from applying a symmetry operator, QUATSYMM(n,lindex)
c to the first quaternion/rotation, QQ
C
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¢ If the symm oper == 0, and the input quaternion, QQ, is an active
c rotation, then Qresult = (QQ x 0)
c the "POST" in the name refers to writing the operator after the
Cc rotation/orientation in vector/tensor notation: Q' = Q x O
c or in conventional quaternion notation, Qresult = Qsymm ? QQ
C
¢ Thus, for active rotations (standard definition of orientation in
¢ mechanics) this is suitable for applying CRYSTAL symmetry
C
if(lindex.gt.numsymm) stop ’error in presymm, lindex>numsymm’
if(lindex.1t.1) stop ’error in presymm, lindex<1’
gresult(l)=quatsymm(4,lindex)*qq(1)+quatsymm(1l,lindex)*qq(4)
& +quatsymm(3,lindex)*qq(2)-quatsymm(2,lindex)*qq(3)
gresult(2)=quatsymm(4,lindex)*qq(2)+quatsymm(2,lindex)*qq(4)
& +quatsymm(1l,lindex)*qq(3)-quatsymm(3,lindex)*qq(l)
gresult(3)=quatsymm(4,lindex)*qq(3)+quatsymm(3,lindex)*qq(4)
& +quatsymm(2,lindex)*qq(l)-quatsymm(1l,lindex)*qq(2)
gresult(4)=quatsymm(4,lindex)*qq(4)-quatsymm(l,lindex)*qq(1)
& -quatsymm(2,lindex)*qq(2)-quatsymm(3,lindex)*qq(3)
C
C write(*,*) ’qresult ’,qresult
C
return
end
C
C
C
C
C

subroutine presamp(qq,lindex,qresult)
real qq(4),qresult(4)
integer lindex

C

common/al/ quatsymm(4,24),numsymm,quatsamp(4,4) ,numsamp

N N0 N0 N0 000 0n0n0n~nNn

PI=3.14159265

algorithm for forming resultant quaternion
from applying a symmetry operator, QUATSYMM(n,lindex)
to the first quaternion/rotation

If the symm oper == 0, and the input quaternion, QQ, is an active
rotation, then Qresult = (0 x QQ)

the "PRE" in the name refers to writing the operator before the
rotation/orientation in vector/tensor notation: Q' =0 x Q

or in conventional quaternion notation, Qresult = QQ ? Qsymm
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Thus, for active rotations (standard definition of orientation in
mechanics) this is suitable for applying SAMPLE symmetry

Nn N N0 0N

if(lindex.gt.numsamp) stop ’error in PRESAMP, lindex>numsamp’

if(lindex.1t.1) stop ’error in presamp, lindex<l’

gresult(1)=qq(1)*quatsamp(4,lindex)+qq(4)*quatsamp(l,lindex)
& -qq(2)*quatsamp(3,lindex)+qq(3)*quatsamp(2,lindex)

gresult(2)=qq(2)*quatsamp(4,lindex)+qq(4)*quatsamp(2,lindex)
& -qq(3)*quatsamp(l,lindex)+qq(l)*quatsamp(3,lindex)

gresult(3)=qq(3)*quatsamp(4,lindex)+qq(4)*quatsamp(3,lindex)
& -qq(l)*quatsamp(2,lindex)+qq(2)*quatsamp(l,lindex)

gresult(4)=qq(4)*quatsamp(4,lindex)-qq(l)*quatsamp(l,lindex)
& -qq(2)*quatsamp(2,lindex)-qq(3)*quatsamp(3,lindex)

C

c write(*,*) ’qresult

C

return

end

3

,qresult

subroutine testangs(phil, capphi, phi2,result)
c tests to see if the angles fall within the specified range
¢ which for now is just O<angle<=90

C
¢ LOCAL VARIABLES
integer i

real phil,capphi,phi2

logical result

C

result=.true.

if(phil.le.0.0) result=.false.
if(phil.gt.90.0) result=.false.
if(capphi.le.0.0) result=.false.
if(capphi.gt.90.0) result=.false.
if(phi2.1le.0.0) result=.false.
if(phi2.gt.90.0) result=.false.
return

end

C

C
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C
C
subroutine quatB(pl,p,p2,q)

c convert Bunge Euler angles (radians) to quaternion;

c direct conversion from angles, see Altmann’s book

c¢ the rotation is a vector transformation (active rotation)

C

real pl,p,p2,q(4)

double precision cl1,c,c2,sl,s,s2,d(3,3),tmp(4),sin2,cos2,rtmp,rnorm
C

C

PI=3.14159265
¢ form cosine, sine of Phi, and sum & diff of phil, phi2
S=DSIN(0.5d0*P)
C=DCOS (0.5d0*P)
S1=DSIN(®.5d0*(P1-P2))
C1=DCOS(0.5d0*(P1-P2))
S2=DSIN(®.5d0*(P1+P2))
C2=Dcos(0.5d0*(P1+P2))
write(*,*) ’sl,cl,s,c,s2,c2’
write(*,*) sl,cl
write(*,*) s,c
C write(*,*) s2,c2
q(1l)=s*cl
q(2)=s*sl
q(3)=c*s2
q(4)=c*c2
return
end
C
C
C

Nn N N

subroutine averageorientation(q,n,ind,thetas,phial,phia,phia2)

real qc(4,24),qmf(4),qgqm(220000,4,24),qav(4,24),Qa(4,2),theta(24)
real thetsmin,ang,phial,phia,phia2,gnorml,gnorm(4),q(4,300000)
real gn(4),qgnr(4),gnrml, symm(300000)

real thetaav,thetas,Qb(4,2)

integer ind,nsym

open (unit=3,file="quat.symm.cubic’,status="0ld’)

read (3,%)
read (3,%) nsym
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do i=1,nsym
read(3,*) (qc(j,i),j=1,4)
end do

symm(1)=1

do i=1,4
amf(i)=q(i, 1)
end do

agm(1l,1,1)=qc(1,1)*q(4,1)+qc(4,1)*q(1,1)-qc(2,1)*q(3,1)
&+qc(3,1)*q(2,1)

am(1,2,1)=qc(2,1)*q(4,1)+qc(4,1)*q(2,1)-qc(3,1)*q(1,1)
&+qc(1,1)*q(3,1)

am(1,3,1)=qc(3,1)*q(4,1)+qc(4,1)*q(3,1)-qc(1,1)*q(2,1)
&+qc(2,1)*q1,1)

am(1,4,1)=qc(4,1)*q(4,1)-qc(1,1)*q(1,1)-qc(2,1)*q(2,1)
&-qc(3,1)*q(3,1)

do k=2,n

do j=1,24

am(k, 1,j)=qc(1,j)*q(4,k)+qc(4,j)*q(1,k)-qc(2,3j)*q(3,k)
&+qc(3,3)*q(2,k)

am(k,2,3j)=qc(2,j)*q(4,k)+qc(4,3j)*q(2,k)-qc(3,3)*q(1,k)
&+qc(1,3)*q(3,k)

am(k,3,3)=qc(3,j)*q(4,k)+qc(4,j)*q(3,k)-qc(1,j)*q(2,k)
&+qc(2,3)*q(l1,k)

am(k,4,j)=qc(4,j)*q(4,k)-qc(1,j)*q(l,k)-qc(2,3)*q(2,k)
&-qc(3,3)*q(3,k)

end do

do j=1,24
qav(l,j)=gm(k,1,j)+qmf(1)
qav(2,j)=qm(k,2, j)+qmf(2)
qav(3,j)=aqm(k, 3, j)+qmf(3)
qav(4,j)=am(k,4, j)+qmf(4)
end do

do j=1,24

gnorml=0
do i=1,4
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gnorml=gnorml+gav(i, j)*qav(i,j)

end do

gnorml=sqrt (gnorml)

do i=1,4
gav(i,j)=qav(i,j)/gnorml
end do

Qa(l,1)=gmf(1)
Qa(2,1)=qmf(2)
Qa(3, 1)=gmf(3)
Qa(4, 1)=gmf(4)
Qa(1,2)=qav(1,]j)
Qa(2,2)=qav(2,])
Qa(3,2)=qav(3,])
Qa(4,2)=qav(4,]j)

call misquat(Qa,thetsmin)
theta(j)=thetsmin

c write(*,*)thetsmin

C pause

end do

ind=0

ang=360

do m=1,24

if (ang.gt.theta(m))then
ang=theta(m)

ind=m

end if

end do

symm(k)=ind

do i=1,4
gmf(i)=qgav(i,ind)
end do

call norm(qmf,gnrml)
do i=1,4

gmf (i)=gmf (i) /gnrml
end do

end do

close(3)

C pause
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thetas=0

do k=1,n

i=symm(k)
Qb(1,2)=qmf(1)
Qb(2,2)=qmf(2)
Qb(3,2)=qmf(3)
Qb(4,2)=qmf(4)
Qb(1,1)=qgmck,1,i)
Qb(2,1)=qgmk,2,1i)
Qb(3,1)=gm(k,3,1)
Qb(4,1)=qm(k,4,i)
call misquat(Qb,thetaav)
thetas=thetas+thetaav
c write(*,*) thetaav
end do
thetas=thetas/n

c write(*,*) (qc(i,ind),i=1,4)
C pause
call g2eulB(phial,phia,phia2,gmf)

if (phial.lt.®) phial=2%3.14159+phial

if (phia.lt.®) phia=2*3.14159+phia

if (phia2.1t.0®) phia2=2%3.14159+phia2

c write(*,*)’average orientation’,phial,phia,phia2

end

Nn N0 N0 N NN

subroutine misquat(qq,thetamin)

real qq(4,2),thetamin,gresult(4),tmp(2),rquat(4)
real disor,pi

real gmax,qlmax,q2max

PI=3.14159265

C
c¢ algorithm for forming resultant quaternion

c and determining minimum angle taken from Sutton & Baluffi
C

C

note that the resultant quaternion is not returned
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because it is not in the fundamental zone

C
C
¢ note change of signs to get inverse of second orientation
C
qresult(1)=qq(l,1)*qq(4,2)-qq(4,1)*qq(1,2)

& +qq(2,1)*qq(3,2)-qq(3,1)*qq(2,2)
qresult(2)=qq(2,1)*qq(4,2)-qq(4,1)*qq(2,2)

& +qq(3,1)*qq(1,2)-qq(l,1)*qq(3,2)
qresult(3)=qq(3,1)*qq(4,2)-qq(4,1)*qq(3,2)

& +qq(1,1)*qq(2,2)-qq(2,1)*qq(1,2)
qresult(4)=qq(4,1)*qq(4,2)+qq(1,1)*qq(1,2)

& +qq(2,1)*qq(2,2)+qq(3,1)*qq(3,2)
C
c write(*,*) ’'qresult
qmax=0.
igindex=0
do 10, i=1,4
gresult(i)=abs(qresult(i))
if(gresult(i).gt.gmax) then
gmax=qresult(i)

,qresult

igindex=i

endif

10 continue

C

qlmax=0.

iglindex=0

¢ find the next highest q component
do 20, i=1,4

if(i.eq.igindex) goto 20

if(gresult(i).gt.qlmax) then

glmax=qresult (i)

iglindex=1

endif

20 continue

C

disor=amax1(gmax, (gmax+qlmax)/sqrt(2.),
& (qresult(l)+qresult(2)+qresult(3)+qresult(4))/2.)

if(disor.gt.1.0) disor=1.0

if(disor.1lt.-1.0) disor=-1.0

thetamin=acos(disor)*360. /pi

c write(*,*) ’thetamin ’,thetamin

C

g2max=0.

ig2index=0

¢ find the next highest g component
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do 30, i=1,4

if(i.eq.igindex.or.i.eq.iqlindex) goto 30

if(qresult(i).gt.q2max) then

g2max=qresult (i)

ig2index=i1i

endif

30 continue

C

rquat(4)=gmax

rquat(3)=glmax

rquat(2)=q2max

do 40, i=1,4

if(i.ne.igindex.and.
& i.ne.iglindex.and.

& i.ne.ig2index) rquat(l)=gresult(i)

40 continue

c supply the sorted quaternion
c CAUTION: note that ql<g2<q3<qg4

c whereas typical Rodrigues sorting is R1>R2>R3

return
end

C

C

C
subroutine norm(q ,gnorm)

real :: q(4),qgnorm
gnorm=0

do i=1,4
gnorm=gnorm+q (i) *q(i)
end do

gnorm=sqrt (gnorm)

end

C
C

C

subroutine g2eulB(pl,p,p2,qq)

C
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c converts quaternion to Bunge Euler angles

c based on Altmann’s solution for Euler->quat

C
real qq(4),pl,p,p2
real sum,diff
C
PI=3.14159265
C
diff=atan2(qq(2),qq(l1))
sum=atan2(qq(3),qq(4))
pl=(diff+sum)
p2=(sum-diff)
tmp=sqrt(qq(3) **2+qq(4) **2)
if(tmp.gt.1.0) tmp=1.0
p=2.*acos (tmp)
c write(*,*) ’ quaternion input= ’,qq
c write(*,*) ’'Bunge angles output= ’,pl,p,p2

c write(*,*) ’ angles [degrees]= ’,180.*pl/pi,180.*p/pi, 180

return
end
C
C
C
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Abstract

The main aim of this work was to model microstructural evolution during
recrystallization. This was achieved by characterizing it in terms of recrys-
tallization kinetics and texture development and by identifying factors that
exert the greatest effect on the recrystallization process.

To achieve the above, geometric and crystallographic observations from
two orthogonal sections through a polycrystal were used. Using these as
input to the computer simulations, a statistically representative three di-
mensional model was created. Assignment of orientations to the grains was
done such that nearest neighbor relationships match the observed distribu-
tions. The microstructures thus obtained were allowed to evolve using a
Monte-Carlo simulation. A parametric study was done to study the effects
of various factors on recrystallization kinetics and texture development dur-
ing microstructural evolution.

A set of software tools (Microstructure builder) were developed to gener-
ate the microstructures. The process involved the use of a ellipsoidal packing

method combined with a voxel-based tessellation technique to create a 3 di-



ii
mensional digital microstructure having the desired set of grain aspect ratios.
Orientation assignment to the grains in the microstructure was done using
a simulated annealing method that minimized the error between the orien-
tation distribution function (ODF) and misorientation distribution function
(MDF) of the measured and simulated materials.

The effect of grain geometry and placement of nuclei on recrystallization
kinetics was studied. A close match in the recrystallization kinetics as mea-
sured in the experiments and the simulations was found to be most sensitive
to the accuracy with which the geometry of the simulated microstructure
matched that observed in experiments.

Also the effects of anisotropy, both in energy and in mobility, stored en-
ergy and oriented nucleation on overall texture development were studied
in the light of various established competing theories of oriented nucleation
(ON), oriented growth (OG) and orientation pinning (OP). The results from
the simulations suggested that all of oriented nucleation, mobility anisotropy,
stored energy and energy anisotropy (listed in order of their relative impor-

tance) influence texture development.
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Chapter 1

Introduction

The mechanical properties and the behavior of a metal are determined by the
dislocation content, the grain size, phase structure and the grain orientation
distribution. Many of these state variables are determined by the thermo-
mechanical processing. The amount and condition of plastic deformation
determines the dislocation content and its distribution in the microstructure
as well as the deformation texture. The grain size and texture are deter-
mined during the process of recrystallization. As the density of dislocations
increases the strength increases and the ductility decreases. Smaller grain
sizes have been shown to increase the strength in steels. Texture, for ex-
ample, determines the earing behavior in beverage cans in deep drawing of
aluminum.

Parametric experimental studies to identify the important processing pa-

rameters are prohibitively costly and time consuming. Some of the param-
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eters such as grain boundary properties, are not normally considered to be
controllable hence there is a need to build quantitative models that have
predictive capability. The lack of sound knowledge about the important
parameters is a hindrance in constructing such models. Also the existing
analytical models have a very simplistic view while computer simulations are
capable of handling more complex problems that are not yet (or may never
be) analytically tractable. Also the use of simulation can deepen our under-
standing by pointing us toward doing more experimental work in important
areas.

The main objective of this work is to identify the parameters that in-
fluence the microstructural evolution during the process of recrystallization.
This is done by constructing a computer model to build a microstructure,
chapter 3, and studying its evolution during recrystallization (4, 5). The
main focus is on matching the kinetics and the texture evolution. The out-
line of the thesis is as follows. The background and the introduction to
the Monte Carlo model, which is the backbone of the work, is discussed in
chapter 2. In chapter 3 the various tools that were used to to generate a
statistically representative microstructure are discussed. Chapter 4 presents
kinetics results of the model and chapter 5 presents the results of texture
evolution. Chapter 6 discusses results obtained in the previous chapters and
some suggestions for future work are discussed in the last chapter.

No model, whether analytical or computational, can be complete if it

can not describe the expected or observed, properties. Hence we tested our
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model against commercial purity aluminum (Al-1050) obtained from the AL-
COA Technical Center. The 1050 sample was hot rolled at 326°C to a final
thickness of 6.3mm. Mohammed Haroon Alvi (a fellow student) provided es-
sential experimental data and advice (EBSD scans, measurement of texture

evolution, recrystallization kinetics) for this work.



Chapter 2

Background

2.1 Recrystallization

The annealing process can be thought of as consisting of recovery, recrys-
tallization and subsequent grain growth. All materials undergoing plastic
deformation contain defects and interfaces. During the process of recovery,
annihilation and rearrangements of dislocations takes place. Normally the
microstructural changes due to the recovery process occur homogeneously in
the material. There is only partial restoration of the properties and negligi-
ble effects on the boundaries between deformed grains. In recrystallization
new grains are formed in the deformed /recovered microstructure. These new
grains have a low dislocation density. The “new” grains (nuclei) grow to con-
sume the old grains thereby creating a new structure with a low dislocation

density. Although this new structure has a lower dislocation density it still
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has high internal surface area (many grain boundaries). The grain bound-
aries are unstable, in the sense of excess free energy, and some of them are
eliminated if annealed further. This process of grain growth eliminates the
smaller grains in favor of the large ones. The grain boundaries thus assume
a lower energy configuration. The process of recrystallization is stored
energy driven whereas the grain growth is driven primarily by curvature.

Figure 2.1! shows the schematic of the annealing process. Panel (a) shows the
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Figure 2.1: Schematic of the Annealing processing [4]

taken from [4] p. 2
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deformed grain structure with a high density of dislocations along with grain
boundaries. Panel (b) shows the grain structure after recovery and hence
a lower density of dislocations but the grain boundaries have not moved.
Panel (c) shows the formation of new grains and the onset of recrystalliza-
tion. Panel (d) shows the fully recrystallized structure with low dislocation
density grains. Panel (e) is a snapshot in time during grain growth. Notice
that the overall grain size is bigger and there are fewer grains as compared
to panel (d). Panel (f) shows abnormal grain growth (sometimes referred to

as secondary recrystallization) where a few grains grow larger than the rest.

2.2 Texture

Essentially all naturally occurring and man made materials show preferred
crystallographic orientation or textures?. It is one of the important prop-
erties governing the behavior of anisotropic polycrystalline materials. There
are various ways of representing the texture in materials. The macrotexture

can be represented by:
e Pole figures
e Inverse Pole figures
e Orientation distribution functions (ODF) in Euler space

e ODF Rodrigues-Frank space

2Only certain types of castings and powder products are texture free
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e 3x3 orthogonal rotation matrices

To represent the “microtexture”® we need three independent parameters
which specify the orientation of the crystal with respect to a fixed refer-
ence frame (generally the sample frame). The orientation of a crystal can be
described by a set of Euler angles (¢1, ®, ¢2) which take the crystal coordi-
nate axes to coincide with the sample frame coordinate axes. An alternate
description of the orientation can be done in terms of an axis angle combina-
tion using either Rodrigues vectors or quaternions. If § is the rotation
angle about axis 7 having direction cosines (u, v, w) then the Rodrigues vector
is given by:

R= ftan(g) (2.1)

while the unit quaternion is given by

q= (u sin (g) ,vsin (g),wsin (g) , COS (g)) (2.2)

Even though it might appear that the above representations have four inde-
pendent parameters, one has to remember that the axis triplet (u,v,w) has
only two independent parameters as they form the unit normal and hence

have an additional constraint.

W+l +wr=1

3generally taken to include spatial information as in the contraction of “microstructure”
and “texture”
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It is much easier to work with either the unit quaternions or the Rodrigues-
vectors in computations since the algebra for combining rotations is much
simpler.

Most cold worked materials develop particularly strong textures. Figure
2.2 shows the pole figures and the ODF for a cold rolled FCC metal. Some of
the components which occur frequently in rolled FCC metals are presented in
table 2.1* along with the Euler angles and the Miller indices ({hkl}<uvw>)>®.
Copper, Brass and S form most of the rolling texture while there may be small
traces of the others present. Many FCC metals show a growth in the cube

component during annealing .

Table 2.1: Common Texture components in FCC metals

Component || Euler angles (41, P, ¢2) {hkl} <uvw>
Cube (0,0,0) {001}<100>
Copper (0,35,45) {112}<111>
S (64.93,74.50,33.69) {231}<124>
Goss (0,45,0) {011}<100>
Brass (35,45,0) {011}<211>
Dillamore (0,27,45) {4,4,11}<11,11,8>

The growth of the cube component as the main recrystallized component
has been a hotly debated issue. It appears in aluminum, copper as well as
gold, nickel and some iron alloys. The remarkable fact is that the deformed

microstructure shows only very small amounts of cube component. There

4The exact location of some of the important texture components is depicted in ap-
pendix A

3{hkl} is the crystal direction parallel to the sample Z axis and <uvw> is the crystal
direction parallel to sample X axis.



CHAPTER 2. BACKGROUND

¢,
— e —— L
()]
; ' o (@ v
VSL T
| s |o d

a g
“ contours f

le 0 D
- o | @° ! TE g
: D 14 18 20
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Figure 2.2: FCC rolling Texture
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have been many conflicting experimental results supporting different theories
that try to explain the origin and growth of cube component. The two main
theories, Oriented Nucleation and Oriented Growth, will be discussed

in sections 2.5.1 and 2.5.2 respectively.

2.3 Grain Boundary

What is a grain boundary? A grain boundary can be defined as an array of
continuous dislocations separating two crystals. We will look only at those
properties of grain boundaries that play an important role in recrystallization
and grain growth. Since a grain boundary is the interface between two grains
(crystals) it can be described by the misorientation between the two grains
and the grain boundary inclination. The grain boundary inclination can
be expressed in terms of the grain boundary normal. It might seem that we
have 6 independent degrees of freedom, three from the misorientation and
three more from the grain boundary normal. However the grain boundary
normal has only two independent parameters since the length of the normal is
constrained to be unity. The figure 2.3 shows a grain boundary between two
grains. The two crystals (grains) have a 20° disorientation between them. In
this study we will adopt the three parameter description (misorientation) of
grain boundaries instead of the full five parameter description. The method
used to generate the 3-D microstructures, as described in chapter 3, is by

using two 2-D slices. To obtain the full five parameter grain boundary char-



CHAPTER 2. BACKGROUND 11

acter one needs a technique such as serial sectioning or statistical stereology.
Furthermore to obtain a reasonable texture assignment one would also need
more grains in the final microstructure. With a resolution of 5° one would
need data on 10° boundary segments to get a 5 parameter description[13].
The misorientation description of grain boundaries, as will be clear in the
following chapters, is sufficient to get an approximate solution, given the
system constraints. Grain boundaries can be loosely classified in terms of
the disorientation (f) between the two grains by distinguishing between a
low angle grain boundary (LAGB) and a high angle grain bound-
ary (HAGB). The cutoff angle for this distinction is ~ 10° to 15°. So we

will classify any boundary more than 15° as a high angle grain boundary
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Figure 2.3: Grain Boundary
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as explained below. The classification of grain boundaries into LAGB and
HAGB will be discussed in the following sections. This classification helps us
to get an insight in making some estimations of the anisotropy in the system
based on just the disorientation. Grain boundaries can also be divided into
tilt and twist boundaries. Tilt boundaries are those boundaries for which
the crystals on either side of the boundary are related by an disorientation
about an axis which lies in the plane of the boundary. Twist boundaries

by contrast have the axis perpendicular to the plane of the grain boundary.

2.3.1 Low angle grain boundary

A low angle boundary is an represented an array of discrete dislocations. One
of the reasons for having this distinction between LAGBs and HAGBs based
on the disorientation angles is related to the proximity of the dislocation
cores. As stated above we can represent the boundary by an array of dislo-
cations; as the disorientation angle approaches 15°, however, the dislocation
cores begin to overlap and separate dislocations can not be identified.

The energies of low angle boundaries are given by equation 2.3 [1].

Ys = Yob (A - ln(ﬁ)) (2.3)

where 7 and A constants. It is more convenient to express the above equation
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in the following form:

Vs = 'ymoi(l - ln(i)) (2.4)

m

where 7,, and 6,, are the values at the cutoff (~ 15°) for the energy and
disorientation angle respectively. The experimental results agree well with
the calculated values for low angle grain boundary energies [2].

Even today there are no conclusive quantitative results which give a clear
verdict on the shape of the mobility function with respect to the disorienta-
tion. There are only qualitative results indicating the nature of the curve. It
is generally believed that for very LAGB (6 — 0) the mobility of the bound-
ary decreases with increase in disorientation till it goes through a minimum
and then the mobility increases with disorientation (#) till § ~ 15-20° af-
ter which it is independent of #. Recent work by Winning and Rollett [61]
showed a clear transition between the low angle to high angle regime closer

to 15°.

2.3.2 High angle grain boundary

A general high angle grain boundary can be treated as a generic interface
since its structure and properties are essentially independent of disorienta-
tion. There are, however, certain “special” high angle boundaries which are
of interest since they exhibit “special” properties. Most times these bound-

aries also have “special” geometric configurations associated with these . The
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concept of a coincidence site lattice (CSL) was introduced first by Kronberg
and Wilson [3] in 1949. There have been many extensive studies on the CSL
relationship since then. Figure 2.4 (taken from Humphrey’s book [4]) shows
two interpenetrating simple cubic lattices, corresponding to shaded and open
circles. The points where the two lattices coincide, shown by solid circles,
form the coincidence site lattice. The X value, calculated as the ratio of

volume of the unit CSL cell to the volume of the standard unit cell, for the
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Figure 2.4: A coincidence site lattice formed by two simple cubic lattices [4]
illustrated for the case of 35 case
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CSL shown in fig. 2.4 is 5. A list of 3 values and the associated axis-angle
values are summarized in table 2.2 (from Mykura 1980[5]). It is assumed
by many researchers that, if a boundary contains a high density of points
in a CSL then it will have low energy. Hasson and Goux [6] showed the
correlation between calculated and experimentally measured values for grain
boundary energy in symmetrical < 100 > and < 110 > tilt boundaries in
Aluminum. Some of these special boundaries show up as cusps in the grain
boundary energy against disorientation curve. A completely opposite picture
is seen for grain boundary mobility. Some of the CSL boundaries have been
shown to be highly mobile. That is they show up as peaks in the mobility
against disorientation curve. The presence of peaks in the mobility function
does not have a one to one correspondence with the presence of cusps in the
energy function. For example, the 37 boundary has high mobility and low
energy as against the 33 boundary which has only low energy. In general
the mobility anisotropy has been shown to have higher anisotropy than the
grain boundary energy. The specific values of mobility used for this work

will be discussed in section 5.3.3.

2.4 Recrystallization + Texture evolution

The texture of the recrystallized material depends mainly on:

1. Orientation of the nuclei or new grains

2. The growth rate of the new grains
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Table 2.2: Coincident site lattices

Sigma | Rotation Axis
3 60.00 | <111 >
5 36.87 | <100 >
27 38.21 <111 >
29 38.94 < 110 >
Y11 50.48 < 110 >

>:13a 22.62 < 100 >

313b 27.80 <111 >
15 48.19 | <210 >

Y17a 28.07 | <100 >

¥17b 61.93 | <221 >

Y 19a 26.53 | <110 >

¥19b 46.83 | <111 >

>21a 21.79 <111 >
>21b 44.40 <211 >
323 4045 | <311 >
225a 16.25 < 100 >

Y25b 51.68 | < 331>

>27a 31.58 < 110 >

¥27b 3542 | <210 >

Y29a 43.61 <100 >

329b 46.39 < 221 >

For example, assume that new grains have a random texture and further
that there is no particular component favored to grow. Then one can safely
expect that the final texture, after recrystallization is complete, will have the
same distribution as that of the nuclei (new grains). Whereas if any partic-
ular component has a higher growth rate then it will become the dominant
component. In general it is the combination of these two effects that governs

the recrystallization texture. The next section deals in detail with the factors
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influencing texture and the various theories.

2.5 Factors influencing texture evolution

The most popular theories that have emerged in the past few decades fa-
vor one or the other of the two views mentioned previously. The oriented
nucleation theory claims that the origin of the recrystallized texture is in
the preferred nucleation of preferred nuclei. The oriented growth theory,
however, claims that the origin of the final texture lies in preferred growth

of particular nuclei from a more or less random initial distribution.®

2.5.1 Oriented Nucleation

The most important work for the support of this argument was done by
Dillamore and Katoh [14]. It is now widely accepted that the new grains are
generated from the original deformed matrix by subgrain coarsening. The
main contention of the oriented nucleation theory is that not all regions in
the matrix are deformed “equally”. Some of the regions are found to be
deformed more than others. These regions are more likely to “seed” the
new grains. Dillamore and Katoh calculated the rotation paths of individual
grains during the compression of polycrystalline bce iron. They showed that
bands with particular orientations have a higher tendency to form nuclei

which was supported by the experimental observation of those orientations

6The discussion is only applicable to FCC metals
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being dominant after recrystallization. Similar experiments in copper by
Ridha and Hutchinson [15] show the emergence of cube texture from the
precisely predicted regions.

Vatne et al. in their recent work [16] have shown that that cube nuclei
from deformed cube bands. They argued that the cube grains are metastable
during the process of hot deformation and serve as nucleation sites for the
new grains. They also concluded that these recrystallizing grains have a size
advantage over the other orientations. Inagaki et al. in a recent paper[17]
have reported that for high purity Aluminum rolled to high reduction (98%)
the formation of the cube nuclei was not restricted to the cube bands. On

the contrary they occurred as isolated equiaxed grains.

2.5.2 Oriented Growth

The alternate hypothesis of Oriented growth (OG) was proposed by Barrett
in 1940[18]. The theory of oriented growth is centered around the experi-
mental observations of specific rotational relationships. Early experiments
by Beck[19, 20] on artificially nucleated deformed single crystals showed ev-
idence of oriented growth in the form of rapid growth of new grains having
a 40° misorientation about < 111 > with deformed grains. There also have
been several experiments on polycrystals which favor the oriented growth
theory. There is considerable evidence that certain grain boundaries having
specific orientation relationships have high mobilities. The table 2.3 lists

a few of these “special” orientations for Aluminum. The most important of
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Table 2.3: Orientations with higher mobility and/or lower energy

Sigma | Rotation Axis

=3 60 <111 >

X=7 38.2 <111 >
> =13b 27.8 <111 >
> =19b 46.8 <111 >
¥ =3T7c 19 < 100 >

these is the X7 boundary which has been to shown to be the most mobile. By
contrast the %3 boundary, which is a low energy configuration, is relatively
immobile.

The 40° < 111 > boundary has attracted much attention since the rela-
tion between the S component {231} < 124 > which is a dominant component
in FCC rolling texture is related by this to the cube component {001}< 100 >

which is the dominant recrystallized component.

2.5.3 Other Theories

Both the above mentioned theories have notable exceptions and they alone
can not explain the wide range of experimental results. Most notably Juul
Jensen [21] showed that the growth rate for the cube grains was about 1.5
times higher than the rest, however, there was wide range of possible misori-
entation between the recrystallized grains and the deformed matrix. Imagine
a nucleus growing in a deformed matrix. As this nucleus grows, at the ex-
pense of surrounding material, its neighborhood changes constantly. As a

result it samples many different orientations during its growth and there is
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can not be a special orientation relationship between the growing cube grains
and the matrix grains.

One of the recent theories on the selection of cube texture as a major
recrystallization texture component is “orientation pinning”. Proposed by
Juul Jensen [21] it has been substantiated by Doherty et al. [23]. The theory
relies on presence of LAGB to slow the growth rate of the non-cube grains.
Assuming that the cube nuclei originate from cube bands and that the cube
bands are well separated from each other one can deduce that the cube
nuclei will impinge on other less frequently. By contrast, new grains forming
in the dominant texture component will impinge on like oriented grains more
frequently and hence will be slowed down or blocked. This theory can thus
explain the presence of stronger cube texture if the recrystallized grain size is
comparable or more than the band spacing in the deformed microstructure.
Engler[22], though, showed that “orientation pinning” alone is insufficient to
explain the growth of cube component. This conclusion is reinforced by this
work.

One can also not overlook the effect of stored energy, i.e the effect of
heterogeneity on the final texture of the microstructure. Godfrey et al. [24]
showed that the recrystallization proceeds much faster, 2 orders of magni-
tude, in a region with higher stored energy. Hence if cube nuclei occur in
the region between cube and S bands then we can expect to observe rapid
growth of these nuclei since S bands have been shown to have more stored

energy [16].
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2.6 Monte Carlo

All the references to the Monte Carlo technique in this work are actually what
statisticians like to refer to as MCMC (Markov chain Monte Carlo) models.
The Monte Carlo method encompasses any technique that involves using
random number sequences to approximate solutions to problems. The name
Monte Carlo was coined by Ulam and Metropolis [26], inspired by the card
games Ulam enjoyed playing. Monte Carlo methods have been used to solve
a variety of problems such as numerical integration to simulating a system of
interacting particles such as ferromagnetic materials. The particular method

of most interest in this context is the Potts model.

2.6.1 Potts model

The Potts model [28] is an natural extension of the the Ising Model. The
Ising model [27] is system of spins on a lattice where each spin can take
either of the two possible values +1 or -1 (up and down). The energy of the
model is derived from the interaction between the spins. The system forms
a canonical ensemble and hence if one can determine the partition function
(Z) then all the other properties such as free energy etc. can be expressed
in terms of the partition function. The PDF of a canonical distribution is
given by equation 2.5

P = —e?pT (2.5)
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where Z is the partition function given by

Z = exp(—BE({0})) (2.6)
{o}

( is the Boltzmann factor and {¢} is the combination of all the spins (possible
configurations) in the system. The partition function may or may not be
solvable in analytic form hence one needs to use a Monte Carlo technique to
approximate the solution.

In the Potts model [28] the spins are allowed to, unlike in the Ising model,
take more than two discrete values. In a q state Potts model, the spin o;
can take values ranging from 1...q. For ¢ = 2 the system reduces to an
Ising model. The energy of the system in the Potts model is calculated using

equation 2.7.
J
E=3 > ) (1-6y) (2.7)
i

where J is the interaction energy between two unlike spins. The factor of 2
is needed in the denominator to avoid double counting. Equation 2.7 holds
true only for the isotropic case with no external field applied. In general the

system energy is given by:

E= ;sz {7(si,5) (1= 00 ) b + ijjms» (2.8)

where 7(s;s;) is the interaction energy and H(s;) is the contribution to the

energy due to an external field. The first summation, on j, is over the nearest
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neighbors (This is the distance over which the interactions between various
lattice spins are considered to be significant). In the simple cubic three
dimensional lattice the count extends to the 26 nearest neighbors. The second
summation is over all the lattice sites in the system. One can easily see that
by setting the external term H(s;) to zero and making 7(s;, s;) a constant
we recover equation 2.7. We will be using the term H(s;) to represent the

stored energy.

2.6.2 Metropolis Algorithm

Metropolis et al. [29] introduced an algorithm, which carries his name, to
solve equation 2.8 using the Monte Carlo method. The steps in the Metropo-

lis Algorithm are outlined below
1. Pick a site, 7, and a new spin value, s}, at random.

2. Calculate the energy change AE associated with changing the spin of

the i** site to s!.

3. Generate a random number 7 such that 0 < r < 1.
) —AE .

4. if r < e T then accept this change

5. increment the time by 1/N.
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Thus the transition probability P is given by

1 AE <0
P = (2.9)

exp(—%) AE >0

Thus all moves which reduce the total energy of the system are always ac-
cepted while the ones which increase the system energy are accepted with
probability exp( — %—]TE) For the zero temperature case the probability re-

duces to:

1 AE<0
pP= (2.10)

0 AE>0

The above procedure is not the exact Metropolis algorithm but an adaptation
for the Potts model. For the Ising model a lattice site can only take two values
of spin hence the probability given by 2.9 represents the probability of spin

flip.

2.6.3 n-fold Way

The basic, or “brute force”, Monte Carlo is very inefficient when dealing
with large and sparse datasets. After a considerable amount of coarsening
has taken place the probability of a successful transition is very low since
many of the lattice sites are surrounded by sites having the same spin. Bortz
et al.[30] first proposed an algorithm to eliminate unsuccessful attempts a

priori, so that all the attempts are accepted. The basic idea of the scheme is
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to calculate all the spin flip probabilities beforehand. To do this the lattice
sites are sorted by spin-flip probability classes. Each site having a similar
environment will have the same transition energy for a flip. Once all the
classes are known the sum of all spin-flip probabilities is calculated in the

following fashion:

Qn = mipy (211)
J

where the sum is over all the possible classes and the probability of each class
is given by 2.9 and n; is the number of sites belonging to j** class. The NFW

algorithm then proceeds in the following manner.
1. Pick a random number r and increment time by an amount At.

2. Choose a class k such that
Qr-1 < rQn < Qy

3. Randomly choose one of the sites in the k" class

4. flip the spin of the site

5. Update the class of the chosen spin and its neighbors
6. Calculate @,

In the conventional Potts model, the time is incremented after every at-

tempted flip whether it is successful or not. In the NFW approach, however,
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only the flips that are successful are allowed. Hence the time increment in
the NFW has to be scaled accordingly. Novotny [31] provides a detailed dis-
cussion about the time increment in NFW (effectively treated as a Poisson
process). In essence the time increment is given by

Q-1

At = —Tln(r) (2.12)

where Q is the total number of spins allowed in the system and A is system

level activity given by

A= i P(AE;) (2.13)

2.6.4 Grain Growth and Recrystallization

The use of Monte Carlo methods have been discussed in detail in many pub-
lications. Anderson, Srolovitz, Grest and Sahani put together a set of papers
[48, 49, 50, 51, 52] verifying the behavior of the MC model for simulating
grain growth. The first step is to map a continuum grain structure onto
a discrete lattice. Each lattice point is assigned a spin value depending on
which grain the site is embedded within. The initialization of the systems
to get the correct properties is one of the most important parts of the MC
simulations. We will discuss the approach to depict the three dimensional
microstructure used for this work in chapter 3. Shown below is an example

of a 2-D microstructure.
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1 1 18 18 18 18 18 18 18 18
18 18 18 18 18 18 18 18 18 18
856 856 18 18 18 18 18 18 18 18

595 18 18 18 18 18 18 18 18 18

18 6 618 618 831 6 6 6 6 6
6 6 6 6 6 6 6 6 6 628
628 6 6 6 6 6 6 6 6 779
779 6 6 6 6 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1

Each lattice site is assigned a spin value. The spin value is identical to
the grain number. Thus the limit on the number spins allowed, Quqz, in
the microstructure is decided by the number of grains in the system. The
nuclei are assigned spins greater than q,,q.. This structure shows nuclei
(having spin value >500) embedded in a matrix. The total energy of the
system is given by the Potts Hamiltonian, equation 2.8 [28]. Each lattice
site contributes H(s;) bulk energy to the system; this can be thought of
as being analogous to the density of dislocations. For the simulation of
recrystallization this value of bulk energy, for the nuclei, can be set to a low
value similar to a dislocation free nucleus. The basic merit of the MC model
is the inherent simplicity of the model. It is very easy to input the energy and

mobility, discussed in detail in 5.3, for the system. To incorporate mobility
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the transition probability in equation 2.9 is modified as follows

v(si,85) p(sirs;) AE <0
P — Ymaz Hmaz o (214)
¥(si,85) u(snsJ‘)eXp( — M) AE >0

Ymaz  Hmaz BT

By varying the coordination number n in equation 2.8 one can include as
many nearest neighbors as desired in the interaction term. However in 3-D
Anderson et al. showed that it is necessary and sufficient to include the con-
tributions up to the third nearest neighbors. Anderson[48] showed the effect
of using a square lattice in 2D Monte Carlo simulations. In the longer time
configurations the grains seemed to be “frozen” and most of the boundaries
met at either 90° or 180°. Holm in her 1991 Phy. Rev. paper [32] showed
that, by increasing the lattice temperature or by including longer range in-
teractions, the “lattice pinning” can be eliminated. The interaction energy
is also dependent on the the orientation of the sites. Thus one can control or
limit effect of the anisotropy on the system. Also since there are only a finite
number of spins allowed, it is possible to calculate the interaction between
various terms beforehand and shorten the running time of the code. Like
any other model this model is not free of short-comings and the most no-
table among them is the inherent lattice anisotropy. Holm [33] has analyzed

(in both 2D and 3D) the lattice effects on grain growth.



Chapter 3

Microstructure Builder

3.1 Introduction

This chapter describes methods for generating a three dimensional polycrys-
talline microstructure that is representative of an experimentally character-
ized sample. The input is from two orthogonal observations in the form of
EBSD maps of cross sections of the polycrystalline sample. Approximating
the grains as ellipsoids and combining with a Voronoi tessellation technique,
a microstructure was generated. The emphasis was on generating a mi-
crostructure which was statistically similar to the experimentally observed
rather than reproducing an exact match to a specific volume, which would
require 3D X-ray method or serial sectioning. These methods need exper-
tise in the particular field, which are still under development, and are very

time consuming. Using the orientation distribution and misorientation dis-

29
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tribution between nearest neighbor grains, the generated microstructure was

overlaid with texture.

3.2 Experimental Input

3.2.1 EBSD maps

The input to the Microstructure Builder was in the form of Electron Back-
Scatter Diffraction (EBSD) maps. An EBSD map is a list of pixels containing
information about location x, y coordinates, from a reference point, and
the crystallographic orientation at each point. Using this information the
pixels aggregated into grains using a predetermined threshold misorientation
between neighboring pixels. The EBSD maps provide information not only
about the geometry, size and shape, of the experimental microstructure, but

also of the crystallographic orientation (texture).

Figure 3.1: A typical EBSD map

Figure 3.1 shows a typical EBSD map with an enlarged small portion of
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Orientation Imaging Microscopy
scan areas
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Figure 3.2: EBSD observation areas

it. The enlarged portion shows the resolution of the scan, indicating that
the scan was done on a square grid. The grains are distinguished by colors
assigned based on the crystallographic orientations. Grain boundaries are
drawn between a pair of pixels if the disorientation (angle only) was larger
than 15 degrees.

Figure 3.2 shows the observation planes of a polycrystalline sample. The
scans are obtained from two orthogonal planes, one perpendicular to the
sample normal direction (ND) and the other perpendicular to the sample
rolling direction (RD). The two scans must be on orthogonal planes to get
the full form of distribution on the ellipsoid shape distribution function. The
sample axis 1, X, (e1) is || to RD sample axis 2, Y, (e2) is || to TD and
sample axis 3, Z, (e3) is || to ND. A third section would provide information
that could be used to check the size distribution. The ellipsoids used here
are assumed to have their semi-axes aligned with the specimen axes although

the method allows for the ellipsoid orientations to vary (an untested option).
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3.3 Ellipsoid Shape Distribution

The basic assumption, as stated earlier, is that the grains can be approxi-
mated as ellipsoids. This assumption holds true for the aluminum samples
discussed in this thesis. Figure 3.3 shows the three semi-axes as a along
X axis, b along Y and c along Z axis respectively. Each ellipsoid can be

completely described by its semi-axes, eq. 3.1.

(26 +() < 1)

Assuming that there is no gradient in grain size through the sample and
that the ellipsoids have the same orientation, then a homogeneous distri-
bution of ellipsoids f(a, b, c¢) is sufficient to represent the grain size and
shape distribution. Even though the full form of f(a, b, ¢) is impossible to

calculate, one can approximate or estimate it by eq. 3.2.

fla, b, ¢) = f(a, b) - f(c|b) (3.2)

Both f(a, b) and f(c|b) can be obtained from the set of orthogonal
orientation scans. The procedure to obtain these is described in detail

elsewhere.[7]
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3.4 Population of Ellipsoids

3.4.1 Sampling from distribution

The simulation domain is in the form of a cubical box whose dimensions are
1x1x1. This box is populated with a sampling of ellipsoids drawn from the
distribution f(a, b, ¢). For this purpose the distribution function f(a, b, ¢)
must be scaled appropriately. The values of the semi-axes a, b and ¢ must
be expressed in terms of fractions of the box size, in this case 1. The scal-
ing factor is determined by the total number of grains desired in the final
microstructure. For example, consider a microstructure with 1000 mono-
dispersed equiaxed grains, that is a = b = ¢ and f(a, b, c) is the delta

function. The values of a, hence b and ¢, are picked such that;

1000 x (volume of a ellipsoid) =1

-
Ll

Figure 3.3: Ellipsoid
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- 4 3
(volume of a ellipsoid) = 3Xmxa

giving a ~ 0.05.

For each ellipsoid generated the semi-axes are chosen from the given dis-
tribution function. This can be done by generating values for a’, b and ¢
such that, 0> a’' > Gz, 0> ' > bpae and 0> ¢ > ¢4z respectively. Next a
random number, say ry, is generated. The choice of a’, b’ and ¢ is accepted
if f(a', b, ) < ry. If the choice is accepted the ellipsoid is placed inside
the simulation box by randomly choosing coordinates as its center.

Thus a set of overlapping ellipsoids is generated. The exact scheme used
in this study will be discussed in a later section 3.9.3. The total number of
ellipsoids generated is many times the target number of grains (by a factor

of about 10-100).

3.4.2 Minimal subset

Out of this set of ellipsoids only a minimal subset is retained such that it
optimally fills the simulation box. An optimal filling is defined as a system
having minimal overlap and maximum space filling. This could be achieved
by solving a many-body dynamics problem as in [8]. Since there is no theory
to indicate a unique solution to this problem, however, the approach discussed
here uses Monte Carlo integration to approximate the packing.

The Simulation box is populated by Monte Carlo integration points. In

the present case we use the ellipsoid centers as integration points. The system
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cost for each point is evaluated by calculating the number of ellipsoids that
a given point is contained within. Consuming a point decreases the system
cost by a fixed amount, say 5. If another ellipsoid tries to engulf a point
contained in another ellipsoid, the system cost increases by another amount,
say a.

Even though we do not want the ellipsoids to overlap, the penalty as-
sessed for engulfing a Monte Carlo point should not be same throughout.
For example a point well within the engulfing ellipsoid should have a higher
penalty than a point near its periphery. The following function is used to

quantify a.

a= 1:% <1 - ?—j) (3.3)
C2

where, w is the overlap encouragement factor, { is the zero penalty and
E is the ellipsoid function. Given a point (i, j, k), an ellipsoid with semi-
axes (a, b, ¢) and an ellipsoid center (z, y, z), then the ellipsoid function is
defined by equation 3.4. Since a given integration point might be contained

in more than one ellipsoids the total penalty is just the sum of individual

E= (Z;”:) +<%> +<k;z> (3.4)

The values of w and ( are chosen empirically to achieve maximum space

penalties.

filling and minimum overlap. For example, for the work described in the
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later sections we used values of 1.00 and 0.95 for w and ( respectively. Using
these to calculate the cost decrease, 3, for removing a point and overlap
penalty, «, the system energy can be calculated. Numerical experiments
suggest that these values are near optimal and that the packing algorithm
will only generate small deviations from these values.

A simulated annealing algorithm is used to choose a subset of the el-
lipsoids by minimizing the system energy. The algorithm proceeds in the
following manner. A random subset of the ellipsoids is chosen from the orig-
inal set such that the total volume contained in the subset is about the same
as the box volume. The total energy of the system is evaluated. This energy
is then minimized by a series of add, subtract, swap and jog transactions.
Any transaction that reduces the energy is accepted. If a transaction in-
creases the energy then it is accepted with a certain probability depending
on the amount of increase (which is a user input). The transactions allowed
are addition where a randomly chosen ellipsoid is added to the existing set;
subtraction is where a randomly chosen ellipsoid is taken out of the set; swap
is where a randomly chosen ellipsoid in the set is replaced by another ran-
domly chosen ellipsoid not in the set; and jog is where a randomly chosen
ellipsoid is replaced by another ellipsoid contained in it.

The procedure discussed above generates an optimal set, &£, of ellipsoids
which forms the grain structure in the final microstructure. There might be
regions, in the simulation box, that are contained in more than one ellipsoid

and others that are not contained in any. To overcome this difficulty, the
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Cellular Automaton (CA) approach|7] can be used. In the C'A the centroids
of the ellipses are used as nucleation sites and the grains are allowed to
grow until they impinge and the total space is filled. Even though this
automatically eliminates overlaps and empty space in the box, the output is
not a periodic structure but , it can easily be made to be so. The approach
discussed in the next few sections uses a Voronoi tessellation based approach

to generate a non overlapping and space filling microstructure.

3.5 Voronoi Diagram

Voronoi Diagrams have been known for more than century. They have been
studied since middle of the 19"" century, first by Dirichlet[1850] and by
Voronoi[1908]. The concept finds uses in the natural sciences, mathemat-
ics and computer science. Some of the applications are Wigner-Seitz zones,
Johnson-Mehl and Apollonius Model, Thiessen Polygons, nearest neighbor
clustering, facility location, path planning, medial axis etc. Given a set of
points in a region, the Voronoi diagram divides the region based on a nearest
neighbor rule [9]. Let P = {py,ps,...,pn} be a set of points, sites, in Eu-
clidean plane. The Voronoi regions are calculated by partitioning the plane
by assigning every point in the plane to its closest site. The Voronoi region

V(p;) consists of points at least as close to p; as to any other site:

Vip)={z:lpp—z| < |pj—z| Vj#i} (3.5)
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Some points do not have a unique site as a nearest neighbor. The
set of all the points that have more than one nearest neighbor form the
Voronoi diagram V(P) [10]. In other words: “The Voronoi diagram of a
finite set of S points in the plane is a partition of the plane so that each
region of the partition is the locus of points which are closer to one member

of S than to any other member. [11]”

3.5.1 Properties of Voronoi Diagrams

Some of the important properties of the Voronoi diagrams are listed as fol-

lows:

V1. Each Voronoi region V(p;) is convex
V2. V(p;) is unbounded iff p; is on the convex hull of the point set S.

V3. Every nearest neighbor of p; in S defines an edge of the Voronoi region

V(pi)'

V4. Every vertex, v, of the Voronoi Diagram, V(P), is the circumcenter of

a facet of the Delaunay triangle associated with v.

3.6 Tessellation

As stated previously we are interested in generating a non-overlapping space

filling structure. The idea here is to do so by utilizing the properties of
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(a) Voronoi region

(b) Voronoi Diagram of the same set

Figure 3.4: (a)Voronoi region (b)Voronoi diagram [9] on a set of points
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Voronoi diagram V(P). The Voronoi diagram divides the space into Voronoi
regions, which by definition is a non- overlapping set. The method used
to compute the Voronoi diagram utilizes Delaunay triangulation, which is
a straight line dual of V(P). To generate the Voronoi regions the space! is
sampled randomly with points, so call this set S. For each of the sampled
points in S, the number of ellipsoids, from the set £ (as defined in 3.4.2),
that it is contained in can be calculated. Out of these sampled points, only
those contained in one and only one ellipsoid are retained. That is, if a
point is contained by more than one ellipsoid, or is contained in neither, it is
eliminated from S. Using this set S we construct the Voronoi diagram V(P).
According to the property V2 of the Voronoi diagram as stated 3.5.1 all the
Voronoi regions associated with the points in the input set S which do not lie
on the convex-hull of § are bounded. This implies, however, that the points
on the convex-hull of S are unbounded. To overcome this problem and also to
generate a periodic structure the input set S is modified as described below.
As described earlier to generate the set S we sample the space, which we will
call R. R is a bounded box as defined by user. For purpose of outlining the
method say it is a box bounded by z = 0;2 = X;y = 0;y = Y;2z = 0 and
z = Z planes. Hence the points in S are bounded by (0,0,0) and (z1,y1, 21).
For every point p; in S, 26 copies are generated by adding or subtracting X or
Y or Z to the coordinates of p;. That is, if the coordinates of p; are (z1,y1, 21)

then the copies of p; are (z1 — X,yl — Y, 21 — Z), (21 — X,yl — Y, 21),

Inot the entire space but only a subspace. For example 1 x 1 x 1 box.
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(x1-=X,y1-Y, 214 2), (21— X,yl,21—-Z) ... (21 4+ X,y1+ Y, 21+ Z). As
a result the points which were on the convex hull of V(P) are now interior

points and hence the Voronoi regions associated with them are all bounded.
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Figure 3.5: Periodic Structure

The figure 3.5 illustrates this in 2 dimensions. The original space from
which 20 points are chosen randomly is the central highlighted square. This
square is padded from all the sides with its eight nearest, first and second,
neighbors. These are populated by making copies of the points, already
selected, displaced in one or both the orthogonal directions by the size of

the box. To demonstrate the effect on the points on the convex hull and the
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periodicity, consider the point, p, bounded by the box and contained in the
central square. The box around it is the Voronoi region associated with it,
obtained by drawing the perpendicular bisectors between p and its nearest
neighbors. This would have been unbounded if p were on the convex hull.
Now corresponding to p there are eight more copies. The one of the most
interest, however, is the one contained in square directly above it, that is in
square “1”, label it p’. The Voronoi region associated with p is clearly not
contained in the bounding box, square “0”. At the same time the Voronoi
region V (p') is not contained entirely in “1” and some of it “leaks” into “0”.
This is an exact replica of the part of V(p) which lies outside the box “0”
but is displaced by the box height. Thus it appears as if the Voronoi region
associated with p is continued at the top of the box. It is easy to see that
the same would hold true for any other point on the convex hull. Now if only
the original square, “0”, is retained (after constructing V(P) on the extended
space) then we obtain a network of Voronoi cells (regions) which are periodic

in the box length.

3.7 Grain Assignment

As stated in section 3.6 the space is sampled and only points which lie inside
one and only one ellipsoid are retained. Hence it is possible to assign every
point in S to an ellipsoid. After constructing the Voronoi diagram on the

extended set S’ the resulting Voronoi regions have a one to one correspon-
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dence to the points in S. That is for every Voronoi region V(p;) there is a
unique point p; € S. Hence the Voronoi regions/cells can also be assigned
to ellipsoids in £.2 These Voronoi regions can be aggregated into grains by
assigning them to an ellipsoid. For example if ellipsoid F,, € £ contains
points p;,pj,...pr and hence the Voronoi regions V(p;), V(p;),..., V(pk)
are aggregated to form a single grain, with grain id m. Thus all the Voronoi
cells can be aggregated to form a set of grains.

As the cells themselves are non-overlapping and space filling, the grains
are just collections of cells, are also non-overlapping and are space filling.
Also, since the grains are roughly similar to the ellipsoids in the set £, they
have a similar shape and size distribution as dictated by distribution function
f(a, b, ¢). The detailed quantitative relationship between these distributions
has, however, yet to be determined. The output microstructure obtained is
in terms of Voronoi vertexes, edges, and patches. If desired one can convert

it to a regular grid in the following manner:

1. Sample the box on a regular grid. For example, insert points along the

X axis with a step size of 1.

2. For every point find the Voronoi region and hence the grain that it is

contained within.

3. Assign each point the grain id.

2Even though the point p; is contained in ellipsoid E,,, the associated Voronoi region
V(p;) need not be entirely contained in E,,.
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3.8 Texture

Once the microstructure is generated, texture can be added to it using the
approach discussed by Miodownik et al. [12] and Saylor et al. [7]. The as-
sumption made is that the crystallographic texture for the entire polycrys-
talline material can be sufficiently summarized in terms of the orientation
distribution (ODF) and the misorientation distribution (MDF') across grain
boundaries. Also any effects of long distance correlations, if present, are

negligible.

3.8.1 Texture input

As stated in section 3.2.1 the input is in the form of EBSD maps having
orientation and grain shape/size information. The observations have the
orientation information, for each pixel of the scan, in terms of Euler angles
(p1, D, ¢2) with respect to the sample axes. Since the measurements on
EBSD do not take into account the symmetry, the observed angles have
to be rotated so that they are brought into the fundamental zone. These
Euler angles are converted into vectors in homochoric space and binned (as
decided by the user, but a typical discretization uses 1000 cells in the ODF
and 1000 cells in the MDF). Using this orientation information a discrete
form of the ODF, f.,,(g), can be calculated. Similarly a discrete form of the
MDF, f..,(Ag), can be calculated by using a pair of orientations. The pair

is chosen such that each observation is across a grain boundary segment. A
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grain boundary segment is defined by pixels having a misorientation  greater

than a value 6, which is decided by the user.

3.8.2 Texture Assignment

To assign texture to the generated microstructure another assumption, in
addition to the ones stated at the beginning of this section, is made. We
assume that each entire grain has one single orientation. That is, there is
no spread in orientation inside each grain. Every voxel has the same value
for the set of quaternions or Euler angles describing the orientation. This
assumption though is not entirely accurate. The assumption is that the
average behavior of the macroscopic system does not depend on the spread
of orientation inside each grain but depends only on the average orientation
of grain. The effect of orientation spread or the presence of dislocations in
the grains is expressed through the stored energy in each grain.

Initially each grain is assigned a orientation chosen randomly. One could
also make an educated guess based on prior knowledge of the material and
its history to chose the set of initial assignments. When the grains are aggre-
gated to form the microstructure (as described in section 3.7) a list of volumes
contained in each grain and the boundary areas between different grains is
also generated. Using these the ODF and the MDF for the generated mi-
crostructure are calculated; we call them f*™(g) and f*™(Ag) respectively.
Once we have the values of f™(g) and f*"™(Ag) the error value, \ , between

the experimental and the assigned values is calculated using equation 3.6,
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37 (Fm(Ag); — £ (Ag);), (3.6)

J

where index i is over all the orientation categories and index j is over all
the misorientation categories. Once the system error is calculated the goal
is to reduce it by orientation change and orientation swap operations. An
orientation change will changes the orientation of a randomly chosen grain to
a random orientation. An orientation swap choses two grains and swaps their
orientations. After each operation, chosen randomly from the two described
above, the new system error (A\"¢”) and the change in the error (A)) are
calculated, where A\ = A" — X\. An operation is either accepted or rejected

based on the probability given by equation 3.7 (which is similar to 2.9).

L) AN<0 .
exp (“42) Ax>0

Hence every operation which reduces the system error is always accepted
and the probability of accepting the operation, if the system error increases,
determined by the value T, is less than one. The iteration procedure is

repeated until the error is reduced below a predetermined limit or after a

certain predetermined number of iterations (~ 50).



CHAPTER 3. MICROSTRUCTURE BUILDER 47

3.9 Application to commercial purity Aluminum

3.9.1 Experimental Observations

h\, . 5

2 oy o BTN
 E—————— Boundary levels: 15° —
200.0 ym = 100 steps  IPF [001] 75.00 pm = 100 steps  |PF [001]

(a) Planar view (b) Transverse view

Figure 3.6: Deformed Micro structure (experimental observation on the Al-
1050 sample)

The figure 3.6 shows two orthogonal views of the commercial purity Alu-
minum sample that was to be modeled. The planar view is a of section per-
pendicular to the sample normal direction (ND) and the transverse view is
of a section perpendicular to the sample rolling direction (RD). The EBSD
maps were obtained in a Phillips FEI X140 Field Emission Gun scanning
electron microscope using the TSL™ EBSD software. The first conclusion
one can draw by visually inspecting the microstructure is that the grains

are extremely elongated along the rolling direction. After analyzing the mi-
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crostructure the grains were shown to have semi-axes ratios of approximately
>20:4:1. The material also shows the expected rolling texture components,
S, brass and Copper, along with some amount of cube component. About
32% of the texture could not be resolved into any of the standard texture

components for Aluminum.3

3.9.2 Geometrical Stretching

Due to the memory constraints on a serial machine and the design of the algo-
rithm there is a limit on how many grains can be included when generating
a microstructure. Also, if the experimentally observed microstructure has
elongated grains then it puts additional constraints on the Microstructure
builder. One could solve this problem while still working within the frame-
work of the Microstructure builder by parallelizing the code. This, however,
would have been a time intensive solution. The other way is to get around
it is by generating a slightly non-equiaxed structure and then subject it to
an affine expansion. The Microstructure Builder can be broken down into 4
parts. These are summarized in table 3.1. The first three steps are carried
out the same way as described earlier. The output of step three (tessellation)
gives the Voronoi cells which are then aggregated to from the grain structure
in step four. We expand the Voronoi cells by scaling the vertexes forming the

cell appropriately. For example let the desired stretching by 5x2x1 along

3We used a 15 ° disorientation from the exact location of a component as the criteria
for binning
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RD, TD and ND respectively. To achieve this stretch each set of vertex co-
ordinates of each cell are multiplied by a (5,2,1 stretch), assuming that RD

is along X axis, TD is along Y axis and ND is along Z axis.

Table 3.1: M S Builder

step no. | brief description
1 Extraction grain geometry from the EBSD maps
2 Generation of a optimal set of ellipsoids
3 Tessellation
4 Grain aggregation from the tessellation

TD

m |

ND
RD

ND RD

(a) before stretching (b) after stretching

Figure 3.7: Affine stretching

Figure 3.7 shows the effect of stretching on one grain in the microstruc-
ture. The grain is stretched along the RD by a factor of 5, along the TD by
a factor of 2 and no stretching is applied along ND. The volume of the grain

as a result of this stretching is increased by a factor of 10.
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3.9.3 Simulated Microstructure

We will present the results here and a detailed discussion will follow in chapter
6. The initial input to the microstructure builder was a list of ellipsoid centers
sampled from a 1x1x1 box. Even though the observed semi-axes ratio was
>20:4:1, it was not possible to generate a microstructure with a large number
of grains having a distribution with an average semi-axes ratio of >20:4:1.
Hence initially a microstructure with semi-axes with a ratio of 3 x 2 x 1 was
generated which was then subjected to an expansion of 5 x 2 x 1.

Each ellipsoid was assigned values for the semi-axes drawn from a flat
distribution centered around an average value of (0.09,0.06,0.03). The center
coordinates are chosen using following scheme. Choose an arbitrary point in
the box as the coordinates of the center of an ellipsoid. Compare the box size
with the minimum of the semi-axes lengths of said ellipsoid. If the box size is
greater than twice the minimal semi axis then divide the box into 8 quadrants
and re-sample, that is add another, new, ellipsoid (for each quadrant) to the
list. This procedure is repeated by subdividing each of the boxes recursively
until the box size is less than or equal to a user input fraction (default value
set at 0.333) times the minimal semi axis length. Figure 3.8 illustrates the
above with the means of a flow diagram.

Using the above set of ellipsoid centers as input we selected a subset
which had maximal space filling and minimal overlap. The set of ellipsoids

thus generated was then padded from all sides by half the box size, following
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Figure 3.8: Flow diagram illustrating the the process of population of ellip-
soids

the scheme as discussed in 3.6, to form an input to the tessellation. The
Voronoi cells are then grouped to form the final microstructure.

Figure 3.9 shows the simulated microstructure after the stretching. The
microstructure depicted in figure 3.9 has ~800 grains. Using the procedure
discussed in section 3.8 texture is added to the microstructure. Figure 3.10

shows the texture fitting. The error ()\) at the start of the texture assignment
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Figure 3.9: Simulated Microstructure (output of the Microstructure Builder)

was 0.0086 and at the end was 8.7 x 107°.
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Figure 3.10: Texture Fitting (average value is 100)



Chapter 4

Recrystallization Kinetics

4.1 Recrystallization

The process of recrystallization can be broadly divided into nucleation of
new grains and growth of these new grains. Figure 4.1 shows a typical
recrystallization behavior. It shows a plot of fraction recrystallized of the
deformed material as a function of time. At early times there are nucleation
events. This is then followed by subsequent growth of the new grains until
the growing grains impinge each other. Even though for any given (recrys-
tallizing) grain the events of nucleation and grain growth occur in the given
order, in general these process can occur simultaneously in various parts of
the material. These and other important topics concerning the kinetics of

recrystallization will be discussed in the following sections of this chapter.

04
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Figure 4.1: Typical recrystallization Kinetics

4.2 Nucleation

We begin by defining, for at least this discussion, what we mean by a nucleus.
A nucleus is a small grain or crystal having a relatively dislocation free inte-
rior growing into the deformed matrix. As a result, the stored energy for the
nucleus is small and the difference in the stored energy between nucleus and
the deformed matrix constitutes the driving force for the process of recrys-
tallization. The nuclei are separated from the surrounding deformed matrix
(grains) by high angle grain boundaries. As stated in the previous section,
nuclei can be formed at any time during the process of recrystallization. This
makes nucleation a complex phenomenon to model. Since there is so much

variability in the nucleation rate it is also an important factor influencing
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the rate of recrystallization. The rate at which nuclei are generated in the

deformed structure, in general, will be a function of time.

I(t) = No+ Nt

j = Nlnt"_l

where I(t) is the number of nuclei at any given time t. N; and n are constants.
I is the rate at which new nuclei are formed. Clearly if n = 0 then the system
has a fixed number of nuclei present at time ¢ = 0. This special case is called
site saturated nucleation. When n = 1 we get a constant rate for nucleation;
this case is called the constant nucleation rate case.

Apart from the nucleation rates there can also be variability in the occur-
rence of nuclei in the microstructure. Cahn[40] has made a detailed analysis
from the perspective of occurrence of nuclei at specific sites. The nuclei can
be formed at grain boundaries (where two grains meet) or at edges (where
three grains meet) or corners (where four grains meet). The effect of occur-

rence of nuclei at specific sites will be discussed further in 4.4.
4.3 Factors affecting recrystallization kinet-
ics

Here we list the major factors of interest.
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F1.

F2.

F3.

The deformed structure. The amount of deformation and the mode!
of deformation affect the rate of recrystallization. Deformation affects
the amount of stored energy and the number of nuclei as well as their
neighborhood in the microstructure. Anderson and Mehl [25] showed
that with an increase in tensile strain the rate of recrystallization in-
creases in aluminum. Also for most materials there is a minimum strain
below which recrystallization will not take place. Above this threshold
the rate of recrystallization increases steadily until it hits a plateau and

does not increase further.

The deformation texture. Different grains in the same microstruc-
ture have a difference in the stored energy due to the differing activities
of the active slip systems present. This in turn depends on the initial
orientations of the grains. Hibbard and Tully [37] showed that single
crystals having different orientations showed different recrystallization

kinetics.

The deformed grain size. Fine grained material is generally found
to recrystallize much faster than a coarse grain material. This is due to
more nucleation sites being available since there is more grain boundary
area available for smaller grain sized material than in a material with
coarse grains. Hutchinson et al. [38] showed the effect of initial grain

size on kinetics in copper.

Lonly plane strain compression considered
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F4. Solutes. The primary effect of solutes is to slow down the recrys-
tallization front through solute drag [39]. Therefore recrystallization

temperatures rise with increasing solute content.

F5. The annealing conditions. Annealing conditions such as annealing
temperature and heating rate have a great effect on the kinetics. The
rate of recrystallization has a Arrhenius relationship with the annealing

temperature, given by equation 4.1.

_ 1 _Q
Rate = P Ce:z:p( 5T) (4.1)

where tg5 is the time it takes for 50% of the material to recrystallize,
Q is the activation energy, T is the annealing temperature and S is
the Boltzmann constant. This is a direct consequence of the thermally

activated nature of both the nucleation and growth stages.

4.4 The JMAK model

The Johnson-Mehl- Avrami-Kolmogorov or the JMAK model is the basic
theory of recrystallization kinetics and transformation kinetics in general.
Even though Kolmogorov (1937), Johnson and Mehl (1939) and Avrami
(1939) developed their theories independently around the same time, we shall
treat them as one single model. The model makes some fairly simple assump-

tions to arrive at a relationship between the fraction of recrystallized material
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as a function of annealing time, depicted in equation 4.2:

X =1—exp(—kt") (4.2)

where X is the volume fraction of the recrystallized material

B Volume rex.
~ total Volume

t is the time and k£ and n are constants. The model assumes that the nu-
cleation sites are randomly distributed in space. It also assumes an isotropic
growth rate. Although the model is simplistic it gives us a useful tool to
study the kinetics of recrystallization because the microstructure and the
spatial characteristics of nucleation dictate the exponents one gets from the
Avrami plots. The details of the model can be found in the original papers of
Kolmogorov [41], Johnson and Mehl [42] and Avrami [43, 44, 45]. The article
by Christian has a good discussion about the relation between nucleation and
growth rates and the exponents[46].

From Avrami [44] we have the following relation between the extended
volume (V;)? and the volume (V), where the assumption of random distri-

butions of nuclei is critical;

dV =dV,(1-V) (4.3)

2volume of the material that would have recrystallized in absence of impingement of
nuclei on each other
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V=1-—¢" (4.4)

A similar equation can be derived for the extended volume fraction.

X=1—¢ e (4.5)

where X, is the extended volume fraction given by equation 4.6

t
X. - / VAN (4.6)
0
dN = Ndt (4.7)
t
Xep = / V Ndt (4.8)
0

Depending on the rate of nucleation and the spatial characteristics of nucle-
ation® the value of the extended volume fraction will change. As an example,
for continuous nucleation (N = Ny, constant) with random placement and
sufficiently low volume fraction of nuclei* we get X., = C;Nyt* where C is
a geometrical factor.

One can make Avrami plots, plot log(log(1/(1-X))) as a function of log(t),
to obtain the JMAK exponents (slope of the plots). Cahn [40] discusses the
effect of non random nucleation in the case of site saturated nucleation. He
also gave master curves for the various nucleation schemes. Table 4.1 sum-

marizes the theoretical exponents one can obtain using the JMAK approach.

3grain boundary nucleation or edge nucleation or corner nucleation
4so that we can ignore the effect of impingement effects. Normally, JMAK assumes
infinitely small (point) nuclei.
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Experimental observations of Rosen et al. [34] have shown the presence
of a transition point in exponents between the short times and long times.

This transition is presumably due to the impingement of growing grains.

4.5 Experimental exponents

There were several early experiments, for example Anderson and Mehl [25],
showing good agreement with the theoretically expected value for JMAK
exponent of n~4. These experiments had very low amounts of deformation so
that the nucleation truly approached random distribution. Yet, experiments
involving larger deformations rarely show good agreement with the expected
exponents. Often the JMAK plots are nonlinear or have a slope of less than
3, for a site saturation assumption, or both. These departures from the

theoretical predictions can be attributed to the effect of the following factors

1. Non-Random distribution of the nuclei: There is evidence of non-
random nucleation in almost all materials including a particular study
presented with this work in later chapters. Examples of non-random

nucleation in literature include the works of Rosen et al.[34] in iron,

Table 4.1: Theoretical JMAK exponents

Nucleation type | Continuous nucleation | Site saturated nucleation

Corner 4 3

Grain Edge 3 2

Grain Boundary 2 1
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Hutchinson et al.[38] in in copper and Hjelen et al. [35] in aluminum.

2. Recovery during recrystallization: Vandermeer and Gordon[36]
showed that the lower exponents can be explained using loss of driving

pressure due to simultaneous recovery.

3. Stored energy: Hutchinson et al.[38] showed that the regions with
higher stored energy recrystallized first. Rollett et al.[47] showed using
Monte-Carlo simulations the effect of non-uniform stored energy on the

lowering of JMAK exponent.

In short, the variation in the JMAK exponent from the theoretical values
has been well studied and is mostly attributed to the inhomogeneity in the
microstructure giving rise to non-random nucleation or non-random distri-

bution of the stored energy.

4.6 Simulation

All the simulations were carried out by using the Monte Carlo model [48,
49, 50, 51, 52]. The input microstructure was in form of a regular lattice
structure on a cubic grid. All the simulations assumed site saturated con-
ditions for nucleation based on experimental evidence[56]. All the nuclei
were added to the microstructure at time £ = 0 and the system was al-
lowed to evolve. The values of JMAK exponents were obtained by plotting

In(In(1/(1-X))) against In(t). These exponents were compared with the ex-
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perimentally obtained exponents from the recrystallization kinetics of A11050
samples annealed isothermally. The JMAK exponents were obtained for dif-
ferent temperatures. It was found that for the different temperatures the

JMAK exponents remained unchanged[56].

4.6.1 Results

Table 4.2: Comparison of the time scaling to obtain the JMAK exponents
for the experimental and simulated cases

Simulation conditions ot 0t simulations
experimental in MCS
in sec.

Randomly placed nuclei 50 300

3% nuclei placed only at grain 50 150
boundaries

10% nuclei placed only at grain 50 100
boundaries

6% nuclei semi-axes ratio 3:2:1 50 1000

6% nuclei semi-axes ratio 15:4:1 50 500

For each set of conditions, Avrami plots are presented alongside the ex-
perimental results. The slopes, JMAK exponents in each case, are also in-
cluded in the plots. Since the time is arbitrary and the “real” initial time
point (¢ = 0) can not be determined, an arbitrary fixed value 6t was added
to all the time values. In both, the as-received sample and the simulated
microstructure, there is a fixed initial volume fraction of nuclei. That is, it
is assumed, in both cases, that the nucleation has already taken place and

that the system has reached a state where there are no further nucleation
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events. This implies that a finite time has already elapsed. The value §t was
determined so that the JMAK curves were most straight lines. The value
of 0t was different for different conditions. The values of §t are reported in

table 4.2.

Effect of nucleation sites

The following simulations were carried out on a system whose size was a
100x100x 100 box. Figure 4.2 shows the Avrami plot for the case of a low vol-
ume fraction, 3%, of nuclei spread randomly throughout the microstructure.
A standard linear regression was applied to each dataset and the coefficients

in y = mx + a are displayed in the plot.

& simulation
2F mexptl

1F y=2963x- 2089

y=1.3757x-10455

In(In(1/(1-X)))

Intt)

Figure 4.2: Recrystallization Kinetics with randomly placed nuclei

Figure 4.3 shows the results of having the same number of initial nuclei
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Figure 4.3: Kinetics with 3% nuclei placed only at grain boundaries

in the system, namely 3%, but where the nuclei are placed only at the grain
boundaries.

Figure 4.4 displays the result of increasing the number of nuclei put into
the system from 3% to 10% while still maintaining the nuclei placement at

grain boundaries. Clearly this latter approach leads to the best agreement.

Effect of Grain geometry

For the following results the box size was varied and as a result the ratio
of semi-axes was also varied. Figure 4.5 shows a JMAK plot for a nearly
equiaxed grain structure. The grains had semi axes ratios of 3:2:1 in RD,
TD and ND respectively.

Figure 4.6 shows JMAK plot with a pancake like grain structure. The
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Figure 4.6: Kinetics for a microstructure having semi-axes ratios 15:4:1

Table 4.3: Grain geometry effect on JMAK exponents

Semi-axes ratio | nuclei fraction | JMAK exponent
15:4:1 3% 2.07
15:4:1 6% 1.76
3:2:1 6% 2.24

grains had a semi axes ratios of 15:4:1 in RD, TD and ND respectively.
Again the elongated grain shape in the deformed structure resulted in better
agreement.

We will discuss the results in more detail in chapter 6. Briefly one can
conclude that the grain geometry, nuclei placement and nuclei fraction all

affect the recrystallization kinetics.



Chapter 5

Texture Evolution

This chapter primarily discusses the texture evolution during the process of
recrystallization. The first part highlights the experimental results and shows
the emergence of cube as a dominant texture component. The important
factors influencing texture development are also identified. The next part
discusses the simulation procedures. Lastly, simulation results for the various

cases are presented.

Cube Component

As discussed in section 2.4 the Cube component emerges as the dominant
texture component after recrystallization in most FCC rolled materials. The
details of the evolution and the other components present will be discussed
in the following section. The main intention of the work presented here is to

have a model which matches as closely as possible the experimental results in

68
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all aspects including texture development. Hence it is necessary to identify

the important factors.

5.1 Experimental texture evolution

The experimental results discussed are obtained from an isothermally an-
nealed Al1050 sample at 375°C. The data was extracted from EBSD maps.
To optimize the statistics, data from multiple scans was pooled together. All

the scans were obtained from a plane perpendicular to the Rolling direction

(RD).
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Figure 5.1: Experimental Texture evolution
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Figure 5.1 shows the texture evolution as a function of time in terms of
volume fractions of components. The texture components at each time step,
or observation point, are calculated by binning the orientation data. The
binning criterion is decided by the disorientation. Each Euler angle triplet
in the scan is converted to quaternions, say ¢;. The disorientation between
this ¢; and the various components®, geomy is calculated and binning is done
by the smallest disorientation angle within 15° of the component.

The texture evolution of each component is reported in terms of volume
fraction of that particular component at any given time step. For example
the volume fraction of the cube component at time t = 900 s is 0.37. The

volume fraction, f, at any time, ¢, is calculated by

o Volume of the component(t)
B total Volume(t)

The S component ({231}< 124 >) is the dominant component at the
initial time as expected in a rolled aluminum sample. Along with S, other
major rolling texture components, copper and brass, make up most of the
initial texture. There is a certain amount, though very small, ~5%, of
cube present initially. But at later times the recrystallizing cube component
({001} < 100 >)grows to be the dominant texture. In both the deformed
state as well as the completely recrystallized state there was a significant

amount of texture which could not be categorized into any of the known

!The list of texture components used is the same as the one presented in table2.1
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components for Aluminum. This will be referred to as the “rest”.

5.2 Factors influencing Texture Evolution

As noted in section 2.5 the factors controlling texture evolution are:
e Oriented Nucleation
e Oriented Growth
e Stored Energy

One of the aims of this study is to identify the relative importance of these
factors. To achieve this objective, Monte Carlo simulations were performed
while varying the system parameters (factors) stated above. The Oriented
Growth theory is centered around the specific rotational relationships that
may exist between different grains. This is due to either lower grain boundary
energy and/or higher mobility associated with special boundaries. Hence to
gain a better understanding, this study looked at the anisotropy by treating
mobility and energy anisotropy separately. Thus we have the following factors

oriented nucleation, energy anisotropy, mobility anisotropy and stored energy.

5.3 System Setup

Recrystallization is carried out using the Monte Carlo simulation technique as

described in the section 2.6.1. The setup involves generating a representative
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microstructure, adding nuclei to the microstructure, adding anisotropy to the
system (both energy and mobility) and calculating stored energy for each

deformed grain.

5.3.1 Microstructure

The microstructure is generated using the Microstructure Builder as dis-
cussed in ch. 3. We begin by extracting the geometry and the orientation
data from the experimental EBSD maps. Using the geometry data we build
a distribution of ellipsoids which will eventually describe the grains in the
microstructure. Using a random set of points we make a Voronoi diagram.
Each of the Voronoi cells are assigned to the ellipsoids thus make a space fill-
ing grain structure. Areas of grain boundaries and volumes of the grains are
calculated. Each grain is assigned a crystallographic orientation such that
the difference between both the orientation distribution function (ODF) and
the misorientation distribution function (MDF) of the assigned orientations
and target distribution is minimized. This microstructure is then fed as an
input to the Monte Carlo codes to simulate recrystallization.

To have a good match of initial texture assignment the initial microstruc-
ture should at least have a few thousand grains [54]. The experimental obser-
vations, as depicted in figure 3.6, indicate that the grains are elongated along
the rolling direction and can be approximated as ellipsoids. These ellipsoids
have the longest semi-axes length in the rolling direction and the smallest in

the normal direction. To have a statistically similar microstructure, an initial
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set of slightly equiaxed ellipsoids was generated which was then stretched to
get the desired grain shape. The final microstructure was in form of a cubical
lattice of size 500x200x100. Each of the lattice points was labeled by the
grain number/id which can serve as the spin number, ¢, in the Monte Carlo

simulations.

5.3.2 Nucleation

Once we have the microstructure, the next step is to add nuclei to the system.
Here the assumption is made that system exhibits site saturated nucleation.
This assumption is made since the system being modeled showed site satu-
ration type nucleation. In general it is fairly straightforward to model any
other type of nucleation scheme. Also all the nuclei are given a fixed size
of three voxels. The nucleation itself can be broken down into two different

components.

i. nuclei placement
ii. nuclei orientation

These two components can either be treated separately or as a combination
depending on the problem at hand. For example if one is trying to model
a system having absolutely no or very little correlation between the nuclei
placement and the nuclei texture then one can have two separate algorithms
to mimic the process of nucleation. Whereas, if one believes that the two are

highly correlated, as in the present case, then one has to design an algorithm
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to address both the issues at the same time. The following is the algorithm
to add nuclei to the microstructure employed for this study.

Two important assumptions are made in this implementation. The first of
these, as already stated, is the site saturation condition. The other assump-
tion is that the nuclei (new grains) occur only at sites which are adjacent to
or on interfaces between two grains. This second assumption is justified in

present case since the experimental observations support the claim [56].

Algorithm

We will first present the algorithm and then study it in more detail with the

help of an example.
1. Read the data (microstructure, M, and probability matrix, P?);
2. Build a list of sites on grain boundaries, say L;
3. Pick a site from L, say s;;
4. If s; is recrystallized remove from £ and go to 3;
5. if s; has two or more deformed neighbors proceed, else, go to 3;
6. Read the texture of this s;, say o;;

7. Pick a nucleus texture (equivalent to picking a q value), say op;

2The probability matrix P is more properly termed a frequency matrix since we mul-
tiply each entry of the probability matrix with the total number of nuclei needed to make
the required volume fraction
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8. If P(on,0;) is greater than 0 accept the assignment remove s; from £

and go to 10;
9. Else go to 10;
10. Repeat above till required number of nuclei generated.

The probability matrix is generated from the experimental observations.
Since it is impracticable to have a probability matrix associated with ev-
ery orientation even in the reduced fundamental zone, the orientations were
binned into the major texture components. For the present study the compo-
nents chosen were Cube, Brass, Copper, S and rest (for both deformed as
well as recrystallized). Thus the probability matrix P is a 5 x 5 matrix whose
(i, 7)™ entry is the probability of finding a nucleus with orientation close to
C; next to a deformed grain with orientation close to C;. C; and C; both
belong to the above mentioned component list. To speed up the (numerical)
process of nucleation, each entry in P was multiplied by the total number of
nuclei to be added to give, in effect, a frequency matrix. Every time there is
a successful assignment we mark off the (i, j)* entry by one.

Example: Assume we happen to choose a site, from £, in the deformed
grain having an orientation close S; if this site does not have two or more
deformed neighbors then we reject this as a possible nucleation site. On the
other hand, if it meets the criteria, then we randomly choose an orientation

for the nucleus from a preexisting list of possible orientations (generated from

experimental observations). The nucleus orientation we happen to chose is,
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say, brass. If the entry in P corresponding to a brass nucleus next to a
deformed S grain is less than or equal to 0 then we discard both nucleus
and the location and choose the site again. If the entry is positive then we
accept this particular location for placing the nucleus with the particular
orientation. The entry P(brass, S) is reduced by one and the site is removed
from the list of possible sites for nucleation. Table 5.1 shows the probabilities
used in the simulations. To get P, each entry in the matrix is be multiplied
by the number of nuclei to be included in the simulations. Example, for a
microstructure of size 500 x 200 x 100 and having 6% volume fraction of

nuclei each entry is be multiplied by 2000003

Table 5.1: Probability matrix used in the simulations

Cube | Brass | Copper S Rest

Cube 0.344 | 0.0515 | 0.0454 | 0.219 | 0.296
Brass | 0.0727 | 0.355 | 0.0417 | 0.298 | 0.232
Copper | 0.0155 | 0.0636 | 0.324 | 0.184 | 0.388
S 0.156 | 0.0987 | 0.102 | 0.353 | 0.274
Rest 0.122 | 0.0753 | 0.0548 | 0.203 | 0.522

5.3.3 Energy-Mobility

The anisotropy in the system is expressed via anisotropy in energy and
anisotropy in mobility. In this simulation scheme, only the sites adjacent

to an interface of two grains are allowed to change state (flip spin). Hence

3 Assuming that each nuclei has a volume of 3 voxels hence total number of nuclei are:
Nnuclei - Vtotal x fraction / 3
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only the grain boundary energy and mobility are important.

Energy Anisotropy

The energy anisotropy is characterized by the misorientation between the
two neighboring grains. We divide the boundaries into low angle boundaries
(disorientation # < 15°) and high angle boundaries (f > 15°). The energy of

grain boundaries in the low angle regime is expressed by equation 5.1.

v =~"0"(1 —1In(0") (5.1)

%)

.
where 6* is 155

and v* is a normalizing factor. For the high angle bound-
aries the energy associated is constant at v*. The only exceptions are certain
“special” boundaries. There has been considerable experimental work to in-
vestigate the exact nature of the grain boundary energy curve as function
of misorientation as well as the full five parameter description (misorienta-
tion and boundary normal). For this study, though, only misorientation is
considered. Figure 5.2 shows the variation of grain boundary energy as a
function of misorientation angle (). The value of energy increases as the
misorientation angle increases till the high angle value (~ 15°). The cusps in
the energy value shown in the figure are associated with only special bound-
aries and not all boundaries having those misorientation angles. The special
boundaries considered here are 33, ¥7, >X13b and X19b. The rotation axis

and angles are presented in table 2.3.
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Figure 5.2: Grain boundary energy

Mobility Anisotropy

Similar to energy, the mobility anisotropy is also characterized by the grain
boundary misorientation. Unlike the grain boundary energy which has cusps,
or valleys for the special boundary configurations, the mobility plot shows
peaks corresponding to the highly mobile boundaries. Figure 5.3 shows the
plot of mobility as a function of the misorientation angle. The peaks in plot
correspond to ¥37c , X7 and X19b boundaries. These CSL values have been
noted to have higher mobilities in both experimental and atomistic simulation
results [57, 58, 59, 60]. Note all these are in the < 111 > misorientation
axis series. Thus the peaks shown in figure 5.3 are unique points in the 3

dimensional misorientation space
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Figure 5.3: Grain boundary Mobility as a function of misorientation angle

5.3.4 Stored Energy

Each grain in the system is assigned a single value for the stored energy.
It is assumed that there is no local variation of stored energy inside each
grain. Further, all the grains having a similar orientation are given the same
stored energy. For example, two grains having an orientation close to copper
are assigned the same value for stored energy. This assumption, though
simplistic, is a good first order approximation. Thus all sites in all grains
having similar orientation are assigned the same value for stored energy.
The method for determining the stored energy values associated with each

component is discussed elsewhere (sec. 6.2). Table 5.2 gives the values of
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stored energy used for the various components. *

Table 5.2: Stored Energy assignment

Component | Stored Energy | Vatne values
Cube 1.0 1.0
Brass 1.23 0.75

Copper 1.24 0.9
S 1.27 1.3
rest 0.96 1.0

All the rolling components (Brass, Copper and S) have a higher stored
energy as compared to Cube. These data agree well with those obtained by

Vatne et al. [16]° for a similar system.

5.4 Simulation Conditions

Once the microstructure is generated, with the texture assignment, and nu-
clei, grain boundary properties and the stored energy have been specified,
Monte Carlo simulations can be run. This study looked at the effect of
oriented nucleation, energy and mobility anisotropy and stored energy on
texture evolution. Since the objective of the study is to identify the relative
importance of the above mentioned factors, the simulations examined the
effect of turning each of the factors on or off. The table 5.3 summarizes the

different conditions for which the simulations were done. An X in a column

4All values relative to the cube component
5The values published in the paper used /4 as stored energy estimator instead of the
Read Shockley relationship
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implies a factor being turned OFF (its effect not included). A 4/ in a column

implies a factor being turned ON.

Table 5.3: Simulation Conditions

Oriented Mobility Energy Stored Fig. number
Nucleation Anisotropy Anisotropy Energy

X Vv Vv Vv 5.4

Vi X X Vv 5.5

V X Vv X 5.6

V X Vv Vv 5.7

Vv Vv X X 5.8

Vv Vv X v 5.9

vV Vv Vv X 5.10

Vv v v v 5.11

5.5 Results

The results are presented as plots depicting texture evolution of two of the

components (Cube and S). These were chosen since the S is the dominant de-

formation texture component and Cube is the dominant texture component

after the recrystallization is complete. Each of the plots shows a compari-

son between the experimental and the simulation results. The error bars on

the experimental results are based on compiling the data from various scan

areas (using the max/min values), while the error bars for the simulations

are from different runs (typically 3-4 runs per set of conditions and using

standard deviations). The initial volume fractions of the S component shows

a discrepancy between the experimental and the simulated values. There can
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be two possible explanations for this. First, as stated earlier, one needs a few
thousand grains to completely describe the orientation/misorientation space
whereas the simulated structure has approximately 800 grains. Second, even
though the volume fraction and hence the ODF might not be an exact match,
this mismatch can be compensated by a better match in the MDF, thereby
reducing the overall error in the system in the fitting process.

Figure 5.4 shows the result of drawing the nuclei from a random distribu-
tion. The nuclei placement and the nuclei texture assignment were carried
out randomly. Stored energy and anisotropy effects were included. The sim-
ulated texture development is sharply different from the experimental one.

Figure 5.5 shows the result of turning the oriented nucleation and the
stored energy ON. Figure 5.6 shows the result of turning the oriented nucle-
ation and the energy anisotropy ON.

Figure 5.8 shows the result of turning the oriented nucleation and the
mobility anisotropy ON. Figure 5.7 shows the result of turning the oriented
nucleation, stored energy and the energy anisotropy ON. Figure 5.9 shows
the result of turning the oriented nucleation, stored energy and the mobility
anisotropy ON. Figure 5.10 shows the result of turning the oriented nucle-
ation and both mobility and energy anisotropy on. Figure 5.11 shows the

result of turning ON all the factors.
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Figure 5.12 shows all the texture evolution of all the relevant texture
components for the case which includes the effect of all the factors. Most
of the components show a steady decrease in the volume fraction as time
increases. Only “cube”, which is the dominant component at the end of
recrystallization, and “Goss” show an increase volume fraction as the time
increase. Overall, the texture evolution of the various components in the

simulations follow the experimentally measured trends.
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Figure 5.12: Comparing texture evolution of all the relevant components



Chapter 6

Discussion

6.1 Microstructure Builder

The output of the microstructure builder is shown in figure 3.9. A visual
comparison with the simulated microstructure in the figure 3.6 shows that we
have been successful in generating a representative microstructure geometry.
The aim is not to generate an exact reproduction of the specific microstruc-
ture but to generate one which is statistically similar to the experimental
input. The central idea is to capture the overall microstructural geometry
of the sample rather than the details. The microstructure generated used
ellipsoids centered around (15,4,1) as the semi-axes ratio set. This value for
the ratio was chosen empirically while trying to stay as close as possible to
the experimentally observed geometry. The biggest constraint on generating

an elongated geometry, like the one seen in the experimental observation of

38
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the Al-1050, is the number of grains in the final microstructure. One would
ideally like to have ~ 1000 grains in the generated microstructure to get
good statistics. The limitations on the computer memory prevented us from
generating a large system with many grains. The microstructure generated
here has ~800 grains. Although this is not as many grains as one would like
to have, it is the closest match in geometry that could be generated while
still maximizing the number of grains. All the grains are assumed to have

their semi-axes parallel to the sample axes.
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Figure 6.1: Grain Size Comparison

The plot in figure 6.1 shows grain size distributions from experiments

and from simulations. The grain size distribution for the experiments was
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obtained from multiple sections from a plane perpendicular to the Rolling
Direction. For the simulations the microstructure was sliced perpendicular
to one of the sample axis. The axis chosen was the one along which the
ellipsoids had the longest semi-axis, which can be thought of as being the
Rolling Direction in the simulated microstructure. To calculate grain size
the grains were first fitted with ellipses and the semi-axes were calculated.
Once we have the semi-axes the sphere equivalent radius was calculated. If
a particular grain is approximated by an ellipse with ¢ and b as semi-axes

length then the grain size, s is given by:

s =+vVa?+b?

The scaling in the simulations was done by setting the average grain size
in the simulations equal to the average grain size in the experiments. An
additional issue in the comparison of the distributions was that the experi-
mental data for the distribution was binned with variable bins, i.e. not all
the bins were of the same width, and the total number of bins was differ-
ent in the simulations and the experimental dataset. Hence to compare the
distribution, we normalized both the distributions by the total area under
the curve. Even with only ~800 grains in the simulated microstructure, the
distributions are very close. Note how the flat distribution used to generate
the initial ellipsoid set has been converted into a realistic distribution by the

packing and selection process section (3.4.2).
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Figure 6.2: ODF difference between the experimentally observed distribution
and the one obtained from texture fitting

Figure 6.2 shows the difference orientation distribution function (ODF).
The ODF is calculated by dividing the 90 x 90 x 90 euler space into bins
with a width of 5° along each Euler angle (¢1, ®, ¢2). The difference ODF is
calculated by taking the absolute difference between the experimental and the
simulated intensities in each of the bins. A higher value in any of the bins
implies a larger difference between the fitted and experimentally observed
texture. In fig. 6.2, contours are drawn at 0.5, 1.0, 2.0, 4.0, 8.0 and 16.0

times average intensity. The difference ODF suggests that for most of the
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bins the fitting procedure does a good job in assigning orientation. There still
are a few locations which show differences. This can be due to two factors.
First is the limited number of grains in the system. If the ODF is divided
the way mentioned above then there a total of 19% bins whereas there are
only 800 grains in the system and so only a limited number of orientations
possible. The other factor is that the fitting procedure forces both the ODF
and the misorientation distribution function (MDF) to match. The error is
calculated using eqn. 3.6 and only moves that reduce the total error are
permitted. Any new assignment of orientations changes both the ODF and
MDF and hence the error associated with each distribution. A particular
orientation assignment might worsen the error in the ODF but improve the
total error. Hence the final orientation assignment might not be the most

ideal fit for the ODF but the total error will be the least.

6.2 Stored Energy Calculation

There have been various methods in the literature proposed to estimate the
stored energy. The stored energy can be characterized by direct measure-
ment methods like calorimetry or indirect methods like hardness measure-
ment. Calorimetry involves the measurement of energy change during an-
nealing and includes both the geometrically necessary and free dislocations.
Other methods of calculating the stored energy are X-Ray line broadening,

subgrain analysis in both TEM and EBSD and the aforementioned hardness
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measurements (Vicker’s Microhardness and Nano-indentation). It is not pos-
sible to get the stored energy in individual components using Calorimetry.
Using the hardness measurements, careful experimental setup of where the
indents are made, and then measuring the the neighborhood of the indents,
one can obtain the stored energy of different components. Borbély et al. [53]
recently reported a stored energy calculation of different components using
an X-Ray broadening technique. Vatne et al. [16] reported use of a subgrain
analysis method with EBSD measurements to arrive at the stored energy
for individual components. The subgrain analysis method in EBSD will be

discussed in more detail in the next subsection along with the relevant theory.

6.2.1 Sub-Grain Analysis

The subgrain analysis relies on identifying the subgrain structure in the ma-
terial. Hence it can be used with any technique capable of resolving the
microstructure to that level for example TEM measurements that include
orientation measurement. We shall, however, restrict this discussion to only
EBSD measurements. The basic requirement for this type of measurement
is to clearly partition the subgrains. This a very important point and we will
revisit this again. A subgrain is defined as a region which has low disloca-
tion density and is surrounded by a walls of high dislocation density. These
“walls” of high dislocation densities can be regarded as low angle boundaries
(having low grain boundary disorientation). Thus any method capable of

showing these low angle boundaries can be employed to use this analysis.
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Using the EBSD measurements one can achieve this objective. The method
to calculate the stored energy is based on the estimation of the area of a low
angle grain boundary and the specific energy of the low angle grain boundary
(7s). 7s can be estimated by using dislocation theory as developed by Read
and Shockley [1] and summarized by equation 2.4. The area of the low angle
grain boundary can be estimated as ~ 3/D (D is the subgrain diameter).
Thus the stored energy per unit volume (Ep) is given by equation 6.1.
_ 3%

Ep = (6.1)

Substituting equation 2.4 we get:

Bma (1 In(2))

Ep = 5 (6.2)

Both 6 and D, the subgrain diameter, can be determined experimentally
and thus the stored energy can be determined using subgrain analysis. Ad-
ditionally one can determine the average orientation of the subgrains and
thus classify the grains by the component it is closest to. Using this one can
determine the stored energy based on the component. Vatne et al. [16] used
this approach to calculate stored energy based on the texture component.

This method only counts the dislocations which form the subgrain bound-
ary and ignores all other contributions to the stored energy such as “statis-
tically stored” dislocations. Also it requires that the dislocations form a

continuous piece of boundary to be included in the counting. The figure
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6.3 is a cartoon which illustrates this point. The original grain has been
divided by the subgrain boundary denoted by b1 into subgrains A and B.
The boundary b1l is an intermediate disorientation boundary. The grain B
shows a piece of “hanging” boundary contained within it. The boundary b2
starts off as a relatively low angle boundary after which it may split up in
two or more even lower angle boundaries which go undetected since they are
below the detection threshold. The subgrain analysis does not include the
dislocations forming boundary bl because it does not enclose any part of the
grain. As a result the stored energy calculated using the subgrain analysis
method will not reflect all the dislocations. Of course in principle, EBSD at
a fine enough resolution should be able to capture all the GND content but

this is impracticable in the SEM.

Figure 6.3: “Hanging” sub-boundary
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6.2.2 Boundary Segment Analysis

Boundary Segment Analysis uses a similar idea as discussed previously
about counting subgrains. Instead, however, of finding a continuous line of
dislocations forming a subgrain boundary, this method looks at all LAGB seg-
ments which may or may not be a part of a subgrain boundary. This LAGB
segment shall be referred to as a boundary segment. For every boundary
segment, the disorientation associated with it is calculated. Once the disori-
entation is calculated we use equation 6.2 to estimate the stored energy as-
sociated with it. Since we are not looking at a subgrain there is no subgrain
diameter, D. Equation 6.2 therefore needs to be modified. The proposed

equation is given by

6 = Vm:—; <1 - ln(;—m>) <%> <§> (6.3)

where ¢; is the energy associated with the it* boundary segment, 6; is the
disorientation, A is the area and A is the step size. The factor % gives
the line length per unit area and also the right dimension. 7 [55] is the
steriological factor to convert from line length per unit area to surface per
unit volume. It follows from equation 6.3 that all boundary segments having
same disorientation value will have the same stored energy. Thus to calculate
the total stored energy, the entire observational area is binned by boundary

segments having same disorientation and then the number in each bin is
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convoluted with the stored energy associated with the center of each bin.

Ey = Z(fjfj)

_ ; fj{vmg—i <1 _ ln(g—:n)> <%) <%> } (6.4)

Equation 6.4 is the final equation to calculate the total stored energy based
on boundary segments. 6; is the center of the j* bin and f; is the frequency
associated with the 5" bin. To calculate the stored energy in each component

the following equation can be used

@G

where EY;, 65 and f5 are the stored energy, disorientation of the center of gth
bin and frequency j* bin associated with component c respectively. Table

5.2 sums the result of using the above analysis on the Al-1050 sample.

6.3 Recrystallization Kinetics

Figures 4.2 to 4.6 show JMAK plots for the various simulation conditions.
As noted earlier the plots contain both the experimental and the simulated
results. The experimental results (indicated by black squares) were obtained
from the AI-1050 system. The JMAK exponent obtained from the exper-

imental results is ~ 1.38. This value, which is far from the value of “3”
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expected for the theoretical case of randomly placed site saturated nuclei
and isotropic 3D growth, indicates that the system does not exhibit random
nucleation. A close inspection of the EBSD scans indicates that most of the
nuclei occur along the grain boundaries and in clusters. Figure 6.4 shows
nuclei occurring at grain boundaries. They appear in clusters and are not
spread uniformly along the all the boundaries. The region marked in red
shows the presence of nuclei on grain boundary, whereas the region marked

in blue shows a piece of grain boundary without any nuclei on it. The dia-

Figure 6.4: Nuclei on grain boundaries

monds in each plot show the data points for the simulations. Since we are
interested only in the slopes of the JMAK curves, no time scaling was done
but it is assumed that the scaling would be linear. The experimental curves
were shifted so that the two plots lie in the same region.

In the case of randomly placed nuclei we recover the slope of the simu-
lation JMAK plot close to the theoretically expected value of “3”. Contrast
this to the case of placing the nuclei at grain boundaries, where one recovers

a slope of ~ 2. As we increase the total number of nuclei in the system we
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can see a gradual change in the slope of the JMAK curve from the value of
~ 2, at 3% volume fraction of nuclei, to ~ 1.33, at 10% volume fraction of
nuclei. The figures 4.5 and 4.6 compare the effect of changing the geome-
try from slightly equiaxed grains to a rolled structure with elongated grains
while keeping the same volume fraction (6%) of nuclei. To explain this, let
us revisit Cahn’s analysis. Cahn in his '56 paper proposed a master curve
governing a transformation which nucleates at grain boundaries, edges and
corners. All of these curves had a JMAK slope of 4 at the beginning and
depending on the type of nucleation, the slope changes at later times. For
the case of the grain boundary surface nucleation the slope decreases from a
value of 4 to a value of 1. His analysis was for the case of constant nucleation.
For site saturated nucleation the slope changes from an initial value of 3 to
a final value of 1. The change in slope occurs when the “growing grains”
begin to impinge on each other. He also assumed that the nucleation sites
are distributed randomly along the boundary surface, resulting in almost all
the grains impinging at about the same time, hence giving a well-marked
transition in the master curve. This point of transition in the curve depends
on the total number of nuclei present.

In all the simulations discussed earlier, the nuclei were placed on the grain
boundaries only, thus one would expect that they would follow the master
curve for grain boundary nucleation. The plots (both the experimental and
simulated) show that there is no transition point in the curves where the

slope changes from 3 to 1. The reason for the deviation from this expected
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behavior can be explained by taking into account the fact that, even though
the nucleation sites are at grain boundaries, they are non-uniformly dis-
tributed. Hence, once these “new” grains start growing, impingement does
not occur at the same time for all the grains. As a result the transition
point is smeared out and the slope is higher than the expected value of “1”.
At any given time the system has some grains which have already impinged
on other grains while others are growing without having yet impinged. The
final slope of the JMAK plot is hence a function of the number of (volume
fraction) nuclei in the system. If the system contains a smaller initial vol-
ume fraction of recrystallizing grains then there will be more grains growing
without impingement which will increase the slope to a higher value. This
is seen in the simulations when we vary the volume fraction of the nuclei in
the system from 3% to 10% and the slope changes from 1.96 to 1.33. The
impingement also depends on the effective volume available for the nuclei. If
the effective volume available is smaller then more nuclei will experience the
impingement. This can be seen by varying the grain geometry. In the nearly
equiaxed grains the total volume available for nucleation is ~ 27% where as

in the case of the elongated grains it is ~ 17%. !

!The total system size is not the same in these two cases. The system with the elongated
grains has 10 times the size. Also the stretching does not conserve the volume of the
grains; if it were to conserve the volume while elongating the grains the boundary area
would increase.



CHAPTER 6. DISCUSSION 101

6.4 Texture Evolution

The objective of the study is to determine the parameters controlling the pro-
cess of recrystallization. Table 5.3 lists the simulation conditions for study-
ing the effects on texture evolution. The results are presented in the texture
evolution plots in figures 5.4 to 5.11. The rationale behind showing just
two components has been already explained earlier. The blue lines show the
Cube component and the red lines show the evolution of the S component
during recrystallization. The results are presented as the time evolution of
the volume fraction of components and not the error between the simulated
and experimental values because we only have six experimental observations.
These observations are sufficient to give us a qualitative idea of texture evo-
lution but one would have to interpolate between observations to extract a
quantitative behavior. Let us first present the factors in the order of their

importance and then we will look at the rationale behind this summary.
1. Oriented nucleation
2. Mobility Anisotropy
3. Stored Energy
4. Energy Anisotropy

When the nuclei orientation are selected randomly, even though Cube is the
dominant component at the end of recrystallization, the final volume fraction

is still far away from the experimentally observed value between 40-50%.
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When the results, shown in figure 5.4, are compared with the results shown
in figure 5.11, where all the other conditions are identical and the nuclei
orientations are selected according to the earlier mentioned scheme, it can
be concluded that oriented nucleation plays a very important role. Table 6.1
shows the initial volume fractions of the different components in the case of

random nucleation and the experimentally observed distribution. Oriented

Table 6.1: Comparison of initial texture (all numbers reported as percentage
of the total volume)

Component | Experimental | Random Nucleation
Cube 24 13
Brass 2.4 3.4
Copper 5.3 5.2
S 24 6.0

nucleation is the most important factor but by no means the only factor
required, as is evident by examining the evolution for the other cases. It is
fairly clear that a combination of other factors is necessary if not all. Figures
5.6, 5.5 and 5.8 show that including energy anisotropy, stored energy and
mobility anisotropy separately with oriented nucleation, can not provide the
desired result. In all the three cases, the cube component shows reasonable
growth but either it is not the dominant component and/or the S component
does not follow the experimental pattern. For the case of including only
the stored energy, the Cube component is dominant but at late times the
S component increases again. For the case of including only the energy

anisotropy, S never decreases. Including only the mobility anisotropy gives
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the closest result but the S component does not fall fast enough. Thus one can
conclude that the next most important factor governing the texture evolution
is the mobility anisotropy. Comparing figures 5.5 and 5.7 it appears that
including the energy anisotropy helps the growth of S component. Similarly
by comparing the figures 5.8 and 5.10, one can draw a similar conclusion.
If stored energy and the anisotropy due to mobility are included then the
texture of the final microstructure has the best match with the experimental
results.

Thus the factors in the order of their relative importance are oriented
nucleation, mobility anisotropy, stored energy and grain boundary energy
anisotropy. The initial rise of Cube and the fall of the S component can be
attributed to the effect of stored energy which can be inferred by comparing
figures 5.8 and 5.9. The difference between these two figures is that figure 5.9
also includes the effect of stored energy in addition to the oriented nucleation
and mobility anisotropy. The stored energy of all the nuclei is the same
“zero” which is in accordance with the fact that the new grains are relatively
dislocation free and hence have lower stored energy. The stored energy of
the deformed grains is determined by the orientation of the grains and the
values shown in table 5.2. Hence stored energy will dominate the early part
of the texture evolution since all the nuclei are surrounded by deformed
grains. Once the nuclei impinge on each other, however, the anisotropy
starts playing an important role. As noted earlier it appears that including

the energy anisotropy seems to help the growth of the S component at later
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times. Figure 5.2 shows the energy anisotropy as a function of disorientation
angle. A general high angle boundary has high mobility and also high energy
other than the special CSL boundaries. The energy anisotropy has cusps
for the special boundaries while the mobility anisotropy has peaks. The
cube component is related to S by having a misorientation of 40° about the
< 111 > axis, which happens to be close to the %7 type of boundary. The
mobility curve has a peak at the X7 position (figure 5.3) implying that this
boundary is highly mobile. Thus the anisotropy in mobility can help the
growth of the cube component when the cube and the S nuclei impinge on
each other. On the other hand the X7 position in the energy curve has a
cusp implying that the boundary has lower energy. Hence if the effect of
energy anisotropy is included and if the cube and S nuclei impinge, then the
boundary is going to be a stable boundary and cube component can not grow
at the expense of S. Hence it appears that overall growth of S component is

aided by the energy anisotropy.

6.5 Scaling

The initial length scale for the simulated microstructure was set by equating
the grain size to the experimentally observed deformed grain size. The grain
size was obtained using the line intercept method. We only considered the
grain size (thickness) along the normal direction. The size of the EBSD scans

was not same for the initial and the final time points. Also the number of
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recrystallizing nuclei was not the same in simulations and the experiments,
hence to compare the final grain size, the average increase in the volume of
each grain was used. The average initial grain size in the real material was
~ 5.55 um, while the average final grain size, obtained by sphere equivalent
radius, was ~ 29.15 um. That is, the average increase in grain size was ~
3.8. The average initial grain size in simulations was ~ 0.89 voxels and the
final grain size ~ 3.2 voxels giving a value of factor 3.6 for the increase in

grain size, which is very similar to the experimental value.

T A

Figure 6.5: IPF map of microstructure after recrystallization
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Figure 6.6: Microstructure after recrystallization in simulations (colors as-
signed randomly)

Figures 6.5 and 6.6 shows typical microstructures after recrystallization
in experiment and simulation respectively.

It was assumed that the time in the simulation scales linearly with the
real time. The initial and the final time, the time at which recrystallization
is complete, in the simulations is set equal to the corresponding experimental
times. For the different simulation conditions the final time was different.

Instead of equating the initial time (t=0) one could as well do the scaling at
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t=0t, which gives a straight line for the JMAK plot. This value of t was

found to be about 100 times smaller than the final time and hence would not

change the scaling factor by much.
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Summary and Future work

We summarize the main objectives of this work and then see how well they

have been achieved.
e Build a computer model which simulates the process of recrystallization
e Identify important parameters governing recrystallization

We have a set of tools now assembled to generate statistically representative
3-D microstructures using 2-D inputs in the form of EBSD maps. Even
with a small number of grains (~800) we have shown that the resultant
microstructure is a close match to the experimentally observed one in terms
of geometry as well as crystallographic orientation. The next step is to build
bigger structures capable of having ~1000-10000 grains in it. We are limited
in this endeavor by the available computing power. The natural extension of

this would be to have MS builder run on a parallel platform, which would,

108
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however, require significant additional programming mainly for the selection
of the optimally packed set of ellipsoids.

The simulated recrystallization kinetics follow the experimental obser-
vations very well when the nuclei placement and the geometry is correct.
The combined effect of oriented nucleation, stored energy and anisotropy is
required to get the best possible agreement with the experimental results
for texture evolution. Orientation dependent stored energy gives the correct
behavior of the texture evolution for the initial times when the nuclei are
growing freely without impinging on each other. The anisotropy gives the
correct behavior for texture evolution at later times when the nuclei impinge
on each other. Thus the following parameters all affect the microstructural

evolution to varying degrees.

o Geometry

Nuclei placement

Oriented nucleation

Mobility anisotropy

Stored energy

e Energy anisotropy

Thus we have addressed the objectives that we set out with, while gath-

ering valuable insight on the effect of each parameter on the overall behavior
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of the system. The work has also helped to give some direction to the exper-
iments by requiring the determination of the neighborhood of the nuclei and

the stored energy in each component.

7.1 Future Direction

The study has examined certain aspects and properties which were thought
of as being important to the understanding of recrystallization kinetics and
texture evolution. Even though we have answered some of the questions
we still are far away from a complete understanding of the system. A more
detailed investigation has to be carried out before the last word in this matter
is said. Here we would like to identify some of the questions which might
addressed.

First, and the most straightforward idea to follow up, is to study the
effect of nucleus size on both the kinetics of recrystallization and texture
evolution. We believe that texture evolution would be independent of the
nuclei size though the time scaling would have to be modified appropriately.
The reason for this claim is that the size of the recrystallizing grains does not
appear explicitly, as long as volume fraction of nuclei is constant, in any of
the factors governing texture. The kinetics of recrystallization, on the other
hand, may change. Consider two nuclei separated by a distance D. Assume

that the nuclei are spread uniformly throughout the entire simulation domain.
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Further assume that each nucleus grows at a constant rate given by c.
dr

dt
r(t) = cxt+rg

Let ¢; be the time when these two nuclei impinge. At this time r(t;) = D/2.

Hence,
D cty +
J— — T
5 1 0
D/2 —
:>t1 = M
c
But
1
o (/3
a f

where (4/3)7rd is the initial volume of each nucleus and f is the initial volume

fraction of nuclei. This leads us to,

tl _ ATO—T'O
C

4 = (47/3)3
f

Now A > 1. Hence,

tlo(’l'o
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Using this simplistic approach we can argue that if the initial nucleus size is
larger, then impingement will take place later in time. As noted earlier this
will in turn affect the slope of the JMAK curve.

The effect of system size (simulation domain) also needs to be studied.
The simulation box is assumed to be the fundamental building block of a
representative volume element. This implies that we have a balanced sample
of all the constituents that play an important role, present in this box. This
assumption can be tested. As we have described all the properties in terms of
either grain volume/areas or grain boundaries it is the most natural way to
probe the effect of the above assumption. We have already seen the effect of
available grain boundary area for nucleation on recrystallization kinetics. By
increasing the system size we can include more grains in the system and hence
have more samples for various properties. As noted earlier the current major
limitation is the availability of computing power. Since we are interested in
recrystallization and the new grains are only going to sample their immediate
neighborhood, including more grains may not be a critical factor.

The effect of various parameters was studied by either including them in
the model or by excluding them from the model. One could do a detailed
study of sensitivity of each of these parameters and arrive at a quantitative
estimate of the dependencies.

Figure 5.3 shows the mobility profile used in this work. This function
was built from disparate data obtained from various sources. There is a

lack of constitutive relationship of mobility as a function of grain boundary
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character. The present study showed that mobility is one of the major factors
that influences texture development. Hence there is a need to do more focused
experiments to obtain the exact nature of the dependence of mobility on grain
boundary properties. Each of the peaks in the mobility curve corresponds to
a CSL type. One could see the effect of each CSL by changing the mobility
function appropriately. We are presently assuming that one can describe each
peak by a Gaussian function centered around particular misorientation. One
could in principle also vary the height and the standard deviation (spread) of
each Gaussian and study its effects on the system evolution. Increasing the
height of each peak can be thought of as the level of anisotropy associated
with that CSL boundary while increasing the spread can be thought of as
increasing the range of misorientations over which the increased mobility is
active.

One could, in a similar manner, study the effects of changing the energy
function. This will enable us to identify the relative importance of the various
boundary types and the role they may play in controlling the process of
recrystallization. Lastly a similar study can be carried out on a completely
different material system or a similar system with different properties like
deformation etc., thereby testing the robustness and predictive behavior of

the model.
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Appendix A

Figure A.1 shows location of various components in the 3-D Euler space

summarized in the following table. Figure A.1 shows Brass, located in the

Table A.1: Common Texture components in FCC metals

Component || Euler angles (¢, ®, ¢3) {hkl} <uvw>
Cube (0,0,0) {001}<100>
Copper (0,35,45) {112}<111>
S (64.93,74.50,33.69) {231}<124>
Goss (0,45,0) {011}<100>
Brass (35,45,0) {011}<211>
Dillamore (0,27,45) [4411)<11,11,8>

top left corner, Copper, located in the top right corner, S, located on the left
in the middle row, Goss, located on the right in the middle row, and Cube, in
the bottom left corner. The bottom right shows all of the above components
together along with rotated cube (45, 0, 0). The cube component forms a
continuous line from ¢; = 90° to ¢ = 90° because the first and the third

Euler angles are linearly dependent when & = 0°;
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Figure A.1: Location of common FCC texture components in Euler space
[62]



Appendix B

Representation of textures

B.1 Pole Figures

A pole figure is a stereographic projection showing the distribution of a par-

ticular crystallographic direction in the assembly of grains.

B.2 Inverse Pole Figures

An inverse pole figure shows the position of a sample direction relative to the

crystal reference frame.

B.3 Fundamental zone

A crystal having proper rotation symmetries can be rotated to multiple po-

sitions, from a reference orientation, which are physically indistinguishable
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from each other. The idea of a fundamental zone is to limit the orientation
space such that the physically indistinguishable rotations are represented
only once. Depending on the point group to which the crystal belongs the
shape and the extent of the fundamental zone change. The fundamental zone
is typically created by including only the orientations having the smallest dis-
orientation value, with respect to the origin, from the set of the physically
indistinguishable sets.

The fundamental zone may or may not be bounded depending on the
symmetry of the point group. When it is bounded, each point lying outside
the fundamental zone has exactly one equivalent point inside the zone. Figure
B.1 shows the fundamental zone of the RF space for cubic crystals. The
volume OACBDE contains all the RF vectors defining the misorientation
distribution function (MDF). The distance OB = /2 — 1, and the distance
OA =

1
3

B.4 Euler Angles

One can also use Euler angles to represent textures. A set of three angles
is required to represent the texture. The first two Euler Angles ¢; and ®
determine the position of the crystal [001] direction relative to the specimen
axes while the third Euler angle ¢5 describes the amount of rotation about
the crystal [001] direction.

Figure B.2(a) shows the typical Euler space used to represent textures.
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Figure B.1: Fundamental zone of the Rodrigues-Frank space for cubic crys-
tals. Volume OACBDE represents the fundamental zone for the misorienta-
tion sapce [4]

Most of the typical FCC components show up at more than one place in the
90 x 90 x 90 Euler space as depicted in figure B.2(a).

The orientation distribution function (ODF) is typically represented in
form of slices through the Euler space. Figure B.2(b) shows a representation

of the ODF. Each slice through the space has a constant value of ¢,.
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Figure B.2: 90 x 90 x 90 Euler space and ¢, = const slices through the space
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Code to calculate stored energy

#include <iostream>
#include <fstream>
#include <string>
#include <math.h>
#include <stdio.h>
#include <stdlib.h>
#include <algorithm>
#include <iomanip>

using namespace std;

typedef double quat[4];
typedef double vector[3];

void VectToQ(vector v, quat q);

void QuatToV(quat q, vector v);

double CompTayF(quat, int [], quat [], quat []);
void Rotate(quat, quat, quat);

void NormalizeQ( quat);

int main(){
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//<variables>

char inname[50];
vector v1,v2;

quat qil;

int hlines;

char dummy[300];
float wt, dumm, tayf;
int comp[7];

int optno;

quat soperators[24];
quat saperators([4];

//</variables>

//read the symmetry operators
//<crystal symmetry>
ifstream symmopt("quat.symm.cubic", ios::in);

if (!symmopt) {
cout<<"Could not open file quat.symm.cubic."<<endl
<<"This program needs a file with all symmetry operators."
<<endl;
exit(1);

b

symmopt . getline (dummy, 100) ;
symmopt>>optno;

cout<<"optno "<<optno<<endl;
int i = O;

while (symmopt>>soperators[i] [0]>>soperators[i] [1]>>
soperators[i] [2]>>soperators[i] [3]){
it++;

}
//</crystal symmetry>

//<sampl symmetry>
ifstream samopt("quat.symm.ort", ios::in);
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if (!samopt){
cout<<"Could not open file quat.symm.ort."<<endl
<<"This program needs a file with all symmetry operators."
<<endl;
exit(1);

samopt . getline (dummy, 100) ;
samopt>>optno;

cout<<"optno "<<optno<<endl;
int k = 0;

while (samopt>>saperators[k] [0] >>saperators[k] [1]>>
saperators [k] [2] >>saperators[k] [3]){
k++;
}
//</sample symmetry>

//output file
FILE *outf;
outf = fopen("rexstored.wts","w");

//the array comp stores the various component counts
for( int i = 0; i < 7; i++){

comp[i] = O;
}

//<open the input file and skip over the header>
cout<<"what is the input file name?\n";
cin>>inname;
ifstream inf( inname, ios::in);
if (tinf){
cerr<<"could not open file "<<inname<<endl;
exit(1);
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cout<<"how many header lines?"<<endl;
cin>>hlines;
for( int i = 0; i < hlines; i++){
inf.getline (dummy, 250) ;
fprintf (outf, "%s\n",dummy) ;
}

//</open the input file and skip over the header>

//read data
while(inf>>v1[0]>>v1[1]1>>v1[2]>>wt>>dumm) {
//while (inf>>v1[0]>>v1i[1]>>vi[2]>>wt){

v2 = vi;

VectToQ(v2, ql);

tayf = CompTayF(ql,comp, soperators, saperators);

fprintf(outf, "%1.3f %1.3f %1.3f %3.3f %3.3f\n",
vi[o], vi[1], vi[2], wt, tayf);

}
fstream cfile("comps.txt", ios::out);
cfile<<"cube \ts \tcopper \tbrass \tgoss \trest'"<<endl;
for( int i = 0; i < 6; i++){
float temp = (float) comp[i]/compl[6];
cfile<<setw(3)<<setprecision(3)<<temp<<"\t";
}
cerr<<comp[6]<<endl;
cfile<<endl;
inf.close();
fclose(outf);
return O;

//function declerations
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void VectToQ(vector v, quat q){
double pi = 4*atan(1);
for( int i = 0; i < 3; i++){
v[i] *=(pi/180);
v[i] = fmod(v[i] + 2*pi, 2*pi);

}
q[0] = sin(v[1]/2)*cos((v[0] - v[2])/2);
q[1] = sin(v[1]1/2)*sin((v[0] - v[2])/2);
ql[2] = cos(v[1]/2)*sin((v[0] + v[2])/2);
ql[3] = cos(v[1]/2)*cos((v[0] + v[2])/2);
NormalizeQ(q) ;

}

void QuatToV(quat q, vector v){

double sum;

double diff;

double tmp = sqrt(q[2]*q[2] + q[31*q[3]);
if(tmp > 1){cerr<<"tmp > 1 "<<tmp<<endl;}
v[1] = 2*xacos(tmp);

if(q[3] != 0){sum = atan2(q[2],q[3]);}
else{ sum = 2*atan(1);}

if(q[0] != 0){diff = atan2(q[1],q[0]1);}

else{ diff = 2*atan(1);}
v[0] = sum + diff;
v[2] = sum - diff;

}

void Rotate( quat qrot, quat qin, quat qout){

//quat qtmp;

NormalizeQ(qin);

NormalizeQ(qrot) ;

qout [0] = (qrot[0]*qin[3] + qrot[3]*qin[0] -
grot[1]*qin[2] + qrot[2]*qin[1]);

qout[1] = (qrot[1]*qin[3] + qrot[3]*qin[1] -
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grot [2]*qin[0] + qrot[0]*qin[2]);

qout [2] = (qrot[2]*qin[3] + qrot[3]*qin[2] -
grot [0]*qin[1] + qrot[1]*qin[0]);

qout [3] = (qrot[3]*qin[3] - qrot[0]*qin[0] -
grot[1]*qin[1] - qrot[2]*qin[2]);

NormalizeQ(qout);

void invQuat(double al[], double ainv[]){
for(int i = 0; i < 3; i++){
ainv[i] = a[il;
}
ainv[3] = (-1)*a[3];
}

void pickAxisAngle(double a[], double b[]){

sort(a, a + 4);
double templ
double temp2 = (a[2] + a[3])/sqrt(2.0);
double temp3 = (a[0] + a[1] + a[2] + a[3])/2;
if( templ >= temp2 && templ >= temp3){

for( int i = 0; i < 4; i++){

bli] = alil;

}
}
else if (temp2 > temp3){

al3];

b[0] = (al0] - al1])/sqrt(2.0);
b[1] = (al0] + al[1])/sqrt(2.0);
b[2] = (al[2] - a[3]1)/sqrt(2.0);
b[3] = (a[2] + a[3])/sqrt(2.0);
}
else{
b[0] = (al0] -al1] + a[2] -al31)/2;
b[1] = (a[0] + al1] -al[2] -al3]1)/2;
b[2] = (-a[0] + a[1] + al[2] -al3])/2;
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b[3] = (a[0] +a[1] + a[2] + al3])/2;

}

}

void combineQuat(double a[], double b[], double c[]){
c[0] = (al0]*b[3] + al[3]1*b[0] - al[1lx*b[2] + a[2]*b[1]);
c[1] = (a[1]*b[3] + a[3]*b[1] - a[2]*b[0] + a[0]*b[2]);
c[2] = (a[2]*b[3] + a[3]1*b[2] - a[0]*b[1] + a[1]l*b[0]);
c[3] = (al3]*b[3] - al[0]l*b[0] - al[1l*b[1] - al[2]*b[2]);

}
void deltaQ( double qi[], double g2[], double dql[]){

NormalizeQ(ql);
NormalizeQ(q2);

double g2inv[4];
double tempq[4];

invQuat( q2 , g2inv);

combineQuat( ql, g2inv, tempq);

//Rotate(ql, g2inv, tempq);

for( int i = 0; i < 4; i++){
tempq[i] = fabs(tempqlil);

}

pickAxisAngle(tempq, dq);

int closeTo(quat ql, quat sop[], quat sap[]){

double pi = 4*atan(1);
quat tsquat, mquat;
float temp = 360;

int rvalue = 15;

float disort = 360;
//float qm = 0;

quat qri;



int compno
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8;

vector vcomp[compno];
quat gcomp[compno] ;

//<components>

//cube

vcomp[0] [0] =
vcomp[0] [1] =
vcomp[0] [2] =

//RDcubel0

vcomp[1] [0] =
vecomp[1] [1] =
vecomp[1] [2] =

//RDcube20

vcomp[2] [0] =
vecomp[2] [1] =
vecomp[2] [2] =

//RDcube30

vcomp[3] [0] =
vcomp[3] [1] =
vecomp[3] [2] =

//8

vcomp [4] [0]
vecomp [4] [1]
vcomp [4] [2]

//copper

vcomp [5] [0]
vcomp [5] [1]
vcomp [5] [2]

//brass
vcomp [6] [0]

= 64.9339981;
= 74.4990005;
= 33.6899986;

= 40;
= 65;
= 26;

35;
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vcomp[6] [1] = 45;
vcomp [6] [2] = O;
//goss

vcomp [7] [0] = 0;
vcomp [7] [1] = 45;
vcomp [7] [2] = O;

for( int i = 0; i < compno; i++){
VectToQ(vcomp[i], qcomp[il);
}

//</components>
//<new>

for( int i = 0; i < 4; i++){
Rotate(ql, saplil, tsquat);
for(int j = 0; j < 24; j+H){
Rotate( sop[jl, tsquat, qril);
for( int k = 0; k < compno; k++){
deltaQ(qrl, qcomplk], mquat);
disort = acos(fabs(mquat[3]))*360/pi;
if (disort < temp){
temp = disort;
rvalue = k;

}
}
}
}
if (temp > 15){
rvalue = 15;
}
//</new>

return rvalue;

3
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double CompTayF(quat q, int comp[], quat sop[], quat sap[]l){
double tayf = O;
int ctype;
ctype = closeTo(q, sop, sap);

if(ctype == 0 || ctype == 1 || ctype == 2 || ctype == 3){
tayf = 1.0;
comp [0] ++;
comp [6]++;

}

else if(ctype == 4){
tayf = 1.27;
comp [1]++;
comp [6]++;

}

else if(ctype == 5){
tayf = 1.24;
comp [2] ++;
comp [6] ++;

}

else if(ctype == 6){
tayf = 1.23;
comp [3]++;
comp [6]++;

}

else if (ctype == 7){
tayf = 1.0;
comp [4] ++;
comp [6] ++;

}

elseq{
tayf = 1.0;
comp [5]++;
comp [6]++;
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}

return tayf;

¥

void NormalizeQ(quat qtonorm){
double mag = O;
for( int i = 0; i < 4; i++){
mag += qtonorm[i]*qtonorm[i];
}
mag = sqrt(mag) ;
for( int i = 0; i < 4; i++){
qtonorm[i] /= mag;
}
}



Appendix D

Code to nucleate a
microstructure

/*
Input files
micro.input ! input microstructure
texinl ! texture of deformed micro
texin2 ! texture to be assigned to the nuclei
quat.symm.cubic
quat.symm.ort

Output files
micro.nuc

The algorithm in brief

. read the data microstructure, probability matrix

. Build a list of sites on g. boundary

. pick a site from this list

. if recrystallized remove from list and go to 3

if site has 2 or more unrex neighbors proceed else go to 3
. read the texture of this site

. pick a nuclei texture (identical to picking a q value)
. check with prob. matrix of putting a

nucleus at particular site

9. if succesful delete site from list go to 3 else go to 3
10. repeat above till required nuclei generated

0 ~NO Ok WN -
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component # def/rex comp
0 cube

1 brass

2 copper

38

4 rest

*/

#include <iostream>
#include <fstream>
#include <string>
#include <math.h>
#include <stdio.h>
#include <stdlib.h>
#include <algorithm>
#include <iomanip.h>
#tinclude <vector.h>

using namespace std;

typedef double quat[4];
typedef double vect[3];
//typedef int * site;
typedef struct{

int coord[3];
} site;

void VectToQ(vect v, quat q);

void QuatToV(quat q, vect v);

void Rotate(quat, quat, quat);

void NormalizeQ( quat);

int *** readData(int ***m, int &, int &, int &);

void writeData(int ***m, int, int, int, fstream &);

void getBoundary(int ***, int, int , int, vector<site> &);
void neighs(int , int , int , int , int [], int[]);
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void readCSymm(quat []);

void readSSymm(quat []);

void readTex(quat []);

void readProb(int [5][5], long int &);

int closeTo(quat ql, quat sopl[], quat sapl[], float);

int main(){
int ***micro;
//float **tex;
quat csymm[24];
quat ssymm[4];
int xdim, ydim, zdim;
char buf[300];
int temp, dim[3];
vector<site> boun;
site cursite;
float nuc_frac = 0.06;
long int target_frac;
int q2 = 817;
int q = 1634;
quat tex[3501];
int Pmatrix[5] [5];

micro = readData(micro, xdim, ydim, zdim);

ifstream infD("micro100", ios::in);
fstream outD("micro.nuc", ios::out);

infD>>xdim>>ydim>>zdim;

outD<K" "<<xdim<<" "<<ydim<<" "<<zdim<<" "<<endl;
infD.getline(buf,300);

infD.getline(buf,300);

outD<<buf<<endl;

infD.getline(buf,300);

outD<<buf<<endl<<" ";

target_frac = (long int) ( (xdim*ydim*zdim) * nuc_frac);
infD.close();

// outD.close();
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//
//
//
//
//
//
//
//

cout<<xdim<<" "<<ydim<<" "<<zdim<<" "<<endl;
cerr<<"Read the data from micro.input"<<endl;

readCSymm(csymm) ;
readSSymm(ssymm) ;
cout<<target_frac<<endl;
readTex(tex) ;
cout<<target_frac<<endl;
readProb(Pmatrix, target_frac);

for( int i = 0; i < 5; i++){
for(int j = 0; j < 5; j++){
cout<<Pmatrix[i] [jI<<" ";

}
cout<<endl;
}
dim[0] = xdim;
dim[1] = ydim;
dim[2] = zdim;
int initial[xdim] [ydim] [zdim];
for(int i = 0; i < xdim; i++){
for(int j = 0; j < ydim; j++){
for(int k = 0; k < zdim; k++){
initial[i] [j] [k] = micro[i] [j][k];
}
}
}

getBoundary (micro, xdim, ydim, zdim, boun);
//pickSite(micro);
cout<<boun.size()<<" "<<target_frac<<endl;

int frac = O;
int fpflag = O;
while(target_frac > frac){

int nuc_site = rand()%boun.size();
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//trial site to insert a nuclei

int loc[3]; // x, y and z coordinates of the trial site
//x, y and z coordinates of the nearest neighbor

int nnbr([3];

int rex_nbrs = O;

int newspin = O;

int oldspin = O;
int nsite = 0;
int rexcomp = 10;
int defcomp = 10;

if(frac % 1000 == 0 && fpflag != 1){
cout<<frac<<endl;
fpflag = 1;
}
loc[0]
loc[1]
loc[2]

boun[nuc_site] .coord[0];
boun[nuc_site] .coord[1];
boun[nuc_site] .coord[2];

//if the site already rex then delete from the list
if ( (micro[loc[0]] [loc[1]] [loc([2]]) > q2){
boun.erase(boun.begin() + nuc_site);
}
else{
for( int nbr = 0; nbr < 27; nbr++){
neighs(loc[0], loc[1], loc[2], nbr, nnbr, dim);

//check nbrs rex
if ((micro[nnbr[0]] [nnbr[1]] [anbr[2]] <= q2)){
rex_nbrs++;
}
}
if (rex_nbrs >= 3){
oldspin = micro[loc[0]][loc[1]][loc[2]];
newspin = 92 + rand()%(q2 - 1) + 1;
rexcomp = closeTo(tex[newspin], csymm, ssymm, 15.0);
defcomp = closeTo(tex[oldspin], csymm, ssymm, 15.0);
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if (rexcomp <= 3){
rexcomp = O;

}

elseq{
rexcomp -= 3;

}

if (defcomp <= 3){
defcomp = 0;

}

elseq{
defcomp -= 3;

}

if (Pmatrix[rexcomp] [defcomp] > 0 ){

Pmatrix[rexcomp] [defcomp] -= 3;

(micro[loc[0]][1oc[1]][loc[2]]) = newspin;

boun.erase(boun.begin() + nuc_site);

for( int nbr = 0; nbr < 27; nbr++){
neighs(loc[0], loc[1], loc[2], nbr, nnbr, dim);
if ((micro[nnbr[0]] [nnbr([1]] [nnbr[2]] <= g2)

&% (nsite < 2) ){ //check nbrs rex
micro[nnbr[0]] [nnbr[1]] [nnbr[2]] = newspin;

nsite++;
}
}
nsite = O;
frac += 3;
fpflag = O;

//cerr<<"rexcomp "<<rexcomp<<" defcomp "<<defcomp<<endl;

b
}
}

cout<<boun.size()<<endl;

writeData(micro, xdim, ydim, zdim, outD);
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for( int i = 0; i < 5; i++){
for(int j = 0; j < 5; j++){
cout<<Pmatrix[i] [jl<<" ";
}
cout<<endl;

3

outD.close();
return O;

//function declerations
int **x readData(int ***m, int &xdim, int &ydim, int &zdim){

char buf[300];
int temp;

ifstream infD("micro100", ios::in);
infD>>xdim>>ydim>>zdim;

cout<<xdim<<" "<<ydim<<" "<<zdim<<" "<<endl;
infD.getline(buf,300) ;

infD.getline (buf,300) ;

infD.getline (buf,300);

m = (int***x)calloc(xdim, sizeof (intx*x*));
for(int i = 0; i < xdim; i++){
m[i] = (int**)calloc(ydim, sizeof(intx*));
for(int j = 0; j < ydim; j++){
m[i] [j] (int*)calloc(zdim, sizeof(int));
}

}
for(int k = 0; k < zdim; k++){
for(int j = 0; j < ydim; j++){
for(int i = 0; i < xdim; i++){
infD>>temp;
m[i] [j1[k] = temp;
+
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}
b

infD.close();
return m;

3

void writeData(int ***m, int xdim, int ydim,
int zdim, fstream & outD){

cout<<xdim<<" "<<ydim<<" "<<zdim<<" "<<endl;

for(int k = 0; k < zdim; k++){
for(int j = 0; j < ydim; j++){
for(int i = 0; i < xdim; i++){

outD<<setw(5)<<m[i] [j] [k]<<" ";
if( (i + 1) == xdim && (j + 1) == ydim && (k + 1) == zdim )
{

outD<<endl;
}
else if (((i+1)%20) == 0){

outD<<endl<<" ";

¥

//cout<<temp<<endl;
}
}
}
// outD.close();

void readCSymm( quat symm[24]){
ifstream infC("quat.symm.cubic", ios::in);
if (1infC){
cerr<<"could not open file "<<infC<<endl;
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exit(1);
}
char buf[300];
int i = 0;

infC.getline(buf,300);

while (infC>>symm[i] [0]>>symm[i] [1]>>symm[i] [2]>>symm[i] [3]){
it++;
}

assert (i == 24);

void readSSymm( quat symm[4]){

ifstream infS("quat.symm.ort", ios::in);

if (1infS){
cerr<<"could not open file "<<infS<<endl;
exit(1);

}

char buf [300];

int i = O;

infS.getline(buf,300);
while(infS>>symm[i] [0]>>symm[i] [1]>>symm[i] [2]>>symm[i] [3]){

it++;
}

assert(i == 4);

void readTex(quat A[]){

char buf[200];
float duml, dum2;
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float phil, Phi, phi2;

int countorts = O;

vect v;

ifstream inT1("texinl", ios::in);
assert (inT1);

ifstream inT2("texin2", ios::in);
assert (inT2);

inT1.getline (buf,200);
inT1.getline (buf,200);
inT1.getline(buf,200);
inT1.getline(buf,200) ;
cout<<__FILE__<<" "<<__LINE__<<endl;
while (inT1>>phi1>>Phi>>phi2>>dumi>>dum2) {
v[0] = phiil;
v[1] = Phi;
v[2] = phi2;
VectToQ(v,A[countorts]) ;
countorts++;

cout<<countorts<<endl;

inT2.getline(buf,200) ;
inT2.getline (buf,200);
inT2.getline (buf,200);
inT2.getline(buf,200);

while (inT2>>phi1>>Phi>>phi2>>duml>>dum?2){
v[0] = phiil;
v[1] Phi;
v[2] = phi2;
VectToQ(v,A[countorts]) ;
countorts++;
}
cout<<__FILE__<<" "<<__LINE__<<endl;
cout<<countorts<<endl;
assert (countorts == 3501);
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inT1.close();
inT2.close();
}

void readProb( int A[5][5], long int & tot){

int i = O;
int sites = 0;
float B[5][5];
ifstream inP("texTable.txt", ios::in);
assert (inP) ;
while (inP>>B[i] [0]>>B[i] [1]1>>B[i] [2]>>B[i] [3]1>>B[i][4]){
for(int j = 0; j < 5; j++){
A[i][j] = (int) (totx*B[il[jl);
sites += A[i][j];
}
i++;
}
tot = sites;
assert(i == 5);
inP.close();

void neighs(int isite, int jsite, int ksite,
int n, int nn[3], int dim[3]){

int xdim = dim[0];
int ydim = dim[1];
int zdim = dim[2];

nn[2] = (dim[2] + ksite + n%3 - 1)%dim[2];
if( n < 3){
nn[1] = (dim[1] + jsite - 1)%dim[1];
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}
elseq{

nn[1] = (dim[1] + jsite + (n/3)%3 - 1)%dim[1];
}

if( n < 99

nn[0] = (dim[0] + isite - 1)%dim[0];
}
elseq{

nn[0] = (dim[0] + isite + (n/9)%3 - 1)%dim[0];
}

void getBoundary(int ***m, int xdim, int ydim,
int zdim, vector<site> &V)

{

site cursite;

int likes = 0;

int nn[3], dim[3];
int nspin, spin;

dim[0]
dim[1]
dim[2]

xdim;

(L
N <
Q Q
He -
B B

for(int k = 0; k < zdim; k++){
for(int j = 0; j < ydim; j++){
for(int i = 0; i < xdim; i++){
likes = 0;
for( int n = 0; n < 27; n++){
if(n !'= 13){
neighs(i, j, k, n, nn, dim);
nspin = m[nn[0]] [nn[1]] [nn[2]];
spin = m[i] [j] [k];
if (nspin == spin){
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likes++;
}

}

}

if (likes < 17){
cursite.coord[0] i;
cursite.coord[1] j;
cursite.coord[2] k;
V.push_back(cursite);

¥

b
b
b
¥

void VectToQ(vect v, quat q){
double pi = 4*atan(1);
for( int i = 0; i < 3; i++){
v[i] *=(pi/180);
v[i] = fmod(v[i] + 2*pi, 2*pi);

}
q[0] = sin(v[1]/2)*cos((v[0] - v[2])/2);
q[1] = sin(v[1]/2)*sin((v[0] - v[2])/2);
ql2] = cos(v[1]1/2)*sin((v[0] + v[2])/2);
ql[3] = cos(v[1]1/2)*cos((v[0] + v[2])/2);
NormalizeQ(q) ;

}

void QuatToV(quat q, vect v){

double sum;

double diff;

double tmp = sqrt(q[2]*q[2] + q[31*q[3]);
if(tmp > 1){cerr<<"tmp > 1 "<<tmp<<endl;}
v[1] = 2xacos(tmp);

if(q[3] !'= 0){sum = atan2(q[2]1,q[31);}
else{ sum = 2xatan(1);}

if(q[0] != 0){diff = atan2(q[1],q[0]);}
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else{ diff 2xatan(1);}

v [0]
v[2]
}

sum + diff;
sum - diff;

void Rotate( quat qrot, quat qin, quat qout){

NormalizeQ(qin);

NormalizeQ(qrot) ;

qout[0] = (qrot[0]*qin[3] + qrot[3]*qin[0]
grot[1]*qin[2] + qrot[2]*qin[1]);

qout[1] = (qrot[11*qin[3] + grot[3]*qin[1]
qrot [2]*qin[0] + qrot[0]*qin[2]);

qout [2] = (qrot[2]*qin[3] + qrot[3]*qin[2]
qrot [0]*qin[1] + qrot[1]*qin[0]);

qout [3] = (qrot[3]1*qin[3] - qrot[0]*qin[0]
grot[1]1*qin[1] - grot[2]1*qin[2]);

NormalizeQ(qout) ;

void invQuat(double a[], double ainv[]){
for(int i = 0; i < 3; i++){
ainv[i] = alil;
}
ainv[3] = (-1)*a[3];
}

void pickAxisAngle(double a[], double b[]){
sort(a, a + 4);
double templ = a[3];
double temp2 = (a[2] + al[3])/sqrt(2.0);
double temp3 = (a[0] + a[1] + al[2] + al3])/2;
if( templ >= temp2 && templ >= temp3){
for( int i = 0; i < 4; i++){
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bl[i] = al[il;
}

}
else if (temp2 > temp3){

b[0] = (al0] - al1])/sqrt(2.0);
b[1] = (al0] + al[1])/sqrt(2.0);
b[2] = (a[2] - a[3])/sqrt(2.0);
b[3] = (al2] + al3])/sqrt(2.0);
}
else{
b[0] = (al0] -a[1] + a[2] -al3])/2;
b[1] = (al0] + al1] -al[2] -al3]1)/2;
b[2] = (-al0] + a[1] + al[2] -al3])/2;
b[3] = (a[0] +a[1] + a[2] + a[3])/2;
}

3

void combineQuat (double al[], double b[], double c[]){
c[0] = (a[0]*b[3] + al3]1*b[0] - al[1]l*b[2] + al2]*b[1]);

c[1] = (al[1]*b[3] + al[3]*b[1] - a[2]*b[0] + al[0]l*b[2]);
c[2] = (al2]*b[3] + al3]1*b[2] - al[0]l*b[1] + a[1l*b[0]);
c[3] = (al[3]*b[3] - al0l*b[0] - al[1]l*b[1] - al2]*b[2]);

}
void deltaQ( double qi[], double g2[], double dq[l){

NormalizeQ(ql);
NormalizeQ(q2);

double qg2inv[4];
double tempq[4];

invQuat( q2 , g2inv);

combineQuat( ql, g2inv, tempq);

for( int i = 0; i < 4; i++){
tempq[i] = fabs(tempq[il);

}

pickAxisAngle(tempq, dq);
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int closeTo(quat ql1, quat sop[], quat sap[], float angle){

double pi = 4*atan(1);
quat tsquat, mquat;
float temp = 360;

int rvalue 15;

float disort = 360;
quat qri;

int compno = 8;

vect vcomp [compno];
quat qcomp [compno] ;

//<components>
//cube

vcomp[0] [0] = O;
vcomp[0] [1] = O;
vcomp [0] [2] = O;

//RDcubel0

vcomp[1] [0] = O;
vecomp[1] [1] = 10;
vecomp [1] [2] = O;

//RDcube20

vcomp[2] [0] = O;
veomp [2] [1] = 20;
vecomp [2] [2] = O;

//RDcube30

vcomp [3] [0] = O;
vcomp[3] [1] = 30;
vcomp[3] [2] = O;

//copper
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vcomp [4] [0] = 40;
vcomp [4] [1] = 65;
vcomp [4] [2] = 26;

//brass

vcomp [5] [0] = 35;
vcomp[5] [1] = 45;
vcomp[5] [2] = O;

//8

vcomp[6] [0] = 64.9339981;
vcomp[6] [1] = 74.4990005;
vcomp[6] [2] = 33.6899986;

for( int i = 0; i < compno; i++){
VectToQ(vcomp[i], qcomp[i]);
}

//</components>
//<new>

for( int i = 0; i < 4; i++){
Rotate(ql, saplil, tsquat);
for(int j = 0; j < 24; j++){
Rotate( sop[j], tsquat, qril);
for( int k = 0; k < compno; k++){
deltaQ(qrl, gcompl(k], mquat);
disort = acos(fabs(mquat[3]))*360/pi;
if (disort < temp){
temp = disort;
rvalue = k;
}
}
}
}
if (temp > angle){
rvalue = 7;
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}
//</new>

return rvalue;

3

void NormalizeQ(quat qtonorm){

double mag = O;

for( int i = 0; i < 4; i++){
mag += qtonorm[i]*qtonorm[i];

}

mag = sqrt(mag);

for( int i = 0; i < 4; i++){
qtonorm[i] /= mag;

3

}



