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ABSTRACT: ldentifying light mesons which contain only up/down gua(kions) from those con-
taining a strange quark (kaons) over the typical meter kesgtles of a particle physics detector
requires instrumentation capable of measuring flight timigs a resolution on the order of 20ps. In
the last few years a large number of inexpensive, multi-obbifime-to-Digital Converter (TDC)
chips have become available. These devices typically heneag resolution performance in the
hundreds of ps regime. A technique is presented that is a littdaosersion of “time stretcher”
solution adopted for the Belle Time-Of-Flight system to i@dd this gap between resolution need
and intrinsic multi-hit TDC performance.
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1. Background

Particle identification in the Belle experiment is basedrup@omposite system of subdetectors, as
illustrated in figure 1. This hybrid system consists of iatian loss measurements (dE/dx) in the
Central Drift Chamber (CDC), Cherenkov light emission nueasient in the barrel and endcap
Aerogel Chernkov Counters (ACC), and flight time measurdniethe Time Of Flight (TOF)
system. As indicated in the lower section of this figure, tire¢ systems work together to cover
the momentum range of interest.

Of these recording systems, the TOF system makes the mesesd@mands on time resolu-
tion. Indeed, given the 2ns spacing between RF buckets (@s&llpe collisions), it is not known
at recording time to which collision a given particle intetfan in the TOF system corresponds.

Precision time recording in a very high rate environmenti@s an encoding scheme capable
of continuous recording, with a minimum of deadtime per lgi@vent. At the time of the con-
struction of the Belle experiment [1] at the KEK B-factory},[2 decision was made to unify the
entire detector readout (except for the silicon vertexaet® on the LeCroy 1877 Multi-hit TDC
Module. This Fastbus module is based upon the MTD132A AS]GABich has a 0.5ns resolution
encoding, comparable to a number of similar devices [4 — 6jeBthe limited manpower for DAQ
system development and maintenance, this proved to be &dgse. The intrinsic time resolution
was quite adequate for recording the timing informatiomrfrihve CDC, as well as the amplitude
information (through use of a charge-to-time convertertie CDC and ACC.

The challenge then was to be able to record PMT hits with 28gslution, using a multi-hit
TDC having 500ps least count, and for collisions potentiakbparated by only 2ns. This latter
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Figure 1. Depiction of the composite detector configuration used bifeBer particle identification.
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Figure 2. Timing diagram illustrating the operating principle of thigne Stretcher circuit, as explained in
the text.

constraint meant that traditional technigques using a comastart or stop could not be applied,
since the bunch collision of interest was not known at the which the hits need to be recorded.
Moreover, in order to avoid incurring additional error doecomparing a separate fiducial time, it
is desirable to directly reference all time measurementhda@ccelerator RF clock. The solution
adopted was a so-called Time Stretcher circuit, develogeamhb of the authors in conjunction with
the LeCroy Corporation [8]. This work built upon valuabledens learned in developing a similar
recording system for the Particle Identification Detectystam of the CPLEAR experiment [9].
The principle of operation is seen in figure 2. Hits are tinilated with respect to the accelerator
clock and recorded at coarser resolution, but in direct gy to the stretch factor employed.
Statistically, by also logging the raw hits, this stretcbtéa can be determined from the data.

As seen in figure 2, four timing edges are recorded for eaclkifiital. The leading edge
corresponds to the actual output time of the discriminatbis rising edge is paired with a falling
edge, corresponding to the 2nd accelerator reference @Ri€klock divided by 16) occuring after
the initial hit timing. The interval of interest is then baled to be between about 16-32 ns. With
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Figure 3. Time Of Flight Front-End Electronics readout flow. Preaisioning is performed with a coarse,
multi-hit TDC (LeCroy 1877) by means of a time-stetcher gitc

a TDC least count of 0.5ns, a factor of twenty time expanssameieded — the stretch factor. In the
figure the third edge corresponds to the time-expandedoreddithe interval between the rising
and falling edges. A benefit of this technique is that it pdes self-calibration. By recording a
large number of events, the stretch factor can be extracted the data itself since the raw and
expanded signals are recorded. A 4th edge is provided, wak elsing edges after the 3rd edge,
to provide a return to known state before next pulse. An als/idrawback in this scheme is that
the deadtime for each hit will be something like 320 - 6408sydl be discussed later.

In more detalil, the signal chain of the current Belle TOF tetcs [7], is sketched in figure 3.

High and low level discriminators are used, with the higleleused to reject background
photon hits in the TOF and a low-level threshold used to g®vhe best possible leading edge
timing. The charge of triggered events is also recorded wittharge to time (Q-to-T) ASIC,
which is recorded with the same common TDC module. Chargwdew is needed to correct for
amplitude dependent timing effects in the discriminatselit

2. Super B factory

The TOF readout system has worked well for almost a decadeedsed luminosity (already 60%
over design) has lead to much higher single channel rateshthd been specified in the design.
From the beginning, the maximum design specification was$iZ0f single particle interaction
rate for each channel. At this rate the expected inefficievmyld be a few percent, comparable to
the geometric inefficiency (due to cracks between scitoil.

Already the world’s highest luminosity collider, the KEKBe@elerator [2] can how produce in
excess of one million B meson pairs per day. Upgrade plahgozahcreasing this luminosity by
a factor of 30-50, providing huge data samples of 3rd geivergiuark and lepton decays. Precise
interrogation of Standard Model predictions will be possilif a clean operating environment can
be maintained. Extrapolation of current occupancies ®tilgher luminosity mandates an upgrade
of the readout electronics. The current system alreadesuffom significant loss of efficiency
with higher background rates, as may be seen in figure 4.
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Figure 4. Composite TOF inefficiency for the last 3 years of running etl® Inefficiency grows with
higher TOF singles rates, which have increased with inexasminosity, well beyond the 70kHz design
specification.
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Figure 5. A direct comparison of PID technologies for the B-factoryed#ors. On the left, the performance
of the Belle hybrid TOF/ACC system; on the right, a similaotfor the BaBar DIRC system. In both cases
at lower momentum the K¥'separation is enhanced through the use of drift-chambeixd&formation. As
may be seen, the overall fake rate is lower and efficiencyerifgr the DIRC.

3. Particle identification improvement

In considering an upgrade to the TOF readout electronigs,vibrthwhile to consider the needs
of an upgraded PID system for Belle. A comparative study ef Belle system, as depicted in
figure 1, with that of BaBar [10] PID system is informative. idtclear in figure 5 the Direct
Internally Reflected Cherenkov (DIRC) detector of BaBar &dsgher efficiency and lower fake
rate than the hybrid TOF/ACC scheme used by Belle.

Indeed, it was realized in the construction stage of Bel¢ $ich a DIRC-type detector would



have merits, and prototypes were explored [11]. While thesealts were very promising, the
schedule risks led the collaboration to stick with techgae in which significant time and effort
had already been invested.

Thinking about an upgrade, it is reasonable to revisit tleéoghof technology. In the interven-
ing decade, significant progress has been made in the devefimf Ring Imaging CHerenkov
(RICH) detectors [12, 13], as well as detectors based upparttival time of the Cherenkov pho-
tons, such at the Correlated Cherenkov Timing (CCT) [14] Einde Of Propagation (TOP) [15]
counters.

Because of the great cost encumbered in the procurementoasttuction of the Csl crystal
calorimeter, it is planned not to upgrade the barrel secti@a consequence, the volume available
for the TOF/ACC replacement detector is rather limited. réf@re a RICH type detector has not
been pursued. The most promising technologies to date ase fhustrated in figure 6. The TOP
concept uses timing in place of one of the projected spatiadsions to reconstruct the Cherenkov
emission ring. A focusing DIRC is principally using geonyeto reconstruct the Cherenkov ring
segments. However, in this case precision timing is stitlyweseful for two important reasons.
First it allows for the possibility of using timing to corrgfor chromatic dispersion in the emission
angle of the Cherenkov photon. And second, fine timing allime of flight to be measured using
the quartz radiator bar.

Therefore, in both of the viable detector options consideeelarge number of fine timing
resolution recording channels are required. In the casdfiobly segmented focusing DIRC [16]
option, the number of readout channels could be comparalleat of the current silicon vertex
detector. Clearly if such a detector is to be viable, sigaiftdntegration of the readout electronics
will be essential.

Not shown is a proposal for a multi-segmented TOF detectosisting of short scintillator
bars. While this option remains viable (and the electropiesented would work well with such
a system), the PID performance degradation of such a systgmobably unacceptable. Of the
choices listed, the most attractive in terms of performasegfocusing DIRC detector, if the issues
of the photodetector and readout can be addressed.

Either as an upgrade of only the readout electronics or astatppe for a higher channel
count PID detector, it is worth considering improvementthtoexisting readout.

4. The monolithic time stretcher

The Time Stretcher technique has worked very well and Belkelieen able to maintain approx-
imately 100ps resolution performance with the TOF systemsldy degradation with time is
consistent with loss of light output. Detailed Monte-Caslmulation [17] has been able to repro-
duce much of the performance of the TOF system and the ddgmads consistent with light loss
due to crazing of the scintillator surface. A larger concerthe significant degradation of TOF
system performance due to high hit rates. While the multiFBIC is capable of keeping up with
high rates (though the limited number of recorded edgesdls6)leads to inefficiency), by its very
nature, the Time Stretcher output can not be significantiyced. Recently, the clock speed was
doubled, to help reduce this effect. Nevertheless, at dgeehhit rates, the deadtime leads to ever
increasing inefficiency.
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Figure 6. Concept figures of 3 of the Cherenkov ring imaging detectoas have been considered for
the Belle detector upgrade. While simplest, the “Bar TORM@E-Of-Propagation) detector has been ruled
out due to inadequate performance. Of the remaining twontimber of instrumented readout channels
will depend upon the photodetector chosen, though willlyikequire many tens of thousands of readout
channels, dictating a monolithic approach.

A logical solution to this problem is to introduce a deviceigthhas buffering. Also, while
taking the effort to reduce the deadtime, it makes sensertsider a much more compact form-
factor. This was done with the thought toward moving to adargumber of readout channels in a
future Belle PID upgrade [18], as mentioned earlier. On@psed solution is the Monolithic Time
Stretcher (MTS) chip, a prototype of which is shown in figure 7

The fundamental logic of the device is identical to that ently in use with two major
changes:

1. High density
2. Multi-hit

High density is achieved by replacing discrete Emitter4@ed Logic components on daughter
cards with a full custom integrated circuit. This higheregration permits having multiple time
stretcher channels for each input. By toggling to a secgndatput channel, the deadtime can be
significantly reduced. Once a hit is processed in one outpanireel, the next is armed to process a
subsequent hit.

In figure 7 the 8 channel repeating structure of each timécstee circuit is clearly seen in the
die photograph. The basics of the time-stretcher circaitvagible in figure 8. A one-shot circuit at
the upper left leads to an immediate output signal, as wedtass charging curremy;. Pipelining
of the hit signal continues for two clock cycles after whichirently,; is switched off and discharge



Figure 7. Floorplan drawing and die photographs of the Monolithic &i8trecther version 1 (MTS1) ASIC,
an 8 channel device. All inputs and outputs are LVDS to redueoss-talk.

currently, is switched on. A comparator monitors the voltage inducedhenstorage capacitor
due to charging and discharging, providing an output sigmaldicate the stretched time when the
voltage is discharged.

The stretch factor is given by the ratio of the two currer@8:= Iy, /lj,. Each input channel
of the MTS1 has two time stretcher circuits, the second spording to the secondary output
when the primary channel is active. Each output is recorgeal separate TDC channel. With this
configuration at 10% deadtime for a single channel of timetsier can be reduced to 1%. As
the the incremental cost of additional TDC channels is rdtive it is possible consider additional
buffering depths, which would reduce the deadtime bydi&, where N is the buffer depth, though
that was not explored beyond a depth of two in this device.

Reduction of cross-talk and Electro-Magnetic Interfeeeiie enhanced by the use of Low
\oltage Differential Signalling (LVDS) [20]. MTSL1 is falrated in the Taiwan Semiconductor
Manufacturing Corporation.85um CMOS process.

4.1 Form factor reduction

When considering a photodetector with a large number ofreélanthe form factor of this device

is very attractive, as shown for comparison in figure 9, a tsuitisl reduction in size has been
achieved. On the left is a 16-channel Fastbus-sized TinetcBer card used currently in the Belle
experiment. Inset is a test board with one of the MTS1 paakageices for comparison, where a
dime has been placed on the board for scale.
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Figure 9. A form-factor comparison between the current Fastbusdsi¥@-channel Time Stretcher and the
MTS1 chip on a test board. The test board occupies almosathe space as a single daughtercard channel
on the TS motherboard, and has the same number of channefsestretching as the whole module.

With this level of integration it becomes feasible to coesithtegration of the time stretcher
and TDC electronics on detector, as is being done for dateatisystems in the LHC experiments.

4.2 Testresults

In order to test the performance of the MTS1, a multi-hit TDOWd be used. As a demonstration
of the power of this time stretching technique, an Field Paognable Gate Array (FPGA) can be
used as this TDC [21], where the results from a simple Graleamunter implementation of the
hit time recording may be seen in figure 10. The RMS of the ibigtion is about 840ps for the
Xilinx Spartan-3 device used. This resolution could be iowed by use of a faster FPGA, though
is sufficient to obtain the test results shown below.

Indeed, it is worth noting that this combined Time-StetchEP GA technique is very powerful
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Figure 10. Timing resolution obtained for the FPGA-based TDC used éNITS1 evaluatiton.
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Figure 11. Scan of stretched times versus input reference time, withiimgle stretch clock cycle. In this
case a stretch factor of about 47.5 was used.

for two important reasons:
1. low-cost, high-density TDC implementation
2. deep and flexible hit buffering and trigger matching logic

A test sweep of the MTS1 input is shown in figure 11, where iufthbe noted that due to the
encoding scheme it is only meaningful to scan within a timga@sion clock cycle period. A scan
of expansion ratios was performed and the best results vikaéned for stretch factors of 40-50.

As can be seen, there is some non-linearity in the expandes tThis is more clearly seen
when a plot of the residual distribution is made by subtracoff the linear fit, as shown in fig-
ure 12. A periodic structure is seen, roughly consistenh wie expansion clock period, if the
negative timing dips are correlated to transition edges.

4.2.1 Timing resolution

As with the HPTDC device [19] developed at CERN for the ALIC&attor, a fine calibration is
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Figure 13. Timing resolution of the MTS1 + FPGA TDC when a non-lineadtyrection is applied. Non-
gaussian tails are due to regions with larger jitter due tagpting of the reference clock into the ramping
circuitry.

needed to obtain a precision comparable to the current Bgdem. Applying such a calibration,
determined in a separate data set, significantly improveshtity and residuals are obtained. The
subsequent results are histogrammed in figure 13.

As can be seen, the timing resolution fits well to a double Ganswith a narrow sigma less
than 20ps, which is comparable to (and actually slightlydveéhan) the existing Belle system. This
result is consistent with the expectation from the FPGA TRBEd) where

B 840ps 840ps
" StretchFactor 475

OTs 17ps (4.2)
and the measured sigma is about 15ps. It is possible thatradis@ution FPGA TDC would
allow for an even more precise timing determination.

In practice the systematic effects of the upstream disodtor and its amplitude dependent
threshold crossing (and comparator overdrive) dependerade any further improvements diffi-
cult. Nevertheless it is an interesting question for futexgloration. This timing resolution is
comparable to that obtained with the HPTDC after carefutligarity calibration.

—10 -
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Figure 14. Cross-check measurement of the secondary MTS1 output ehavimere the results are seen to
be comparable to the primary channel, apart from a systeaiigtsmaller stretch factor as described in the
text.

The broader Gaussian distribution and significant nongjandails are correlated with ex-
pansion clock feedthrough to the ramping circuit. This ddug improved in a future version with
better layout isolation. The.85um process used only had 3 metal routing layers available and m
gration to a finer feature size process would allow for dedit@hields and better power routing.

4.2.2 Multi-hit buffering

In order to reduce deadtime a second time-stretcher ciraih a separate output, is provided
for each input channel. This second circuit becomes armeashwlie primary stretcher circuit is
running. Use of such a scheme can significantly reduce dssadioe to arrival of subsequent hit
during operation of the first stretcher circuit. The factaynbe expressed as

Fdead: Fsl}lngle (42)

where N is the number of buffer stages. For N=2, the case fyp®d here, a large existing
deadtime of 20% could be reduced to 4%. Moreover, this teclencan be extended to an even
larger number of buffer channels, a realistic possibilityaw using a low cost FPGA-based TDC. In
the case of 4 outputs, a 20% single time stretcher deadtinugvib@come a completely negligible
1.6x 1073,

Apart from the arming circuitry, the second time stretcheairmel is identical to the primary.
Testing was performed with double-pulse events and thdtresithe second channel is seen in
figure 14.

Note that these secondary channels have a time-stretair thett is systematically smaller.
As the same reference currents are mirrored in all chaniédsbelieved that this is due to ramp
window reduction due to latency in the arming logic.

4.2.3 Cross-talk

An important check of performance of the MTS1 is the impadirog stretcher operation on one
channel while another is operating. This has been perfoimédure 15, where the timing of the
first channel is fixed and the timing relation of the signalhawnel 2 is varied.

—-11 -
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Figure 15. Timing shift due to adjacent channel crosstalk. As expedtegact is most sensitive during the
initial current ramping and near stretched time threshoddsing.

The impact of operation of this second channel is clear dutite ramping portion of the
readout cycle, as well as the threshold crossing at the etigt ghmping interval. While this effect
can be calibrated out to some extent, just like effects ottbek feedthrough, this perturbation to
the circuit would be better mitigated through better igokain the IC layout.

5. Future prospects

An improved layout paired with future, higher clock freqagri-PGAs could open the possibility
of very dense channel count, sub-10ps resolution TDC réugprd

For many applications the HPTDC is perfectly suitable angégicomparable time resolution
to the MTS1 + FPGA TDC. In both cases a non-linearity corogctis required to obtain this
resolution. However the time encoding itself is only partiaf issue for obtaining excellent timing
resolution from a detector output. Correction for time slavhe discriminator threshold crossing
is critical. Moreover the addition of many channels of hgpeed discriminator inside a detector
is a noise and power concern. Compact, high-speed wavetmonding [22] may be a promising
next evolutionary step in the readout of precision timintgdors.
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