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         Abstract 
 

Dark current generation and capture are of great importance in high gradient accelerating 
structure R&D especially for the NLC which aims to operate at 65 MV/m with specific limits 
on dark current and RF breakdown rates. Although considerable effort has been devoted to 
building and testing various types of structures to meet these requirements, few theoretical 
studies have been done to understand these effects in actual structures. This paper focuses on 
the simulation of dark current in a NLC test structure for which experimental data are 
available. The parallel time-domain field solver Tau3P and the parallel particle tracking code 
Track3P are used together to simulate, for the first time, a dark current pulse to compare with 
the data measured downstream. Results from SLAC X-band 30-cell constant impedance 
structure for RF drive pulses with different rise times are presented and discussed. 
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1. Introduction 
 

Next generation linear colliders strive to operate at high gradients to achieve greater efficiency. One 
limiting factor that prevents the accelerator from reaching high gradients is the generation of dark current. 
Dark current may lead to beam loading of the accelerator structure and, if captured, may also produce 
undesirable backgrounds downstream in the detector  at the interaction point.  Therefore, understanding the 
mechanism of dark current generation and capture is essential to the successful development of high 
gradient structures for future colliders. Thus far, dark current has been studied mostly through experiments 
in which measurements were made during high power tests. There is growing interest in understanding the 
measured data using simulation in order to gain insight into the conditions and structure properties that lead 
to dark current generation.  

Previous efforts in dark current simulation have focused on cylindrically symmetric structures and 
treated the accelerating fields in steady state. These assumptions ignore the 3D effects of the fundamental 
power couplers and the transient effects due to the finite pulse length of the accelerating fields. However, 
they greatly simplify the simulation and many results have been obtained with this approach [1]-[4]. This 
paper describes the simulation of dark current in a fully 3D model of the accelerating structure and includes 
the transient response to a realistic drive pulse. Specifically, we chose the SLAC X-band 30-cell constant 
impedance structure [5] for our end-to-end simulation which has been made possible by new parallel tools 
from the DOE SciDAC Accelerator Simulation Project.  

Under SciDAC, SLAC has developed a new suite of 3D parallel electromagnetic codes based on 
unstructured grids for modeling large, complex accelerating cavities and RF structures to high accuracy 
using high performance computers. The codes for use in dark current simulation include the parallel time-
domain field solver, Tau3P [6], and the parallel particle tracking module, Track3P [7]. Coupling Tau3P to 
Track3P provides the transient fields needed for simulating the structure surface response to an RF drive 
pulse. Applying this simulation model  to the 30-cell constant impedance structure allows us to study, for 
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the first time, the dependence of dark current on pulse rise times so that comparison with available data can 
be made. At the same time, the transient fields from Tau3P are analyzed to understand the increase in peak 
surface fields due to shorter rise time and the correlation with enhancement in the dark current pulse.  
 
2. Dark Current Simulation Model 
 
             The simulation of dark current requires three components: a field solver for determining the 
electromagnetic fields in the accelerator structure, a physics model to govern the particle emission process 
when the fields interact with the structure surface, and a particle tracker that computes the trajectory of 
emitted particles under the influence of imposed fields.  
 
(a) Calculation of electromagnetic fields using Tau3P 

  Tau3P is a 3D parallel time-domain solver which uses the discrete surface integrals method for 
unstructured grids to simulate large, complex accelerator structures. The use of unstructured grids allows 
for conformal meshing of curved surfaces which is particularly important for determining the peak surface 
fields to a high degree of accuracy.  Parallelization provides the ability to handle large problem size and to 
speed up long simulation. Both capabilities are needed for modeling an entire structure over the duration of 
a finite RF pulse.  

 
(b) Particle tracking and surface physics in Track3P 
             Track3P is a 3D parallel particle tracking code that computes particle motion through the Lorentz 
force equation using the Boris scheme [8] and   with fields input from SLAC’s parallel solvers such as 
Tau3P and Omega3P. On an unstructured grid, the localization of particle position and the interpolation of 
fields onto it require special treatment for good accuracy and computational efficiency. For example, we 
have implemented a uniform spatial subdivision scheme to facilitate the particle searching and work is in 
progress on developing a binned binary space partitioning scheme that can be an order of magnitude faster.  

The surface physics model in Track3P follows closely the emission processes described in the paper 
by Yamaguchi [1]. Field emitted or primary emissions are treated according to the standard Fowler-
Nordheim formula [9] where the emission current is determined by the strength of the surface electric field. 
Secondary emissions are governed by the Lye and Dekker formula [10] which provides the yield of 
elastically as well as inelastically scattered electrons, and also true secondaries depending on the energy of 
the incident electron.   
 
(c) Coupling of Track3P to Tau3P 

In order that Track3P receives the instantaneous fields from Tau3P at each time step, the two codes 
have to be coupled directly. Although, in principle, one can compute and store the Tau3P fields (over a 
pulse length) beforehand, the data size would be too large for practical purposes. Our approach is to treat 
the computation like a PIC method but the fields are computed without charges and currents due to the 
emitted current, so the scheme is not self-consistent. With all parallel particle codes, the main 
computational issue is load balancing so that work is evenly divided among the processors at all times. 
Presently static load balancing is used based on the partitioning of the mesh. As the dark current evolves 
over time, the workload distribution between particles and fields can vary widely which reduces the parallel 
efficiency. Methods for improvement using dynamic load balancing schemes are under consideration.  

 
3. Application to 30-cell Constant Impedance Structure 

 
 
 
 

 
 
 

Figure 1: (Left) The X-Band 30-cell constant impedance structure with fundamental couplers, and (right) 
the corresponding distributed mesh used in Tau3P simulation with different colors representing the portions 
of mesh being assigned to different processors. 



(a) Peak surface field increase during pulse rise time: The SLAC X-band 30-cell constant impedance 
structure shown in Figure 1 (iris opening same for all cavities) is a test structure for the NLC and suffered 
RF damage at the edge of the cell disks during high power tests. It was suspected that RF breakdown was 
the cause for the damage and is due to extraordinarily high fields sustained at the disk surface. In an effort 
to understand the origin of these high fields, we drive a pulse with a given rise time and RF power through 
the structure using Tau3P and monitor the surface electric field around the iris edge of each cell. Figure 2 
(left) shows two instances in time of the pulse propagation through the structure. All surface emissions 
have been turned off. Figure 2 (right) plots the surface electric field at a chosen disk location as a function 
of time for all 30 cells when excited by a pulse with a 10 ns rise time. It can be seen that, at each cell disk, 
the field overshoots during the pulse transient before settling down to its expected steady state value. This 
overshoot is a dispersive effect due to the high frequency content in the rise pulse. When adjusted for the 
wall loss (which is absent in this simulation) the maximum overshoot is about 17% over the steady state 
which is quite a significant increase. Simulation indicates that the increase gets smaller as the rise time gets 
longer. Since field emission depends on the surface field, this suggests some correlation with experimental 
data that the peak dark current also decreases with longer rise times.  
  
 
 
 
 
 
 
 
 
 
Figure 2: (Left) Two snapshots in time of the pulse propagation in the 30-cell structure; (right) surface field 
monitored at cell disk in each of the 30 cavities as a function of time, showing overshoot due to the rising 
pulse (rise time = 10 ns).  
 
(b) Generation of dark current pulse:  To study dark current, the Tau3P simulation is now coupled to the 
particle tracking code Track3P which turns on the surface emission processes and tracks the emitted 
particles (as macro-particles) through the Tau3P fields. These fields are now adjusted by an attenuation 
factor to account for wall loss and Figure 3 (left) shows the transmitted RF pulse (for three different rise 
times) monitored at the output waveguide.  In Track3P’s field emission model, the field enhancement factor 
β is set to 40. The field emitted (or primary) particles, under the imposed fields, either hit the structure 
surface generating secondary particles or are captured and accelerated downstream. The simulated dark 
current is found by collecting all of the particles that exit the downstream beam pipe,. A typical simulation 
using 30 Pentium-4 processors of a Linux cluster takes 12.6 hours to advance 64,000 time steps for a mesh 
with about 500,000 hexahedral elements, and the average number of particles at each time step is about 
150,000. Meeting the computational requirements and obtaining a fast turnaround time would not have 
been possible without parallel computing.   
             
          
 
 
 
 
 
 

 
 
 
Figure 3: (Left) Transmitted pulse shape monitored at the output waveguide for rise times of 10, 15 and 20 
ns  respectively; (right) two instances in time of dark current generation with primary particles shown in red 
and secondaries in green.  
  



4. Comparison between Simulations and Experiments 
 
One of the goals of high power tests is the study of dark current generation because it is recognized that 
dark current may be the precursor to RF breakdown. In the high power experiment, the dark current pulse is 
measured downstream of the structure for a range of pulse conditions that include different rise times, 
various field gradients and pulse lengths [5]. In this work, we focus on a set of data measured in the 30-cell 
structure that describes the dark current pulse as a function of three pulse rise times of 10, 15 and 20 ns, at a 
field gradient of 85 MV/m. The data plotted in Figure 4b shows the input, output, and dark current pulses 
for each case. The same experiment is repeated using Tau3P and Track3P, and the results are summarized 
in Figure 4a. It shows the computed dark current pulse from the 10 ns case in black, the 15 ns case in red, 
and the 20 ns case in blue, and that they are in reasonably good agreement with measurement.   
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5. Summary 
 

This paper reports the first ever dark current simulation of an entire 3D realistic structure, with an 
actual RF pulse and including secondary emission, using newly developed parallel tools. Good agreement 
is found between numerical results and measured data on the dark current pulses generated for different rise 
times in a test structure. The shape of the dark current pulse is corroborated with the RF pulse shape which 
shows overshoot as a result of dispersive field effects during the rising pulse.   
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Figure 4: (a) Dark current as a function of time 
for pulse rise times of 10 (black), 15 (red) and 20 
(blue) ns; (b) experimental data for same set of 
rise times (10, 15, and 20 ns from left to right).  
From top to bottom are the input, output and dark 
current pulses respectively. 
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