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Abstract

We describe a Monte Carlo solution for time dependent photon transport, in the
difference formulation with the material in local thermodynamic equilibrium (LTE),
that is piecewise linear in its treatment of the material state variable. Our method
employs a Galerkin solution for the material energy equation while using Symbolic
Implicit Monte Carlo (SIMC) to solve the transport equation. In constructing the
scheme, one has the freedom to choose between expanding the material temperature,
or the equivalent black body radiation energy density at the material temperature,
in terms of finite element basis functions. The former provides a linear treatment
of the material energy while the latter provides a linear treatment of the radiative
coupling between zones. Subject to the conditional use of a lumped material energy
in the vicinity of strong gradients, possible with a linear treatment of the material
energy, our approach provides a robust solution for time dependent transport of
thermally emitted radiation that can address a wide range of problems. It produces
accurate results in the diffusion limit.
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1 Introduction

In earlier work, [1] and [2], some of the authors introduced the difference
formulation for photon transport, under conditions of local thermodynamic
equilibrium (LTE) for the material, and demonstrated a significant gain in
computational efficiency for a Symbolic Implicit Monte Carlo (SIMC) [3] [4]
implementation that assumes a constant material temperature in a zone. In
order to obtain accurate results, the zone size for this piecewise constant imple-
mentation is limited to about one mean free path. The cause of this limitation
is energy teleportation [5], wherein energy that is absorbed on one side of
a zone is immediately re-emitted on the opposite side. This defect causes a
faster-than-physical propagation velocity for a Marshak (thermal) wave, and
excessive energy transport even under steady state conditions.

Clouet and Samba [6] have shown that a piecewise linear (in space) discretiza-
tion of the material state variable produces the correct diffusion limit. They
did this in the context of a linearized form of the transport problem for a time
independent solution; see [7] for an example of this linearization in a diffusion
context. As they used the standard formulation of transport, Monte Carlo
noise was an issue that led them to the conclusion that practical application
of the method might be limited by the noise problem.

The method of Clouet and Samba is based on a Galerkin [8] solution of the
material energy equation and uses a piecewise linear finite element basis that
permits discontinuities at interior zone edges in order to represent the material
state variable within a zone. In this paper, we extend the method of Clouet
and Samba to the time dependent solution of the full non-linear equations
of LTE transport in the difference formulation, using piecewise linear basis
functions, in slab geometry.

A significant difficulty that occurs in the standard formulation of transport
when attempting to extend SIMC with a finite element treatment of the ma-
terial state variable is that of correctly sampling the source term. Correct
sampling of the emission spectrum, when it depends upon the details of the
material opacity at the temperature of the position sampled, requires an inte-
gral of the opacity against the Planck distribution function for each particle
sampled. In the difference formulation, the thermal emission in a zone does
not depend on the material opacity and this difficulty does not occur.

In addressing the non-linear equations of time dependent radiation transport,
one has a choice between representing the temperature, 7', or the equivalent
black body radiation energy density at the material temperature, ® = a7,
using finite element basis functions. In the former, the material energy is linear
when a constant specific heat is used during a time step while the radiative



coupling between zones is not. In the latter, the radiative coupling between
zones is linear while the material energy, expressed in terms of ®, is not. The
best choice depends whether the problem of interest contains violent time
dependent behavior or more closely resembles steady state conditions.

A time dependent finite element (piecewise linear) solution of radiation trans-
fer becomes non-monotonic in the vicinity of a strong gradient. When a ther-
mal wave impinges on one side of an optically thick zone, the self consistent
solution of the energy equation drives the far side down in temperature, even
though the energy absorbed is positive (but small). This problem becomes
particularly serious when the initial temperature of the material is small, as
it can lead to negative temperature excursions that stop the calculation. The
problem, analyzed by Godunov [9] in the context of fluid flow, is unavoid-
able in linear schemes that achieve second order accuracy. The technique of
lumping the material energy (or mass) matrix [8] is a method used to address
this problem in conventional applications of the finite element method. We
find lumping to be a useful means of avoiding the monotonicity problem in
the context of transport for thermally emitted photons. However, lumping re-
duces the accuracy of the solution in the affected zones. It gets the average
temperature correct, but introduces an error in the slope of the solution that
would otherwise be second order accurate.

In Section 2 we briefly describe the difference formulation for the transport
of photons, under conditions of local thermodynamic equilibrium, in the slab
geometry environment that we will use for our exposition in this paper. In Sec-
tion 3, we sketch the solution method, and refer to other sections of the paper
that provide extensive details of the implementation. We provide numerical
results in Sections 8 and 9, documenting the characteristics of the method for
problems involving an optical thickness of one mean free path per zone. In
Section 11 we demonstrate the performance of the method for a thermal wave
penetration problem that is optically thick, comparing its behavior to that of
the piecewise constant treatment of the material state variable. We provide
a discussion in Section 12. The intervening sections and Appendices of this
paper delve into the significant details of our method.

2 The difference formulation

We want to solve the coupled equations for photon transport, Eq. (1), and the
material energy, Eq. (2), in the difference formulation. In this model for pho-
ton transport the interaction of the radiation with the material (absorption
and thermal emission) is accomplished using the simplifying assumption of
local thermodynamic equilibrium (LTE) for the material degrees of freedom.
For the purposes of this paper we restrict the problem to slab geometry, ex-



clude physical scattering, and assume that the material is stationary. Lifting
these restrictions poses no significant difficulties for the Monte Carlo solu-
tion method we describe. We have exposed the independent variables in the
equations below for clarity.
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The field that is transported, D, is the difference between the specific intensity
for photons, I, and the black body distribution at the material temperature,
B(v,T(z,t)); that is I = D + B provides the relationship between the differ-
ence formulation and the standard formulation for photon transport with the
material in LTE. It also provides a means for mapping boundary conditions
between the two formulations. It is useful to note that the opacity corrected for
stimulated emission, o], the material energy, E,,.:, and the local blackbody
field, B, are indirect functions of space and time through their dependence
on the temperature, T'(z, t). This becomes important when the temperature,
T(x,t), is a function of space, and possibly time, during a time step.

We define the black body radiation energy density, ® = a7, where a is the
radiation constant. The factorization of B into a strength times a frequency
distribution function gives

caT*
47

B(v,T) = b(v,T) (3)

with

b(v,T)dv=1 , bv,T)>0 . (4)

Equivalently, one can express B in terms of ®,

B, ®) = Zi’ b, D) . (5)



The source terms in the radiation transport equation for the difference field,
D, can be factored using the chain rule, giving
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The use of the chain rule to factor the source terms in the difference formula-
tion is the equivalent of the factorization of the Planck distribution, Eq. (3),
used in the standard formulation of SIMC transport. The term (47 /c)(0B/0®)
is a frequency distribution function, it is positive and its frequency integral is
unity. The sampling of this frequency distribution was dealt with in detail in
the Appendix of [2] and is further refined for the finite difference case in the
Appendix of this paper.

3 Solution Method

The sections that follow contain a detailed account of the implementation
of our solution of Egs. (1) and (2), using a SIMC method that employs a
piecewise linear finite element treatment of the material state variable. Our
method is similar to that of Clouet and Samba [6]. In a nutshell, our algorithm
is organized as follows:

e The material state variable is represented with a finite element expansion
in space. The time dependence is given by the time dependence of the
expansion coefficients.

e The source terms of the transport equation, which depend only upon the
material state variable and no other physical properties, are worked out in
terms of space, angle, and frequency distributions that are known at the
beginning of the time step and in terms of a strength that depends upon
coefficients of the finite element expansion that will not be known until the
end of the time step.

e The source terms are sampled and the transport equation is solved by a
Monte Carlo simulation that propagates these sources, which carry the un-
known strength terms symbolically, along with any census particles, which
hold known weights from a prior time step, to the end of the current time
step.

e The equation for the change to the material energy is solved by using a
Galerkin [8] projection to produce a set of equations that relate the unknown
coefficients of the finite element expansion for the material state variable.

e The set of equations for the material state variable is solved, and the solution
is then used to resolve the unknown factors in the census particle list in order
to prepare the initial conditions for the next time step.



In addition to the finite element basis employed by Clouet and Samba that
admits discontinuities at the interfaces of interior zones, we also demonstrate
a modification of this basis that enforces continuity of the solution on interior
zone interfaces. The finite element basis we use is described in Section 4.1 and
our method of collapsing to a basis that enforces continuity is described in
Section 10.

We use an implicit piecewise constant time discretization for most of this
paper. The implicit treatment is required in order to obtain unconditional
stability of the resulting numerical method. We have also implemented an
implicitly interpolated piecewise linear time discretization and find it to be
conditionally stable. This time discretization might be used in order to obtain
faster convergence as a function of the size of the time step, with due caution
with regard to the treatment of material properties such as opacity and specific
heat. Our scheme for time discretization is described in Section 4.2.

The underlying SIMC method is based on the idea of factoring the source
terms into space, time and frequency distributions that are known at the
beginning of the time step, and strength that depends upon the radiation
energy density, ® = a1, or temperature, T, as the case may be, that will not
be known until the end of the time step. This allows the source terms to be
sampled in space, time, and frequency while leaving the weights of the Monte
Carlo particles unknown. The transport equation is then solved in terms of
the unknown values of the material state variable by Monte Carlo simulation.
The source particle sampling in this paper is substantially complicated by the
piecewise linear treatment of the material state variable. This is described at
length in Section 6 as well as in the Appendix.

As the Monte Carlo particles propagate they lose their energy to the matter.
This energy deposition, along with material energy and heating terms, must
be accounted for in the solution of the material energy equation. Some of the
terms that appear in the energy equation are non-linear, as a function of space,
and this forces us to resort to the Galerkin method in order to solve for the
material state variable at the end of the time step. In the Galerkin method,
a set of algebraic equations for the material state variable is generated by
projecting the material energy equation on the basis functions. By using this
solution strategy, we restrict the solution for the material state variable to be
a member of the space of functions spanned by the piecewise linear basis. This
is discussed in Section 7.

The set of algebraic equations produced by the Galerkin projection of the
energy equation is non-linear in the unknown coefficients of the finite element
expansion for the material state variable at the end of the time step. We
resort to Newton-Raphson iterations to solve this set of equations, employing
the known material state values at the start of the time step as the starting



point. For each iteration of the solver, the Newton-Raphson solution of the
energy equation requires the Galerkin projection of the energy equation and
its partial derivatives with respect to the unknown material state variable.
The partial derivatives are evaluated analytically, instead of numerically, and
the consistency of the Galerkin projection and its partial derivatives is of
paramount importance to the robustness of the solver. Although we do not
document these issues completely, enough key details are described in Section
7 that our results may be reproduced.

Once the solution for the material state variable is known, the unknown fac-
tors for the weights of Monte Carlo particles born during the time step are
determined and the census particle list is converted to numeric weights in or-
der to form the initial condition for the transport equation during the next
time step.

4 The basis functions

In our piecewise linear Symbolic Implicit Monte Carlo solution in the differ-
ence formulation, we use piecewise linear basis functions to handle the spatial
discretization of the material state variable. The spatial basis functions, per-
mitting discontinuity at zone boundaries, are the same as those that were
employed by Clouet and Samba [6] in their linearized treatment of the trans-
port equation. We have explored the addition of temporal basis functions in an
attempt to extend the second order accurate treatment to the time variable,
but find that the result is only conditionally stable. Later on in our discussion,
we will describe how to constrain the solution of the material energy equation
so that continuity is preserved at interfaces between interior zones.

4.1 Spatial discretization

We write out the piecewise linear basis functions, supporting discontinuities
at zone edges, in slab geometry, in order to establish our notation. Extension
to two and three dimensional geometry is straightforward, as described by
Clouet and Samba.

We define N zones, Z;, i € (1, N). In each zone there are L basis functions,
X%, 1 € (1,L). In slab geometry, L = 2. Denoting the left and right boundaries
of Z; by x; and x;,, respectively, the basis functions for slab geometry are



defined as:

0 (x < x;)
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It is easy to see that
L
ZXi(x) =1 (v;<x<mip) 9)

and is zero otherwise. The fact that the basis functions add up to one within
each zone is important for energy conservation, and can be exploited when
sampling although we do not do so.

Defining
Xi(w) = (2/(zin1 — 2))xi(x) (10)

we produce a normalized basis function with unit integral. This version of
the basis function is useful when decomposing source terms for the purpose
of Monte Carlo sampling. The concept will be extended to cover products of
basis functions later on.

It is sometimes useful to organize things in terms of the zone edges, z;, i €
(1, N + 1), which are located at the left and right edges of the zones, Z;,
i € (1, N). We will be careful to point out when we do so.

A function, F'(z,t), that is piecewise linear in each zone, can be represented
in terms of the spatial basis functions by the expansion

N
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The expansion permits discontinuity in F'(x) at the internal interfaces between



zones as there is no constraint relating f? and f! . If F'(z) is continuous on

the zone boundaries, f? = fL .

4.2 Temporal discretization

In Eq. (11) we defined the spatial discretization method that we employ for
the material state variable and, therefore, for the transport source terms, in
this paper. The time step is the interval between t; and ty+ At. The temporal
discretization is defined in how we treat the time dependence of the coefficients,
fL(t). The first possibility, which we call ezplicit, is for f(t) to equal f(to)
during the duration of the time step from ty to tqg + At, and then abruptly
change to f!(ty+ At) at the end. A second possibility, which we call implicit,
is for fl(t) to abruptly change from f{(ts) to fi(to + At) at the beginning of
the time step, maintaining this value until the end.

A third possibility is that the f!(¢) vary linearly across the time step, which
we call interpolated. To this end, we define the functions «(t) and (5(t),

o fot ALt

a(t) AL (to <t <to+ At), =0 (otherwise) |, (12)

t—t
At

B(t) (to <t <to+ At), =0 (otherwise) . (13)

The interpolated representation of f/(t) can now be expanded in terms of the
temporal basis functions.

Fi(t) = filto)a(t) + fi(to + At)B(t) (14)

By expanding f!(t) in terms of the temporal basis functions we interpolate
between the known value, f!(Zy), at the beginning of the time step and the
unknown value, f!(ty + At), at the end of the time step. The result is an
implicit second order treatment of the time dependence of f}(t).

The explicit temporal treatment was explored in [10] for the difference for-
mulation of a linear transport problem, and found to be conditionally stable
in an environment where the spatial treatment of the material state variable
was constant in a zone. We will not discuss explicit temporal treatment in this
paper. The implicit treatment was explored in [2] for the difference formula-
tion of radiation transport in LTE using a constant material temperature (as
a function of space) in a zone. It was found to be unconditionally stable in



practice. We will explore the implicit temporal treatment, using the piecewise
linear spatial discretization, in this paper. The interpolated temporal treat-
ment offers the possibility of second order accuracy for the time integration as
a complement to the second order accuracy that we obtain from the piecewise
linear basis functions used for the spatial discretization. We have only briefly
explored the interpolated temporal treatment, finding numerical evidence for
conditional stability. A detailed stability analysis is postponed to future work.

5 The solution of the transport equation

We employ the Symbolic Implicit Monte Carlo (SIMC) technique [3] to pro-
duce a statistical sample of the solution to the transport equation that depends
upon the unknown coefficients in the expansion of the material state variable
at the end of the time step. Either a finite element expansion for the material
temperature, T'(z, t), or for the black body radiation energy density at the ma-
terial temperature, ®(z,t) = aT*, can be used to construct the source terms
of the transport equation. In either case, the sources are sampled statistically
as Monte Carlo particles and Eq. (1) is solved by propagating the particles.

As shown in Eq. (6), the source terms for the transport equation can be
factored using the chain rule, cleanly separating the frequency dependence
from the strength of the sources. We would like to note that it is important to
factor out the frequency dependence before decomposing the strength terms
for the purpose of Monte Carlo sampling. By doing this, all particles born
at a given space and time point can be sampled from the same frequency
distribution.

Important assumptions of the scheme are that: the frequency distribution
of thermally emitted photons, the absorption coefficients of photons as they
traverse the time step, and any scattering coefficients, are all functions of space
and time that are determined from information known at the beginning of the
time step. We would like to note that stimulated (e.g. Compton) scattering is
not consistent with these assumptions, with enhancements of the scattering
coefficient being dependent upon the strength of the radiation field in the
direction and frequency being scattered into. One must face this issue when
considering practical applications of our method, but we ignore it for now.

In addition to the “symbolic” source terms in the transport equation, there
are the initial conditions for each time step (the census photons left from the
previous time step), and the possibility of prescribed sources of Monte Carlo
particles from the boundary conditions. Unlike the sources associated with the
0P /0t and 0P /Jz terms in Eq. (6), these sources have numeric weights with
known factors. Using these sources, the exact initial and boundary conditions
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for the transport problem are rigorously satisfied.

Under the assumptions noted above, the radiation transport equation for the
time step, derived from Eq. (1), is linear in its sources. Therefore the source
terms may be decomposed in ways that are advantageous for sampling, or
for dealing with cancellations that would otherwise produce noise. In fact, the
linearity of the transport equation for the time step, with respect to its sources
and initial conditions, is essential to achieving the goal of running the Monte
Carlo in a single pass (or at all).

6 Monte Carlo sampling the source terms

In extending the Symbolic Implicit Monte Carlo method to a finite element
treatment of the material energy equation, we are free to choose between
expanding ®(z,t) = aT* or the material temperature, T'(z,t), in the basis
functions. Examining Eq. (6), the advantage of expanding ® becomes clear.
With this choice the source terms are linear in ® and this greatly simplifies the
task of Monte Carlo sampling. It also makes the radiative couplings between
zones linear. In a thick system with constant opacity near a steady state, this
choice for expanding the material state variable approaches the exact solution.
The disadvantage of expanding ®, even for a constant material specific heat, is
that the expression for the material energy is made non-linear. This problem
becomes significant when one needs to lump the material energy in order to
prevent negative excursions of the material state variable in the presence of
steep gradients.

The alternative, expanding the material temperature, T'(z,t), in the linear
basis functions, has its own advantages and disadvantages. The treatment
of the material energy becomes linear, enabling lumping and straightforward
coupling to other physics that treats the material temperature similarly. On
the other hand, Monte Carlo sampling of the source terms is more complicated
and the radiative coupling between zones becomes non-linear. We explore both
approaches in our investigation, evaluating each one on its merits.

6.1 FExpanding ® in the finite element basis functions

Expanding ®(x,t) = aT* in the basis functions provides the simplest Monte
Carlo implementation of the source terms.

N
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In our detailed exposition of the Monte Carlo sampling of the source terms
we assume the piecewise constant (in time) implicit temporal discretization
described in Section 4.2 where the ¢!(t) abruptly jump to their end of time
step values, ¢k(to + At), immediately after the beginning of the time step.

We now use the spatial expansion of ® defined in Eq. (15), the definition of
the strength of the source terms from Eq. (6) after factoring out the frequency
distribution function given by (47 /c)(0B/0®), and the above understanding
of the temporal treatment, to write down the source terms for the Monte Carlo
treatment. First, we deal with the time derivative source.

10%i(x,t) 1 ~ddit)
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The distribution functions for generalized particle coordinates have been de-
noted by enclosure in [ |. The angular distribution function, 1/2, which pro-
vides for a uniform distribution for u in the range [—1,1], is included in the
denominator, 87. There are two spatial distributions for particles born in
zone Z;: those distributed according to X} (z) and those distributed according
to X?(x). The temporal distribution function is 6(¢ — to), where § is the Dirac
delta function, indicating that all source particles are born at the beginning of
the time step. In our implementation we emit two equally sized samples of M
particles in each zone, spatially distributed according to Y!(x) and having a
numeric weight —(z;11 — x;) /(47 M). Each particle carries an unknown factor,
(L (to + At) — ¢L(tg)), arising from the fact that ¢l(ty + At) is not yet known.

The final detail is the frequency distribution for the source particles. As the
frequency distribution must be determined before we know ¢L(ty+ At), we use
values extrapolated from past behavior &(to + At) in order to construct an
estimate for ®;(z, to + At) at the spatial point sampled for each particle. The
frequency distribution is the finite difference form of (47/c)(0B/0®) using
O (z,ty) and ®(x,to+ At) evaluated at the point, z, sampled for each particle.

Lacking any constraint enforcing continuity of ®(z,t¢) at the interior zone
edges, z;, i € (2,N), there are two components associated with the 0B/0z
source term. The first is a source of particles emitted within zone Z;, again
using the piecewise constant implicit time treatment discussed in Section 4.2,

12
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As was discussed in [2], the integral of this source over the range of p is zero.
We deal with this by sampling the range of x from 0 to 1 and emitting a pair
of particles of equal and opposite weight and direction. With that understood,
we can read off the distribution functions that have been denoted by enclosure
n [ ]. The distribution function for p is 2u. The distribution function for the
time coordinate is 1/At, reflecting a uniform distribution across the interval
from ¢, to ¢ty + At. The spatial distribution function is 1/(z;11 — x;), reflecting
a uniform distribution across zone Z;. M particle pairs are emitted within
each zone, one member of each pair with a numeric weight of —cAt/87M
traveling in the positive p direction, and the other with a weight of opposite
sign traveling in the —pu direction. The particles carry the unknown factor
(¢2(tg + At) — ¢} (to + At)). The frequency of the emitted particles is sampled
using the frequency distribution (47 /c)(0B/0®) evaluated at the extrapolated
value of ®(z,ty + At) at the position sampled.

The second component of the 9B /dx source term arises due to the possibility
of a discontinuity of ®(z,t) at the zone edges, z;, i € (1, N +1). This singular
contribution to the 0B/0x source term is

S — ) (6t + AL) — &7 (to + A1)

4dm
[2u]cAt
 8w[Af]

[0(z — 2:))(; (to + AL) — ¢12—1(t0 + At)) . (18)

As was the case for the continuous dB/0x source, this source is handled with
correlated particle pairs of equal and opposite weight and direction, with the
positive y particle being distributed according to 2. The distribution function
for the time coordinate is 1/At, The spatial distribution function is §(z — z;),
where x; is the location of the interface between zones, or an exterior zone
with a problem boundary. The values, ¢2 and ¢ 41, Where NNV is the number
of zones, refer to the boundary conditions for the left and right hand side of
the problem, respectively. There are N + 1 zone boundaries that contribute
this source term.

6.2 FExpanding T in the finite element basis functions

13



An alternative choice for handling the source terms is to expand the material
temperature, 7', in the finite element basis functions.

N N

T(a,t) = 3. Tifw ) = 30 Tha 1) = Y0 S THON () (19)

i=1 =1 1=1 =1 1l=1

This choice for the finite element expansion has the advantage that the mate-
rial energy, assuming a constant specific heat during the time step, is linear.
It is also likely that a second order spatial treatment of other physics, such as
hydrodynamics, would be more easily coupled to our transport method if this
choice for the expansion of the material temperature is used. The disadvan-
tage is the complexity of sampling the radiation source strength that scales
like 7%, and the resulting non-linear radiative coupling between zones. This
will become clear in what follows.

Using the definition, ® = a7, and the expansion for the temperature in zone
Z; given by Eq. (19), we re-write the source terms within zone Z;, again with
the frequency dependence factored out.

4

a O(Ty(z,t))* @ 0 (g~ L
Mat:_Wt(;Ti(t)xi(x))

a O
= —(Tix1 + 4T Taxxz

T Ar ot
+6T5ToxIx5 + 4T Toxixs + Toxs)  (20)

In writing the last form of Eq. (20), we have suppressed the zone index, i,
and have moved the basis function index, [, to a subscript position in order to
make it less cumbersome to write the powers of the temperatures (functions
of time) and the basis functions (functions of space). This notation will also
be used in Appendix A.

As we did when expanding ® in the basis functions, we use an implicit temporal
treatment of the source terms. The time dependent coefficients jump from
their value during the previous time step, T'(tp), to their end of time step
value, T'(ty + At), right at the beginning of the time step, leading to a Dirac
delta function for the time derivative. Under this condition, Eq. (20) becomes:

a O(T(x, ))4 a 4 4 4

g = 0t = to) { (Tt + A) = TH(t0)x
+4(T3(to + At)To(to + At) — T (t0) Ta(to)) X3 x2
F6(T2(to + At T2(fo + At) — T2(£6) T2 (ko) )y A2
+4(T1(to + AL T5(to + At) — T1 (o) T5(to) ) X1 X5
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+ (Th(to + At) — T3(to)) x4} (21)

In the last manipulation, we convert to the normalized form of the spatial
distribution functions for the source within the zone. Generalizing the notion
expressed in Eq. (10), we rewrite Eq. (21) in terms of the normalized functions

Xi= A; Xt
XXz ég Xixz
Xixs = @gz X3
X1X5 éox Xa
W= (22)

where Az is the width of the zone. The result is

e Al ot - )] {(Tht + A0) — T

St
+
>
Nt
|
H
=
—
no
St
=
—to
=
>,

+ (T% )Ta( :

+ (T2 (to + AT (to + AL) — T2(t)T2(t0)) [ 2x3)]
+ )T5(to + At) — T1(to) T3 (ko)) [x1X3)]

+ (Tt + At) — Thto) 3} - (23)

We can now read off how to sample this source term. This source is uniform
in u, reflected in the distribution function, 1/2, in the denominator, 207. The
temporal distribution function is (¢ — ty), indicating that all of the source
particles are born at the beginning of the time step. The numerical weight
to be distributed among M sets of five particles is —(aAx)/(107), with each
member of a set of five particles receiving the weight —(aAx) /(107 M). Table 1
shows the unique characteristics of the members of a set of particles, namely
their respective zone distribution functions and unknown factors.

As was the case in our discussion of the source terms for linear ® in a zone,
the frequency dependence of the source term is factored out using the chain
rule before we decompose the strength of the source in terms of the spatial ba-
sis functions. The frequency distribution of the sampled particles is obtained
from the finite difference form of (47/c)(0B/0®), evaluated using the known
temperature for the beginning of the time step, and the extrapolated temper-
ature for the end of the time step, at the spatial position that was sampled
for the particle. The details of sampling spatial positions within a zone, and
sampling the frequency for a particle, are described in the Appendix.
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Particle Number Spatial Distribution Function Unknown Factor

1 X1 (Ti(to + At) — Ti(to))
2 xixe (T3(to + At)Ta(to + At) — T (to) T2(to))
3 Xha (T3(to + At)T3(to + At) — T2(t0)T3(fo))
4 Xix3 (T1(to + At)T3(to + At) — Ti(to) T3(t0))
5 X3 (T4(to + AL) — Th(to))

Table 1

A bundle of particles for the time derivative source terms in the expansion of T
Each member of the set of five particles has a unique spatial distribution functions
and an associated unknown factor.

The continuous contribution to the dB/0z source, in terms of the piecewise
linear treatment of the temperature in a zone, is given by

4

pca d(Ty(z, t)*  pea 0 (L Lo
— =- o Ti()x;i(x)
A Ox A Oz ;

:—’T<ZL2T§(1?)X§(:U))3§$(iﬂ(ﬂxﬁ(@) o)

=1 =1

In our implicit temporal treatment, T%(¢) during the time step is T%(¢y + At).
The space derivative of x?(z), within zone Z;, is 1/(x;41 — ;). The space
derivative of x}(z) has the opposite sign. This provides

- (i T} (to + At)xi(@) (T3(to + At) = Tl (to + At)) .(25)

7T(.7)2'+1 — JI,) =1

Again, suppressing the index i with the understanding that we are dealing
with values associated with zone Z;, moving the [ index to a subscript posi-
tion to avoid confusion with powers in the expansion of the temperature, and
remembering that all temperature values are evaluated at the end of the time
step, (to + At), we expand the sum,

puea

N

(T3 + 32Tl + 3T T+ TH) (To = Ty) , (26)

where Az is the width of the zone.

Writing Eq. (26) in terms of the normalized functions

5_ A
17y

o

X
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2 2_ Az
X1 X2 = 12 X1X2
Ax —
Xa=— X3 , (27)

and the distribution functions for the angular and time coordinates, we obtain

- (T30 + T3Tahv] + TYT3and + THRE) (T2 - ) (29

At this point, we can read off the sampling scheme for the Monte Carlo treat-
ment of this source term. The angular distribution function is 2u. As was the
case for our piecewise linear treatment of ®, we deal with fact that the total
source integrated over the range of y is zero by sampling correlated particle
pairs with equal and opposite weights in the £ directions. In our Monte Carlo
treatment of this source term, M sets of four particle pairs are created for each
zone. The position coordinates for each of the four pairs in a set are sampled
from {x3, x3x2, X1X3, X3}, and carry the unknown factors, {T3(Ty — T;),
T2Ty(Ty — Ty), Ty T5(Ty — Ty), T3(To — Ty)}, respectively. For a given pair,
the particle sampled in the +x direction has the numeric weight —ca /87 M,
while the particle in the —pu direction has the opposite sign. For each space
and time point sampled, the extrapolated value of the temperature is used in
order to sample a frequency from (47 /c)(0B/0P).

If there is a discontinuity in 7'(z,t) at the zone edges, z;, i € (1,N + 1),
OT*(x,t)/0x has a singular contribution, again with the frequency dependence
factored out, given by

= B —w) (THO)' = (TL,(0)") L i€ (LN+1) (29)

where T3(t) is the boundary condition on the left surface of the slab, and
Th,1(t) is the boundary condition on the right. Identifying the angular, tem-
poral and spatial distribution functions, and with our mplicit differencing
scheme that evaluates the temperatures at the end of time step values, the
singular contribution to the 0B/0x source term becomes

_ %5@ S (T = (T2,)) L ie(LN+1) (30)

where 2u is the angular distribution function for the 4y particle of a +u par-
ticle pair, 1/At is the distribution function for particles uniformly distributed
across the time step, and 0(x — ;) is the spatial distribution function indi-
cating that the particle pairs are born on the zone interface, located at z;. If

17



M particle pairs are sampled on each interface, the ones traveling in the +pu
direction have a numeric weight of —caAt/8wM and carry the unknown fac-
tor ((TH)*—(T% ,)%), the difference in the fourth power of the temperature on
each side of the interface. The frequency for the particles is sampled using the
the finite difference form of (47 /c)(0B/0®), evaluated using the extrapolated
end of time step temperatures for each side of the interface.

7 Galerkin treatment of the energy balance equation

In the prior section, we described how to deal with source particle sampling
in the presence of unknown coefficients, whether they be the ¢k(ty + At) in
the case of linear treatment of ® in a zone (as a function of space), or the
Tl(to + At) in the case of linear treatment of T in a zone. Using the basis
function representation of the source terms, correct spatial distributions can
be established for Monte Carlo source particles whose weights have not yet
been determined.

We must solve the energy balance equation, Eq. (2), in order to determine
the unknown coefficients of the expansion of ®, or T, at the end of the time
step. The method of solving the material energy balance equation determines
how we score energy deposition of the particles that get tracked in our Monte
Carlo treatment of the transport equation, Eq. (1). To this end, we formally
integrate the energy balance equation from ty to tg + At, bring the change in
material energy to the right hand side, and refer to the result as the non-linear
function F'(x), which must equal zero.

F(‘T) = Emat(T(xa to)) - Emat(T<£L‘, to + At))
to+At oo 1
+2r / dt /dy du o’ (v, T, t0)) D (x, t; v; 1)
to 0 -1
to+At

+ /dtG(x,t) . (31)

to

We would like to note that we are using o) (v,T(z,1))), the opacity at the
beginning of the time step, for the time integral of the difference field. In order
to run the Monte Carlo solution to the transport equation, any absorption
and scattering cross sections must be evaluated using temperatures from the
beginning of the time step, T'(z,ty), or a temperature that is extrapolated
from the beginning of the time step, T(x, t).

F(z) is a non-linear function of the ¢k(ty+ At), or the Ti(ty+ At), as the case
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may be. If the unknown coefficients are the ¢! (to-+At), the non-linearity occurs
in the expression of the material energy. If the coefficients of the expansion
are the T.(ty + At), the non-linearity occurs in the unknown factors in the
time integral of o/, D. The local heating rate, G, is prescribed.

Generally, the function F(z) is also a non-linear function of the position coor-
dinate, x. Because of this we pursue a Galerkin treatment for the solution of
F(z) = 0; we generate a set of algebraic equations to solve for the expansion
coefficients, ¢L(to + At) or Tl(to + At) as the case may be, by requiring that
the projection of F(z) onto the basis functions x¥(z) defined by,

Pk = /da: Xi(z) F(z) (32)

be zero. This restricts the solution, T'(z,ty + At) or ®(x,ty + At), to be a
piecewise linear function in the space spanned by the finite element expansion.

Identifying the terms in F'(z) from Eq. (31), we define:

BN) = [do (@) Buarle,) (33)

to+At oo

(D) = 2r /dxxg?(x) / dt /du Ao’ (v, T(x, 1)) D(x, tv; ), (34)

to 1

and

to+At

Gl?:/dac /dtx?(x)G(x,t) : (35)

J
to

In terms of these definitions, we can write the algebraic system of equations
we must solve as

FE = BX(to) — EF(to + At) + (0D)F + GE =0 . (36)

The projection of the material energy at the start of the time step, Ej’?(to),
depends only upon known variables. The projection of the heat source during
the time step, Gf, is prescribed. The projection of the material energy at the
end of the time step, Ej’?(to + At), is non-linear when expressed in terms of the
@t (to+ At) and linear when expressed in terms of the Ti(¢y+At). Additionally,
it depends only upon the coefficients for basis functions in the same zone. The
projection of the energy deposited from photon transport, (JD);?, is linear
if the source terms are expressed in terms of the ¢k(ty + At) and non-linear
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when the source terms are expressed in terms of the Ti(¢y + At). It also has
a component that comes from the census particles from the prior time step
that can be considered a boundary condition difference field at the start of
the time step.

As noted above, and further exposited below, the system of algebraic equa-
tions, Ff = 0, is non-linear in its unknowns and we employ Newton-Raphson
iteration for the solution. We start with a guess for the solution, the value of
the dependent variables at the beginning of the time step, or some extrapolated
value, and evaluate both Ff and the partial derivatives of F f with respect to
the unknowns at this starting point. We then solve a linear system for the
error, producing a new value for the solution. This process is iterated until
convergence is achieved. Our solution strategy, then, boils down to evaluating
the projection of the material energy at the end of the time step, Ej’-“(to + At),
the projection of the absorbed energy, (O‘D)?, and their derivatives with re-
spect to the unknown dependent variables at the trial values for the solution
being refined using Newton-Raphson iteration.

We start with the material energy, in terms of the ¢.. Inverting ® = aT*, we
have T = ®'/4/a'/*. The energy density of the material, assuming a constant
specific heat, c,, and a constant material density, p, is

B(®(2) = L") (37)

In zone Z;, ®(x,t) is given by

©i(w,t) = ¢; ()x; (2) + 67 ()i () - (38)

The material energy density within the zone, then, is

Ei(x,1) = S 010X (0) + 20X @) (39)

and the total material energy is

E(z,t) = ZEi(x,t) . (40)

The projection of the material energy, defined above, is

BE(t) = [doxi(@) B(a,t) = [doxi(@) Byo,t) (41)
where the basis function x selects i = j.

20



k . .
;Ne find that the E¥ may be evaluated, in terms of ¢}(t) and ¢3(t), in closed
orm,

B} (1) = Corana (561 + 10670y + 1567105/ + 20010
n 16¢3/4¢2 n 12gz51/2 5/4 8gb1/4 8/2 4¢7/4)
/(45000 + 65 (e + 65%)) L (42)

where Az is the width of zone j. We have suppressed the common subscript, j,
on the right hand side, have moved the basis function indices to the subscript
in order to cleanly display the fractional powers. All of the ¢ are understood
to be functions of time, ¢. E3(t) is obtained by symmetry.

For the Newton-Raphson iteration of the solution, we require the partial
derivative of Ejl(t) with respect to ¢; and ¢5. These, again, can be evaluated
in closed form.

OE;(t) pc 3
b o v A /2 5/4 1/4 1/2 3/4 ,3/4
S = ol Az (567 +15¢] + 30105’ ° + 500 5

+57¢1/2¢2 + 51¢1/4 5/4 + 32¢3/2)
/(45(00"" + 801 + 6%)%) (43)

8E1-(t) P Cy 3/2 5/4 1/4 1/2 3/4 ,3/4
56, = (677 + 307 0y + 6010y + 100110

+6¢1/2¢2 + 3¢1/4 5/4 + ¢3/2>
/(45(61" + 63/ (01 + 64/)%) (44)

OEZ(t)  OE;(t)
O Oy

(45)

OE2(t)  OEM(1)
g Oy

(46)

The non-linearity of the material energy when we expand & in the basis func-
tions is clear.

At the cost of a non-linear treatment of the source terms for the difference
field, we can have a linear treatment of the material energy. Again, assuming
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a constant specific heat, we have
E(T(z)) =peT(x) | (47)

Tj(w,t) = Tj(t)x;(x) + T; ()G (@) (48)

and

Ti(t)  T3(t)

Ejl(t) =pc, Ax (3 + 6) : (49)

where Ejz(t) is obtained by exchanging the basis function indices, 1 and 2,
on the right hand side. Unlike the case with linear ®, the linearity of the
material energy expressed in terms of 7' allows one to cleanly separate the
portion of the energy due to T} from the portion of the energy due to T?.
When the consistent projection of the material energy onto the X? generates
trouble in the presence of steep gradients, we can lump the material energy
on each end of the zone so that Ej depends only upon T}, and E? depends
only upon T?. This reduces the order of accuracy of the solution, but can be
used to remove the monotonicity problem that would otherwise occur, thereby

avoiding negative temperature solutions.

We are left with

to+At oo

(D) = 2r /dx / dt /du duxE(x) ol (v, T(w, 1)) D(x, t;vs 1), (50)

to 1

understanding that in addition to contributions from numeric (census) parti-
cles, contributions will come from symbolic particles carrying unknown factors
involving ¢L(ty + At), or T!(to + At). In the case of a constant o’ (v, T(z, o)),
as a function of temperature, the contribution of a particle track to the (UD);?
can be evaluated in closed form. In the case of a temperature dependent opac-
ity, one might have to execute a multi-step numerical integration along the
track, or use the first few terms of a power series expansion.

Formally noting the energy depositions from the different particle types when
we are expanding the source terms in terms of the ¢!, the projection of the
energy deposition can be written as
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N L
+ 3 3(DDTHE (¢h(to) — ¢l(to + At))

i=11l=

+ XNZ(DDX )5 (01 (to + At) — @3 (to + At))

—_

+ (DELTA;)Y (¢7_1(to + At) — @i (to + At)) (51)

where N]’g is the contribution from census particles from the prior time step,
(DDT})¥ is the contribution from 8§/t source particles born via Y. (z) in Eq.
(16), (DDX )¥ is the contribution from @/dx source particles born via Eq.
(17), and (DELTA )% is the contribution from 9/0x source particles born via
Eq. (18). In order to get the actual contribution to the energy deposition, these
matrix elements must be multiplied by the appropriate unknown factors. The
coefficients with out of range indices, ¢§(to + At) and ¢y 4 (to+ At), represent
prescribed boundary conditions for the problem.

The structure of the energy deposition when expanding 7" in the finite element
basis in order to generate the source terms is similar, expressed in terms of 10
different particle types and appropriate unknown factors.

7.1 Scoring a particle track

The D(x,t;v; n) associated with a Monte Carlo particle track is

Dy e @eMe=10) 50 — 2 — pg e (t— 1)) 6 (v — 10) 6 (1 — po) (52)

where Dy is the weight of the particle at the start of the track and (x, to; vo; o)
are the generalized coordinates of the particle at the start of the track, not the
start of the time step. The track is made entirely within zone Z; and within
the time step. We are assuming for the purpose of this discussion that o/, (v, T)
is a constant function of temperature, but the discussion can be extended to
cover the more complicated case.

The contribution of a particle track, defined in Eq. (52), to the term (o.D)¥,
defined in Eq. (50), is calculated (modulo any unknown factor) by inserting
the expression for the particle track into Eq. (50) and evaluating the integral.
The integral over v selects o/, (1) and the integral over p drops out trivially.
The remaining delta function, enclosed in the integral over x, converts the x
in the basis function to z¢ + o ¢ (t — tg), obtaining
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to+t'
/ dt cag(yo)xf(xo + pig ¢ (t — o)) Doea(ro)elt=to)
to

t/

= /dt CO';(Vo)X?(xo + pg ct) Dy e~ oa o)t (53)
0

where (t —ty) — t.

For X} the result is

(po + ool (vo)t + o (1) (xo — xiv1)) o—ohwoet [

D 54
’ 0 (v0)(@it1 — ) 0 (54
For x3 the result is
Dy (110 + cpioog (vo)t + o (o) (w0 — xi))efa,’l(uo)ct 0 (55)
ol (v0)(Tit1 — ) ¢
The sum is
Dy e ou et f , (56)

this being the weight lost by the particle during the track. The weight, Dy,
may contain an unknown factor, leading to scoring the track in the appropriate
matrix element.

8 Numerical results with a piecewise linear ¢

In presenting numerical results employing the piecewise linear treatment of
®, our goal is to demonstrate the monotonicity problem that occurs in the
presence of strong gradients [9] and to demonstrate the advantage for this
expansion choice for problems near steady state. The basic test problem that
we use for this demonstration is one where a finite slab is abruptly subjected
to an incoming black body radiation flux on the left boundary while the right
boundary radiates freely with no incoming radiation flux. Assuming that the
incoming black body flux corresponds to a temperature higher than the initial
material temperature, and with an initial radiation field that is in equilibrium
with the material temperature, a thermal (Marshak) wave propagates from
the left to the right and the problem eventually comes to steady state with a
steady energy flow through the material.
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In Figure 1 we show the results for such a problem. The gray opacity is one
mean free path per cm and the specific heat of the material is given by pc, =
0.1 jerk/cm?® keV.! The initial temperature is kT = 0.4 keV and the slab
is subjected to a kT = 1 keV black body applied on the left hand side at
the start of the simulation. The time step size is 0.001 sh. With the dotted
line, we show the material temperature at 0.03 sh using zones that are 1 cm
in size, 5 zones for the problem. The solid line shows the 50 zone converged
solution. The material temperature is discontinuous at zone boundaries, this
being allowed by the finite element basis choice.

Two specific features of the 5 zone solution are notable. The first is that the
curvature provided by the linear treatment of ® is a poor fit for the leading
edge of a Marshak wave, as demonstrated by comparison to the converged
solution. The second is the relatively severe undershoot for the right side of
the first zone, relative to the converged solution, occurring in spite of the fact
that the energy deposited on this side of the zone is positive. This undershoot
is a property of the finite zone size, not the finite time step size. It results from
the self consistent solution of the material energy equation given the lopsided
energy deposition in the first zone. The existence of the undershoot prevents
us from running with a zero initial material temperature. The non-linearity of
the material energy, when expressed in terms of ®, makes it difficult to remove
this pathology.

Although the monotonicity problem in the presence of steep gradients is a
serious problem that limits the utility of this formulation, the linear treatment
of ® within a zone leads to a very accurate solution for problems near steady
state where such steep gradients do not exist. In Figure 2 we show the solution
for the problem defined above at a late time near steady state, again comparing
the 5 zone solution to the converged 50 zone solution. Only the boundary
layer at the right hand side of the slab is shown; it has one zone for the 5
zone solution and 10 zones for the 50 zone solution. The treatment of the
boundary layer is fully converged with the 50 zone solution. In the interior
of the slab, the 5 zone solution is in complete agreement with the 50 zone
solution, reflecting the accuracy of the linear treatment of ® for these physical
conditions. In the first mean free path on the left hand side of the slab there
is another boundary layer that is not shown in the figure.

9 Numerical results with a piecewise linear T'

1 Our units are 1 sh (shake) = 1078 sec, temperature measured in energy units,
kT in keV, frequency measured in energy units, hv in keV, and the material energy
measured in jerks, 1 jerk = 10° Joules.
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Given the monotonicity issue that has surfaced, we will now focus on the
development of the piecewise linear treatment of the material temperature, 7',
in our remaining exposition. First, we repeat the problems run in Figures 1
and 2 so that we may compare, generally, the characteristics of the two choices
for the material state variable, ® and 7". We will then show how lumping the
material energy removes the monotonicity problem.

The results for the problem of Figure 1, which uses the finite element expan-
sion of @, are repeated using the finite element expansion of 7" in Figure 3.
Comparing Figures 1 and 3, we see that the converged 50 zone result is identi-
cal, and that the linear treatment of T" in a zone provides a better match when
compared to the converged solution for the leading edge of the Marshak wave.
The linear treatment of 7" in the zone also tends to produce less undershoot
on the back side of a zone in the presence of a strong gradient, although an
undershoot is still present and must be dealt with.

The results for the problem of Figure 2, which uses an expansion of ® as the
linear material state variable, are repeated using 7" for the linear expansion in
Figure 4. Comparing Figures 2 and 4, we see that the linear treatment of ®
does better, compared to the linear treatment of 7', with small zone counts in
near steady state conditions, although the second order accuracy provides for
an accurate solution with only a modest increase in zone count.

The improved undershoot in the presence of strong gradients makes the linear
treatment of 7" much more robust for time dependent problems, but it still
suffers from the monotonicity problem. These undershoots will cause a nega-
tive temperature if the initial temperature in front of an advancing Marshak
wave is low enough. The linear treatment of the material energy makes it pos-
sible to lump the material energy, regaining monotonicity in the presence of a
strong gradient.

In Figure 5 we explore the effect of a lumped treatment of the material energy.
We show the material temperature for the problem of Figure 3, except that
the initial temperature is reduced to 0.2 keV and the result is shown at a
slightly later time of 0.35 sh, adding results for a lumped material energy with
the dotted line. The discontinuous solid line is the result without lumping
The continuous solid line is the converged 50 zone solution. By lumping the
material energy we make an error that causes the slope within a zone to
be incorrect and yields a solution that is no longer second order accurate in
space. In order to minimize any accumulated error due to lumping, we employ
conditional lumping in problems we show later in this paper. In conditional
lumping, we lump the material energy in a specific zone only during a time
step where failing to lump would cause a negative temperature excursion.
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10 Constraining the solution to be continuous

Our choice for the finite element basis expansion allows discontinuity in the
material temperature at internal zone interfaces. The cost of allowing discon-
tinuities is that we must deal with 2N unknowns where NN is the number of
zones in our one dimensional slab geometry setting. This can substantially
increase the cost of the non-linear system solve and allow any undershoot to
be worse than would occur if the left and right hand sides of an internal zone
interface were constrained to agree. In this section we discuss, briefly, how to
produce the solution corresponding to a basis that enforces continuity on the
zone interfaces internal to the problem domain.

A basis function set that provides for a single temperature at each internal
zone interface can be defined as follows.

() = x1(x) (57)
bi(r)=xi(z) +xi(x)  (1<i<N)
YN+ :X?v(x)

By expanding the material temperature in this basis, there are N + 1 coeffi-
cients for the expansion, these being the values of the material temperature
on the zone interfaces, both internal and external.

The projections of F'(x) defined by Eq. (31) on the ¢; can be obtained adding
the appropriate F ]k defined by Eq. (32). The partial derivatives of the projec-
tions of F’ on the 1; with respect to the unknown coefficients of the temper-
ature expanded in the v; basis are obtained by adding the derivatives with
respect to the coefficients of the appropriate x!. The process boils down to a
collapse of the 2N x 2N problem to a (N +1) x (N +1) problem by adding the
appropriate projections of F' and the appropriate internal rows and columns
of the Jacobian computed for the Newton-Raphson iteration. This obtains the
solution for the ¢ basis with a relatively local modification of the code used to
compute the solution in terms of the y basis. In addition, the dB/dx source
particles associated with the internal discontinuities that are not allowed with
the 1 basis need not be emitted as their weights will always be zero.

In Figure 6 we overlay the results of this treatment with the prior results of
Figure 5. The undershoot at the right edge of the first zone is made less severe
by the constraint of continuity, but this basis still suffers from the monotonicity
problem unless lumping is used in order to avoid it.
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11 Optically Thick Marshak Wave Problem

Up to this point we have explored the characteristics of a number of solution
options using problems with an optical thickness of one mean free path per
zone. The difference formulation reduces the Monte Carlo noise for optically
thick problems, but our prior implementation, which used a piecewise constant
treatment of the material temperature, forced calculations to be limited to
roughly one mean free path per zone to avoid energy teleportation. In this
section we explore the behavior of our piecewise linear implementation in the
presence of optically thick zones.

Our test problem for this demonstration is, again, a Marshak wave problem
with an initially cold medium. For the purpose of this demonstration, we use
the continuous basis function set, with conditional lumping of the material
energy using the piecewise linear treatment of the temperature. The incident
radiation flux is applied to the left side of the problem as a 1 keV blackbody
that is turned on at the start of the simulation. The gray opacity of the mate-
rial is 200 mean free paths per cm, with a specific heat pc, = 0.1 (jerk/cc keV)
and a time step size of 0.01 sh.

In Figure 7 we show the material temperature at 30 sh for four instances of the
problem, using 10, 20, 40 and 80 zones, respectively. The 10 zone case provides
zones that are 100 mean free paths thick, scaling down to the 80 zone case
that provides zones that are 12.5 mean free paths thick. The result for the
piecewise linear treatment of the temperature, shown in Figure 7, is in sharp
contrast to the behavior of the piecewise constant treatment of the material
state variable, shown in Figure 8. The error in the piecewise constant solution
scales roughly linearly with zone size, while the position of the leading edge
of the Marshak wave for the piecewise linear treatment, neglecting the foot
that must be the size of a zone, appears to be independent of the size of a
zone. This is evidence that our extension of the SIMC method for the fully
non-linear time dependent photon transport provides efficient and accurate
calculations in the diffusion limit.

12 Discussion

We have extended the piecewise linear treatment of the material state variable
for the Symbolic Implicit Monte Carlo (SIMC) transport method, originally
developed by Clouet and Samba [6], to the case of the fully non-linear time
dependent equations of photon transport, under conditions of local thermo-
dynamic equilibrium (LTE), in the difference formulation. The use of the dif-
ference formulation removes two hurdles preventing practical application of
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the method for the standard formulation of photon transport: the difficulty
of sampling a transport source term that depends upon the material opacity
at the location sampled, and the Monte Carlo noise that becomes an impasse
when attempting to use the method in the diffusion limit.

In constructing a solution to the non-linear transport problem, one has the
choice of linear treatment of the source terms and non-linear treatment of
the material energy; or non-linear treatment of the source terms and linear
treatment of the material energy. In implementing time dependent solutions
for problems involving steep gradients, thermal or Marshak waves, we find that
the monotonicity problem occurring in similarly treated heat flow problems
also occurs for this method, and that the technique of lumping the material
energy is effective in resolving the problem. We lump the material energy in
only those zones and time steps where the consistent treatment of the material
energy would produce a negative temperature excursion. This only occurs near
the leading edge of a Marshak wave as it propagates through cold material. The
need to lump the material energy in the presence of steep gradients produces
a preference for a linear treatment of the material energy.

In addition to the original discretization method of Clouet and Samba, we
have developed a method of enforcing continuity at the interfaces between
interior zones; it is appropriate when the material opacity is not discontinuous.
It reduces the number of variables that one must solve for and reduces the
monotonicity problem, although it does not remove it.

In the results we have presented, time was discretized in an implicit piecewise
constant manner, producing first order accuracy in the time integration. We
have explored the use of temporal basis functions in an attempt to extend the
accuracy of the time integration to second order. Although we do not show
detailed results for this treatment of the time variable, we find that it is only
conditionally stable in practice.

Our piecewise linear SIMC treatment of photon transport in the difference
formulation produces exceptional performance in the diffusion limit, while of-
fering seamless, accurate, treatment of optically thin portions of a problem.
The propagation speed of a Marshak wave in optically thick media is indepen-
dent of the zone size, while the piecewise constant SIMC treatment requires a
per-zone optical thickness of less than one mean free path in order to produce
a solution that is beginning to converge.

We have explored the properties of our piecewise linear SIMC treatment of
the difference formulation for a constant opacity, as a function of temperature
and frequency, and for static material without physical scattering. Because
the source terms in the difference formulation are independent of the mate-
rial opacity, they depend only upon the space and time derivatives of the
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material temperature. The inclusion of a real material opacity only modifies
the exponentiation and energy deposition of Monte Carlo particles as they
are propagated, posing no additional difficulties for the source terms. The in-
clusion of physical scattering, likewise, poses no additional difficulty for the
difference formulation.

The piecewise linear treatment of the difference formulation provides an ac-
curate transport technique that is capable of robustly addressing problems in
both optically thin, and optically thick, materials. It is capable of producing
accurate transport solutions in the diffusion limit. An open question is whether
or not the technique referred to as source tilting, that is used in the Implicit
Monte Carlo (IMC) [11] method in order to improve the behavior of that algo-
rithm for thick systems, can be used in the SIMC treatment of the difference
formulation, and whether it will provide an equivalent performance in thick
systems at a lower computational cost. We plan to explore this possibility in
the future.
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13 Appendix A: Spatial Sampling for Linear Temperature

As noted earlier, we now have multiple terms in the expansion of T in the finite
element basis functions. These terms each have unique spatial distribution
functions from which we wish to sample. According to [12], the standard model
for sampling such a distribution function is:

(1) Integrate the probability density function (p.d.f) to obtain a cumulative
distribution function (c.d.f.)

(2) Invert the c.d.f.

(3) Pass to this inverted c.d.f. a uniform random number between 0 and 1 in
order to generate a value sampled according to the p.d.f.

Acknowledging that there are other approaches to sampling, for instance re-
jection techniques, this will be our plan of attack. We list the c.d.f.s of our
normalized distribution functions below:

4 7 4y 6yt 4y
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We must now invert each of these functions. To do so, we employ Newton-
Raphson iteration. This method converges very well, if given a good starting
point. Our goal then is to find an approximation for the inverse of these
functions that we can use as the starting point for the Newton-Raphson solver.
This will allow us to sample these source terms using a single uniform random
number, R, such that 0 < R < 1.

13.1 The Method

We make three approximations for each of these functions, depending upon
the value of R we choose. If R is small (near zero) or large (near one) we make
appropriate approximations. If R is in neither of these regimes, we exploit the
fact that these functions are nearly linear within this range. The transition
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values between a “low,” “medium” and “high” value of R are determined
experimentally, by graphically displaying our first guess solutions and the
actual function. As our goal is to reduce the number of iterations required
by the numeric solver, we only need to find a sufficiently good first guess. It
is important to note that two of these functions, Eq. (61) and Eq. (66) can be
inverted trivially and do not require a numeric inversion. We take the fourth
and fifth roots of the functions, respectively.

Furthermore, because the basis functions y; and y, are symmetric about a
zone, these functions are also symmetric. This simplifies the matter, as we
only need to uniquely sample for half of the functions. The other functions are
sampled according to their symmetric counterparts. For instance, if we look
at the left hand side of Eq. (62), we notice that all values for this function
have symmetric counterparts in Eq. (66). If we sample Eq. (66) and subtract
this value from the width of the zone, we obtain a properly sampled value
for Eq. (62). By exploiting this symmetry we need to only focus on inverting
three of these c.d.f.s. We choose to invert Eq. (60) and Eq. (65). As there
is no symmetric counterpart to Eq. (64), our final choice is made for us. The
method is identical for each of these functions. We will outline it in the context
of Eq. (60) below.

138.2  Approximation for Small R

We begin by simplifying the notation so that our polynomial is easier to ma-
nipulate. Each time we pass our function a uniform random number, R, we
return a position in space. So, we drop the normalization constants and let x
be our sampled position. Therefore, Eq. (60) becomes:

R =42 — 32* . (67)

We now let there be some function, f(R), that satisfies the condition R-f(R) =
423, We know from Eq. (67) that:

R= 42° — 32* | (68)
= R-f(R) — 32" | (69)
= Rf(R) - STRAR) (70)

Now, when R is very small, so is x. We then disregard the higher-order term
such that R & 4z and invert this to get a value for z. Therefore, Eq. (70)
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becomes:

1
3

R=RfR) - RiR) (7). (71)
We can now solve for f(R):
i p— (72)

=

1-3(%)

Now, recall our goal is an initial guess for x to pass to the Newton-Raphson
solver. Letting this guess be x,, we know from above that R-f(R) = 423. We
can now invert this relation and insert our value for f(R):

3

R

— (73)
43 (f)

To =

W=

When R is sufficiently small, we pass the Newton-Raphson solver the initial
guess of x, as given by Eq. (73) above.

13.83  Approximation for R Near One

When our value of R is close to one, we use a different approximation to
obtain a value for x,. We define new variables, d and y such that R =1—d
and x = 1 — y. Since both R and x are near one, d and y are very small. Let
us take Eq. (67) and substitute our new values for R and x to get a function
of d and y:

R= 4x% — 32* | (74)
l—d=4(1—-y’-31—-y* . (75)

Expanding and simplification yields:
d = 6y* — 8y> +3y* . (76)

Because both y and d are small we drop the higher order terms and let d ~ 632
Inverting yields:

)= (Z) . (77)
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We now have a guess for our z.:

ro=1- :1_<‘g’>é:1_<(1_63)>é | (78)

Equation 78 yields a first guess for the numerical solver given a value of R
close to one.

13.4 Results

Figure 9 shows our first guess for z, plotted against the actual converged solu-
tion. Graphically we determined that our small R approximation is very good
for values of R less than 0.2. Similarly, our near-one solution is good for values
above 0.92. Within the region where neither of the discussed approximations
is valid, we have made a linear fit to the curve. The equation of this line is
Zo = 55/99R+0.31. With these values for z,, the Newton-Raphson solver con-
verges typically within two or three iterations. Figure 10 shows a histogram
of the normalized sampling of x1x3 using 100,000 uniform random numbers
between zero and one. The actual normalized function (y;x3 = 12(—2° + 2?))
is also plotted. It is clear that our sampling is accurate, to within sampling
noise. As the number of random numbers increases, the histogram converges
to the function. Our sampling of the other two functions, Eq. (64) and Eq. (65)
is similar.

14 Appendix B: Improved Frequency Sampling

In the difference formulation, the source terms are derivatives of the Planck
function. In the piecewise constant (in space) discretization there exist dis-
continuities in ® both between zones and between time steps. In the piecewise
linear (in space) discretization, ® can still be discontinuous between zones,
and in time, leading to the requirement for sampling (47 /c)(0B/0®) for finite
differences. In the Appendix of [2] a rejection technique was used to sample the
frequency distribution of these sources. Here, we develop an improved method,
focusing on the 0B /0x source. The 0B /0t source is similar.

Let us assume that at some position x = z; the material state variable jumps
from ®; to ®o. Integrating the dB/Jx source in Eq. (6) shows that:
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[ Grde=—pB(v.(x+ )~ Blu. (e )] . (79)

where € is a small distance. Now, if we note that the material state variables
to the left and right side of the discontinuity are ®; and ®, we can rewrite
Eq. (79) as

—w/—ﬂ@— [B(v, ®2) — B(r, ®1)]. (80)
Now we use the factorization of B(v, ®) = (¢/4m)b(v, ®)®, Eq. (5), to rewrite

Eq. (80), obtaining

‘OB c
—;;/ S AP = = [b(v, ©2)03 — b{, 1)y

_ ¢ [b(]], q)2>q)2 - b(l/, (I)l)q)l

—l— b, — O . 1
Ly By D, (P2 — @) (81)

Let us call the term in the brackets f[v, ®1, ®o]. We now show that f[v, @y, o]
is a probability density function. For this, f[v, ®1, @3] must be strictly positive
and integrate to unity for all frequencies.

The first condition is simple: B(v, ®) is strictly monotonic in . Namely, if
®y > Py, then B(v, o) > B(v, ) for all values of v. As such, the signs of
the numerator and denominator of f[v, &1, 5] will always match. Therefore,
flv, @1, ®2] will be positive for all values of v.

To demonstrate the second condition, we integrate f[v, @1, Ps] over all fre-
quencies:

[ v,y v = | [b(y, Do)y — b(v, @1)@1] .
0 0

Dy — Oy
1 [e.¢] oo
— / b, ®y)Dydy — / b(v, ®,)®, dv (82)
Dy — Oy
0 0
Using Eq. (4), we get our result:
7 1
/fy@1,¢2 Jdv = [y — )] =1 . (83)
/ Oy — Py
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Therefore, f[v, @1, Ps] is a probability density function for frequencies.

We need a way to sample f[v, &1, Po]. If we rearrange Eq. (81) we get:

Py
1 4r OB
f[V, (blp@Q] = Mq)/ lcaq)] dd . (84)

This means that the frequency distribution for a finite jump across a boundary
is an average of the term in the brackets in Eq. (84) over the jump in ®. It
can be found by Monte Carlo averaging over the interval in ®. Our algorithm
to do so employs a few steps:

(1) Sample a value of ® uniformly on the interval [®q, ®s].

(2) From this ®ggmpie, calculate the corresponding Tsampie = (Psampte/ a)l/4,

(3) Sample the term in the brackets of Eq. (84), returning a value for vgumpie
according to this distribution. This is done using the method described
in the Appendix of [2].

Figure 11 shows the results of our sampling of f[v, @1, Ps] plotted against
the function f[v, ®;, ®,] for different values of ®; and ®5. There is excellent
agreement between the sampling and the distribution function in all cases. Our
histograms have been scaled to have unit area, whereas f[v, @1, ®5] is already
normalized. In the case where ®; = @y, f[v, Po, P1] is undefined. However, as
described in the Appendix of [2],

b(v,@1) 21 —b(v,P2) P2 47 0B (v, T)

li = 85
21, (@1 — @) ca  OT* (85)
Thus, we plot the function %% against our histogram in the bottom right

of Fig. 11. Our sampling algorithm does not change at all. This new method
of sampling is both robust and accurate, handling all limiting cases. Our two
temperatures, ®; and ®,, can be close together, far apart, identical or zero.
We need to neither employ a rejection technique nor check the ratio of the
two temperatures to accurately sample the frequency distribution.
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position (cm)

Fig. 1. A problem demonstrating the monotonicity issue, at a time ¢t = 0.03 sh.
The right hand side of the first zone has dropped below the initial temperature,
kT = 0.4 keV, even though the energy deposited there has always been positive.
The solid line shows the converged, 50 zone, solution. The dotted line shows the 5
zone solution. The solution for the temperature within the zone is curved because
it is ® = aT* that is represented as a linear function within a zone.
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Fig. 2. The outer edge of the slab of the problem of Figure 1, one mean free path
thick, shown at a late time near steady state. For the 5 zone discretization, the span
from 4 to 5 cm is represented with one zone. This result is shown in the dotted line.
For the 50 zone discretization, the same span is 10 zones, shown in the solid line.
The small difference is the influence of the boundary layer.
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Fig. 3. A repeat of the calculation of Figure 1 using a linear expansion of T for
the source terms. The dotted line is the 5 zone solution. The continuous line is the
converged 50 zone solution.
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Fig. 4. A repeat of the calculation of Figure 2 using a linear expansion of 1" for the
source terms. The dotted line is the 5 zone solution, one zone in the centimeter span
shown. The solid line is the converged 50 zone solution.
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Fig. 5. A calculation showing the effect of continuous lumping. The time, ¢t = 0.035
sh. The dotted line is for the 5 zone lumped case, with the discontinuous solid line
not lumped. The solid continuous line is the converged 50 zone case.
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Fig. 6. A calculation showing the effect of enforcing continuity, at a time ¢t = 0.035
sh. The basis for the discontinuous 5 zone solution is collapsed in order to produce
the continuous 5 zone solution. The smooth curve is the converged 50 zone solution.
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Fig. 7. Marshak wave problem, 200 mean paths per cm. The material temperature
at a time ¢ = 30 sh is shown. For our piecewise linear solution method, the speed

of the wave is independent of the size of the zone.
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Fig. 8. A Marshak wave problem, 200 mean paths per cm, comparing the piece-
wise constant implementation of the difference formulation to the piecewise linear
implementation. The material temperature at ¢ = 5.0 sh is shown. The piecewise

constant curves are for 80, 200, 400 and 800 zone solutions, from the right to the
left in the plot. The solid line is the 80 zone piecewise linear solution.
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Fig. 9. The first guess solution for x, using our approximation techniques, shown
with the black dots, over the converged c.d.f. shown with the solid black line. Our x,
is treated differently depending upon the value of R chosen. For small and relatively
large values of R, we use the solutions outlined in sections 13.2 and 13.3 respectively.
Otherwise we approximate the function linearly.
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Fig. 10. Our normalized sampling of the function y1x3 with 100,000 random num-
bers plotted against the actual function. The zone width is taken to be one. The
difference between the histogram and the actual function is from sampling error. As
the number of uniform random numbers increases, the sampling converges to the
function.

47



¢ = 100.000 kev $1 = 4.999 kev
2 ®: = 1.000 kev 2 ®: = 5.000 kev
e © "o ©
s 27 & o
= < = oy
N < N < 4
[ =
Q a
o o
o T T T T - T T T T 1
0 2 4 6 8 1 (x 10%) 0 2 4 6 8 1 (x 10%)
frequency (kev) frequency (kev)
¢ = 1.000 kev ¢ = 5.000 kev
84 $2 = 0.000 kev & $2 = 5000 kev
o © ' ©
S & <
© 2 Tzl A
i‘ > i‘ d -'\‘
S L
a oa
o o
= T T T T T T T Y T i
0 2 4 6 8 1 (x 10%) 0 2 4 6 8 1 (x 10%)
frequency (kev) frequency (kev)

Fig. 11. Our normalized sampling of the function f[v, ®1, ®2] with 100,000 random
numbers plotted against the actual function for varying values of ®; and ®5. Our
sampling is accurate when the two temperatures are close together or far apart, as
shown in the upper right and upper left plots, respectively, regardless of whether ®;
or &5 has the larger value. The bottom left plot shows accuracy when one temper-
ature is zero. In this case, we are plotting b(v, ®1). When the two temperatures are
identical, the drawn function is (47/ca)0B/0®. Even in this case, our histogram
matches well.

48



