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ABSTRACT

Technicolor theory (TC) accomplishes the necessary electroweak symmetry breaking

responsible for the mass of the elementary particles. TC postulates the existence of a new

SU(NTC) gauge theory. Like QCD the exchange of gauge bosons causes the existence of

a non-vanishing chiral condensate which dynamically breaks the SU(NTC)L×SU(NTC)R

symmetry. This gives rise toN2
TC−1 Nambu-Goldstone Bosons. Three of these Goldstone

Bosons become the longitudinal components of the W± and Z which therefore acquire

mass; the remaining ones are new particles (technihadrons) that can be produced at the

high energy colliders and detected.

The Technicolor Straw Man Model (TCSM) is a version of the dynamical symmetry

breaking with a large number of technifermions and a relative low value of their masses.

One of the processes predicted by the TCSM is qq̄ → VT → WπT , where VT is the

Technicolor equivalent of the QCD vector meson and πT is the equivalent of the pion.

W is the electroweak gauge boson of the Standard Model.

This dissertation describes the search for WπT with the DØ detector, a multi-purpose

particle detector located at one of the collision points of the Tevatron accelerator situated

in Batavia, IL. The final state considered for this thesis is a W boson that decays to

electron and neutrino plus a πT that decays into bc̄ or bb̄, depending on the charge of the

initial technivector meson produced.
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In the DØ detector this process will appear as a narrow cluster of energy deposits in

the electromagnetic calorimeter with an associated track reconstructed in the tracking

detector. The undetected neutrino from the decay of the W boson will be seen as

missing momentum. The fragmentation of the quarks from the decay of the πT will

produce two jets of collimated particles. Events where a b−quark is produced are selected

by requesting at least one jet to be associated with a secondary vertex of interaction

produced by the decay of B-meson (b-tagging).

In the absence of an excess over the Standard Model prediction for the final state

considered in this analysis, we compute a 95% Confidence Level upper limit on the

techniparticle production cross section for the VT mass range: 190 GeV/c2 ≤ m(VT ) ≤

220 GeV/c2.
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Chapter 1

Introduction

In 1900, during a lecture at the Royal Institution of Great Britain, Lord Kelvin stated

that “two clouds” were overshadowing the ”beauty and clearness” of the “Dynamical

Theory of Heat and Light”. He was referring to two open problems that remained

unsolved by what today is called “classical physics”: the interpretation of the result of

the Michelson-Morley experiment [1] and the problem of black body radiation [2]. The

solutions to these two problems led eventually to the discovery of the two most prominent

physics theories of the last century: the theory of Special Relativity [3] and Quantum

Mechanics [4]. After the “two clouds” finally dissolved, a new way of thinking about the

laws governing the universe was revealed.

Today, the theory that describes the most fundamental interactions of matter is

called the Standard Model of particle physics (SM). The SM, introduced at the end of

the 60’s [5, 6, 7], succeeded on describing nature by combining the two theories that arose

from Lord Kelvin’s “clouds”. In doing so it abandons the classical language of causal-

ity by bringing its predictions into the realm of chance described using the language of

stochastic processes: statistics. Nowadays, testing the Standard Model involves perform-

ing the same experiment multiple times and comparing the frequencies of the resulting

phenomena with the SM predictions. Up to now, the agreement between experiments
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and prediction has reached a precision of the order of one tenth of a percent.

Notwithstanding a series of successes in predicting experimental results, many the-

orists are not satisfied from a conceptual point of view with the answers given by the

SM. A number of answers to theoretical open questions require the introduction of new

particles which, if they exist, would invalidate certain SM predictions. The repeated

experiment, in high energy physics, consists of collisions between two sub-atomic parti-

cles. From these collisions other particles are produced. If the energy involved in these

collisions reaches a level which produces new particles, they may be discovered, or their

absence used to invalidate the theory that predicts them.

In the second Chapter of this paper, a brief description of the Standard Model is given,

with special attention paid to a question that has interested the physics community

for many years: how to describe particles as objects with a mass without destroying

the entire SM theoretical implant. In the same chapter it is shown how this can be

accomplished via two competing theoretical models, the Higgs model and Technicolor,

with particular regard to how Technicolor can be “seen” in the energetic collisions of

sub-atomic particles.

Chapter 3 describes the Tevatron circular accelerator, the experimental apparatus

used to accelerate and collide protons and anti-protons with a center of mass energy

of 1.96 TeV, located at the Fermi National Laboratory in Batavia, IL. These collisions

happen at two distinct points in the three-mile long accelerator, where each of the two

Fermilab high energy detectors, the Central Detector Fermilab (CDF) and DØ , are

located. In the same chapter a description of the DØ detector, its design principle and

an explanation of its basic components is provided. Chapter 4 shows, starting from the

signal recorded in the various sub-detectors, how “physics objects” are reconstructed and

describes the algorithm used to make the energy and direction of these objects as close

as possible to that of the original particles produced in the collision. In Chapter 5 the

main algorithm used to discriminate against the background, b-tagging, is introduced.
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Also described is the first DØ evaluation of b-tagging efficiency and fake rate. Chapter 6

illustrates the first event selection performed to isolate a sample of events containing

Technicolor particles. Chapter 7 deals with the description of the tuning of Fast Monte

Carlo used to simulate Technicolor signals at several points of the theory parameter

space. Chapter 8 contains the final events selection, the systematic error estimation and

the final limits on Technicolor production. Finally, Chapter 9 contains the conclusions

and future plans.

Throughout this thesis natural units are used (h̄ = c = 1): units of measure for

masses, momentum and energy are the same and conventionally chosen to be eV .



Chapter 2

Technicolor Theory

2.1 The Standard Model of Particle Physics

Within the “Standard Model”, elementary particles are considered point-like and struc-

tureless. They are divided into two groups depending on their spin, “fermions” with spin

s = 1
2

and “bosons” with integer spin (s = 0, 1, 2...)a.

Fermions are classified into “leptons” and “quarks” depending on their electric charge q

and color, SU(3) quantum number. Leptons have integer electric charge while quarks

have fractional charge as shown in Table 2.1. To the lepton group belong the longest

known particles: the electron e (discovered in 1897 by British physicist J.J. Thompson),

the muon µ (discovered in 1937 by J. C. Street and E. C. Stevenson [10]) and the τ (dis-

covered in 1975 at the Stanford Linear Accelerator [11, 12, 13]). The three leptons are

associated to other particles in order to form a “generation”: the neutrinos. The three

neutrinos are named according to their generation partner: νe, νµ and ντ . Neutrinos

don’t carry any electric charge and interact only weakly with ordinary matter, making

their detection quite challenging. Because of their elusiveness, at first their existence

aThe existence of this intrinsic quantum number was first postulated by Pauli in 1924 to explain
the existence of a double structure in the spectrum of Alkali metals. After one year George Uhlenbeck
and Samuel Goudsmit experimentally interpreted this quantity to be the “spin”: the intrinsic quantized
magnetic momentum of a particle [8].
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Figure 2.1: Standard Model of Particle Interactions: The basic building blocks of matter
are six leptons and six quarks that interact by means of force-carrying particles called
bosons [9].

was just postulated by Wolfgang Pauli in order to enforce the law of conservation of

momentum in nuclei β decay processes; its name, coined by Enrico Fermi, comes from

the Italian for “neutral”. SM particle classification is shown in Figure 2.1.

Quarks come in six different flavors: u, d, s, c, b and t. They carry fractional electric

charge and another “color” charge that allows them to interact by means of the Strong

Force. Quarks can not be found in Nature as isolated particles but only within colorless

clusters: mesons and baryons are composite particles made out of a quark anti-quark

Quarks Leptons
q = 2/3 q = −1/3 q = −1 q = 0

u 0.0015-0.004 d 0.004-0.008 e 0.000511 νe < eV
c 1.15-1.35 s 0.080-0.130 µ 0.106 νµ < 190 keV
t 174.3 ± 5.1 b 4.1-4.4 τ 1.777 ντ < 18.2 MeV

Table 2.1: The known quarks and leptons [14]. Masses are expressed in GeV except
where indicated otherwise.
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pair and three quarks respectively; they both are generally referred to as “hadrons”.

Only with the introduction of particle accelerators could quarks be seen individually.

In fact, the Strong Force, responsible for binding quarks into hadrons, becomes weak

when it happens at distances of the order of a femtometer (fmb). These distances are

reached in hadron collisions with large momentum transfers; the results of these collisions

can be interpreted in terms of constituent of the hadrons: quarks.

It took several decades, and several generations of particle accelerators, from when

the first quarks were discovered at SLAC, by looking at the results of electron-proton

inelastic scattering, to the 1995 discovery of the heavy top quark with 1.8 TeV center of

mass (c.o.m) energy at the Tevatron pp̄ accelerator [15, 16].

The SM is a quantum field theory based on the gauge symmetry SU(3)C ×SU(2)L×

U(1)Y [5, 6, 7], where SU(3)C is the symmetry group of the strong interactions and

SU(2)L × U(1)Y is the symmetry group for the electroweak interactions. The eight

“gluons” are the gauge bosons of SU(3)C and are responsible for mediating the strong

force. They are massless and electrically neutral but carry color quantum number. The

four bosons responsible for the electromagnetic and weak interactions are the massless

photon, γ, and the W± and Z bosons with masses of 80.4 and 91.2 GeV [14] and charge

q = ±1 and 0 respectively.

The three SM fermion families can be represented as:

b1 fm = 10−15 m.
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 e−

νe


L

, e−R,

 u

d


L

, uR, dR

 µ−

νµ


L

, µ−R,

 c

s


L

, cR, sR

 τ−

ντ


L

, τ−R ,

 t

d


L

, tR, bR,

and the same for their corresponding antiparticles. The subscripts L and R denote left

and right-handed particles. Only left-handed particles, and right-handed anti-particles,

participate in the weak interaction, leading to the “Parity” violation for the weak inter-

actions.

2.2 Gauge Theory of the Electroweak Interactions

The Electroweak interaction is described by a non-Abelian gauge theory with SU(2)L×

U(1)Y symmetry. Non-Abelian gauge theories were first introduced by Yang and Mills

in 1954 [17] in order to build a theory of the nuclear interactions invariant under nuclear

isospin rotation. In 1961 Glashow proposed them as the solution for the unification of

the electromagnetic and weak force [18].

The four bosons associated with the four generators of the symmetry group are:

W i
µ, i = 1, 2, 3 weak bosons of SU(2)L having Ti = σi

2
, i = 1, 2, 3 as generators, and Bµ

the hypercharge Y
2

boson for U(1)Y . The relation between the hypercharge, the weak

isospin and the electric charge is:

Q = T3 +
Y

2
. (2.1)
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Fermion T T3 Q Y
νL

1
2

1
2

0 −1
eL

1
2

−1
2

−1 −1
eR 0 0 −1 −2
uL

1
2

1
2

2
3

1
3

dL
1
2

−1
2

−1
3

1
3

uR 0 0 2
3

4
3

uR 0 0 −1
3

−2
3

Table 2.2: Quantum numbers for the fermions of the first family. Fermions of the second
and third families have the same quantum numbers as the corresponding fermions of the
first family.

The fermion quantum numbers are shown in Table 2.2.

The Lagrangian of the Electroweak interactions can be written as:

LSM = Lf + LG (2.2)

where:

Lf =
∑
f=l,q

f̄ i/Df, (2.3)

is the fermion part and

LG = −1

4
W i

µνW
µν
i − 1

4
BµνB

µν (2.4)

is the Lagrangian for the gauge field in term of the field strength tensors:

W i
µν = ∂µW

i
ν − ∂νW

i
µ + gεijkW j

µW
k
ν , (2.5)

Bµν = ∂µBν − ∂νBµ. (2.6)

It is possible to show that if the covariant derivative is of the form:

Dµf = (∂µ + ig ~T ~Wµ + ig′
Y

2
Bµ)f (2.7)
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the Lagrangian LSM is invariant under the SU(2)L × U(1)Y transformations:

fL → eig ~T~θ(x)fL

fR → fR

f → eig′ Y
2

α(x)f (2.8)

W i
µ → W i

µ + ∂µθ
i(x) + gεijkθjW k

µ

Bµ → Bµ − ∂µα(x)

The W , Z and electromagnetic fields can be expressed by a linear combination of these

fields:

W±
µ =

1√
2
(W 1

µ ∓ iW 2
µ)

Zµ = cos θwW
3
µ − sin θwBµ (2.9)

Aµ = sin θwW
3
µ + cos θwBµ,

where θw, the electroweak mixing angle is such that:

sin θW = e/g; cos θW = e/g′. (2.10)

Finally any mass term for gauge bosons or fermions is forbidden by the SU(2)L×U(1)Y

gauge symmetry. A mechanism is needed that generates masses without destroying the

SM symmetries. The mechanism of the Electroweak Symmetry Breaking (ESB) leads

naturally to the understanding of the origin of mass for elementary particles. Several

theoretical models address this problem as described in the next sections.
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2.3 The Higgs Mechanism

The Standard Higgs Model accomplishes the ESB by introducing a fundamental weak

doublet of scalar fields, namely the Higgs field,

φ =

 φ+

φ0

 , (2.11)

and a potential of the form

V = λ(φ†φ− 1

2
v2)2, (2.12)

where λ represents the scalar self coupling. In this representation we can choose the

vacuum expectation value of the Higgs field to be:

< φ0 >=

 0

v/
√

(2)

 . (2.13)

which breaks both SU(2)L and U(1)Y symmetries providing masses to the vec-

tor bosons corresponding to the generators of the broken symmetries, the W and Z

bosons [19].

2.4 Technicolor

The Higgs Mechanism does not give an explanation of the dynamics responsible for the

generation of the mass. Furthermore it presents problems of a deeper nature. The

hierarchy problem arises if new physics is present at any higher scale. In this case the

mass of the Higgs boson would be unnaturally susceptible to one loop contributions from

new heavy particles and an extreme fine tuning would be necessary in order to keep the

Higgs light. The triviality problem comes from the fact that λ becomes zero at finite
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energy implying that this model is only an effective low-energy theory, valid below some

cut-off scale Λ [20].

One possible solution to the triviality and the hierarchy problems together with a

dynamical explanation for the ESB is given by Technicolor. Technicolor is a new non-

Abelian gauge theory based on Quantum Chromo Dynamics (QCD). It was first formu-

lated by Weinberg and Susskind [21, 22]. The simplest Technicolor model predicts a

new strong SU(NTC) gauge theory and new fermions, ”techniquarks” transforming as

fundamentals of the theory:

ΨL =

 U

D


L

, UR, DR. (2.14)

Like QCD in the mu , md → 0 limit, technifermions have a chiral SU(2)L × SU(2)R

symmetry. Just as in QCD the ”low energy” limit of this gauge theory breaks the

chiral symmetry: Technicolor coupling becomes strong, causing technifermions to form

condensates,

< ŪU + D̄D >6= 0, (2.15)

and to break SU(2)L × SU(2)R down to SU(2)V . In the case where the left-handed

techniquarks form a weak doublet, and the right-handed techniquarks are a weak singlet,

the spontaneous breaking of the chiral symmetry will break as well the weak interactions

down to electromagnetism. The Nambu-Goldstone bosons produced by the breaking of

the symmetry are called technipions πT in analogy with the pions of QCD. Three of these

technipions are “eaten” and become the longitudinal components of the W and Z which

acquire mass in the process. In this simple model

MW =
gFTC

2
(2.16)
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FTC being the analog of fπ in QCD.

In order to agree with the observed masses, FTC has to be 246 GeV. Unfortunately

this simple version of QCD-scaled Technicolor is incompatible with precision electroweak

data and can not accommodate the masses of the fermions. Nonetheless, this simplest

version remains a paradigm for dynamical electroweak symmetry breaking theories [23].

2.4.1 Extended Technicolor

Technicolor must be able to produce a mechanism for generating quark and lepton

masses. This is achieved by the coupling of Standard Model fermions, the ordinary mat-

ter, with the same Technicolor condensates responsible for the W and Z boson masses.

The additional gauge field coupling to both SM fermions and Technicolor fermions is

postulated in Extended Technicolor Theories (ETC) [24, 25].

Generally in many ETC models Flavor Changing Neutral Currents (FCNC) work

against the possibility of generating masses for the heaviest quarks. By imposing a

particular dependency of TC coupling constants, ”Walking Technicolor” (WTC) [26]

makes it possible to enhance those terms in ETC involving technifermion bilinears (mass

terms) without dangerously increasing the ordinary fermion coupling responsible for

FCNC.

Still WTC does not arrive at masses of the order of the top quark mass. For this reason

another gauge interaction, namely, Topcolor assisted Technicolor (TC2) [27] is predicted.

Together with all other extensions of the basic Technicolor model, WTC requires a large

number ND of technifermion doublets. Many technifermions are needed to make the

coupling constant of Walking Technicolor small. Many also seem to be required in TC2

to generate the hard masses of quarks and leptons, to induce the correct mixing between

heavy and light quarks, and to break topcolor symmetry down to ordinary color (via

technifermion condensation).

In general the Technicolor scale ΛTC ’s value depends on the number of technifermion
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doublets ΛTC ∼ FTC/
√
ND. For high ND the lowest lying technihadrons have masses

of the order of few hundred GeV. This scenario is usually referred to as Low-Scale

Technicolor.

2.4.2 Low-Scale Technicolor

The ”Technicolor Straw Man Model” (TCSM) [28] is a model of the Low-Scale Techni-

color for collider experiments. In this model color-singlet technifermion bound states are

postulated to be vector and pseudo-scalar mesons. Their names come directly from their

QCD equivalent: for the vector mesons sector the spin-one isotriplet and its isoscalar

partner are called ρ±,0
T and ωT . If isospin is a good approximate symmetry ρT and ωT

should be degenerate in mass. The pseudo scalar mesons and lightest technihadrons are

Π±,0
T and Π0′

T .

In TCSM the isovectors are considered being two-state mixtures of the longitudinal

components of the W and Z bosons and the mass-eigenstate pseudo-Goldstone π±,0
T . The

form of this mixing can be written as:

|ΠT >= cosχ|πT > + sinχ|WL > . (2.17)

Technipions couple to the mass of ordinary SM particles and follow the decay law:

Γ(πT → f̄ ′f) =
1

16πF 2
T

NfpfC
2
1f (mf +mf ′)2 (2.18)

Γ(π0′

T → gg) =
1

128πF 2
T

α2
C C2

1gN
2
TCpf M

3
π0′

T

. (2.19)

Where C1f is an ETC factor, Nf the number of colors of fermions, pf the fermion

momentum, αC the QCD coupling constant and C2
1g is a Clebsh of order one [28].
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2.4.3 Technihadron Production and Decay

In the limit that the electroweak coupling g and g′ are set to zero the decay rate to

technipions for ρT is

Γ(ρT → πAπB) =
2αρT

C2
AB

3

p3

ŝ
(2.20)

where p is the momentum of πT and

CAB =


sinχ2 for W+

L W
−
L or W±

L ZL

sinχ cosχ for W±
L π

∓
T , or W

±
L π

0
T , π

±
T ZL

cosχ2 for π+
T π

−
T or π±T π

0
T

(2.21)

The rate of the isospin-violating decay of the vector meson ωT into a longitudinally

polarized W boson and a technipion can be estimated as

Γ(ωT → W±
T π

∓
T ) = |ερω|2Γ(ρ0

T → W±
T π

∓
T ), (2.22)

where ερω, the vector meson mixing amplitude is considered to be small based on an

analogy with the same quantity in QCD.

The decay rate for any vector technimeson VT = ρT , ωT to decay in any transversely

polarized gauge boson G plus technipion is :

Γ(VT → GπT ) =
2αV 2

VT GπT
p3

3M2
V

+
αA2

VT GπT
p(3M2

G + 2p2)

6M2
A

(2.23)

where p the momentum of the gauge bosonG, MV andMA are mass parameters estimated

to be comparable and on the order of several hundred GeV by analogy with QCD. A

and V , the coefficients for the vectorial and the axial current, depend upon the charge

of the technipions and the number of thechnicolor doublets present in the theory. These

are explicitly calculated for a particular case in Table 2.3.
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Process VVT GπT
AVT GπT

Γ(VT → GπT )

ωT → γπ0
T cχ 0 0.115 c2χ

ωT → γπ0′
T (QU +QD)cχ′ 0 0.320 c2χ′

ωT → Zπ0
T cχ cot 2θW 0 2.9 ×10−3c2χ

ωT → Zπ0′
T −(QU +QD)cχ′ tan 2θW 0 5.9 ×10−3c2χ′

ωT → W±π∓T cχ/(2 sin θW ) 0 2.4 ×10−2c2χ
ρ0

T → γπ0
T (QU +QD)cχ 0 0.320 c2χ

ρ0
T → γπ0′

T cχ′ 0 0.115 c2χ′

ρ0
T → Zπ0

T −(QU +QD)cχ tan θW 0 5.9 ×10−3c2χ
ρ0

T → Zπ0′
T cχ′ cot 2θW 0 2.9 ×10−3c2χ′

ρ0
T → W±π∓T 0 ±cχ/(2 sin θW ) 2.4 ×10−2c2χ
ρ±T → γπ±T (QU +QD)cχ 0 0.320 c2χ
ρ±T → Zπ±T −(QU +QD)cχ tan θW ±cχ/ sin 2θW ) 0.153 c2χ
ρ±T → W±π0

T 0 ∓cχ/(2 sin θW ) 0.143 c2χ
ρ±T → W±π0′

T c′χ/(2 sin θW ) 0 2.4 ×10−2c2χ′

Table 2.3: Decay rates for VT → GπT , parameter settings are MVT
= 210 GeV, MπT

=
110 GeV, MV = MA = 100 GeV, technifermion charges QU +QD = 5/3; cχ = cosχ and
sχ = sinχ [28].

2.5 Technicolor at Hadron Colliders

Technicolor particles are predicted to be produced and detected at hadron colliders.

2.5.1 Previous Searches

During the Tevatron run from 1992 to 1996 (Run I) both high energy physics collabora-

tions, CDF and DØ performed searches for Technicolor color singlet sector in their data.

The CDF collaboration performed a search for Technicolor in several final states [29, 30]:

qq̄ → W±, Zγ → ρ±,0
T → W±

L πT → l±νlbj

→ W±
L πT , πTπT , ZπT (2.24)

→ ωT → γπT → γbj

They published a combined analysis for the lepton plus jets and four jets final states.
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In these analysis about 109 pb−1 of luminosity were used. In the lepton plus jets analysis,

after requiring either one electron or one muon and a substantial amount of missing

transverse energy in the event, at least one jet was required to be b-tagged in order to

discriminate against W boson produced together with light quarks. Cuts on ∆φ between

the two jets and pT of the dijet system were performed in order to discriminate against

W boson plus heavy flavored jets and top-quark events. After simultaneous fitting for

the existence of ρT and πT resonances, a counting experiment was performed to estimate

the excess over SM background prediction. In the absence of a signal 95% C.L. U.L.

were derived and are shown in Figure 2.2.

Using 85 pb−1 of integrated luminosity CDF also searched for the decay ωT → γπT

using the hypothesis that the technipion decays only into a b anti-b quark pair [30]. They

found no excess over the SM background and computed a 95% C.L. exclusion region plot

as function of ρT and πT masses as shown in Figure 2.3. In the TC model used by

CDF, decays of techni-vector mesons into transversely polarized gauge bosons were not

considered [31].

An earlier version of TCSM was used by DØ to perform a search for the Technicolor

process ωT , ρT → e+e− with 125 pb−1 collected in Run I [32]. The analysis consisted of

a counting experiment in the dielectron invariant mass spectrum, where the resonance

produced by the technivector meson decays should appear. The decay rate into two

electrons depends upon the value of the ρT and ωT masses as well as the difference

between the technivector meson mass and πT mass: in case this difference is greater

than 100 GeV the decay channel ρT → WπT would be open with the effect of worsening

the limit reached by the analysis as shown in Figure 2.4.

2.5.2 Technicolor at DØ Run II

At the Tevatron, since the beginning of the actual run which started in March 2001

(Run II), the energy of the colliding beam increased from 1.8 TeV up to 1.96 TeV.
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Figure 2.2: Exclusion region for technihadrons from ρT → WπT search performed by
CDF in Run I [29].
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Figure 2.3: Exclusion regions for the CDF search for ωT → γπT . The inset show the
limit for M(πT ) = 120 GeV [30].
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Figure 2.4: Experimental upper limit at 95% for DØ for the process ρT → ee using
125 pb−1 of data collected during Run I [32].

Consequently, changes in the cross section of the produced physics processes are expected.

In the last few years a new version of the TCSM has been implemented in the Monte

Carlo event generator PYTHIA 6.2 [33]. Changes have been made to the modeling of

the SU(3)C single sector that affect mainly results for e+e− colliders. Figure 2.5 shows

the cross section times branching ratio for the process ρT → Wπ
0,(±)
T → eνebb̄(bc̄). The

same quantity is listed in Tables 2.4, 2.5 and 2.6 for 155 ≤ M(ρT ) ≤ 220. We use a

multiplicative K-factor which is equal to:

K = 1 +
αs

π

2

3
(1 +

4

3
π2) ' 1.3. (2.25)

The value of K depends upon the strong coupling constant αs which itself depends

upon the momentum transfer, Q2 at the collision. For Q2 of the order of the ρT mass of

few hundred GeV, K can be considered constantly equal to 1.3 [34].
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Figure 2.5: Cross section times branching ratio for the process ρT → Wπ
0,(±)
T →

eνe bb̄ (bc̄) with MV = 100 GeV in the ρT , πT plane. The unit of measure of the
iso-cross section curves is pb, K-factor is included. The azure dashed line represents the
threshold for WπT production, the green solid line the threshold for πTπT production.
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M(ρT ) M(πT )
σ(WπT → eνebb̄(bc̄)) (pb)

MV = 100 GeV MV = 500 GeV
(GeV) (GeV) neutral charged neutral charged

155
70 0.092 0.146 0.063 0.1
75 0.099 0.133 0.066 0.115

160
75 0.129 0.182 0.089 0.157
80 0.195 0.272 0.31 0.468

165
75 0.124 0.203 0.095 0.165
80 0.2 0.276 0.164 0.282
85 0.178 0.218 0.382 0.382

170
80 0.178 0.241 0.138 0.236
85 0.406 0.376 0.644 0.585
90 0.145 0.185 0.24 0.24

175

80 0.143 0.216 0.119 0.209
85 0.244 0.323 0.251 0.372
90 0.345 0.335 0.586 0.514
95 0.135 0.159 0.222 0.256

180

85 0.183 0.261 0.165 0.273
90 0.42 0.383 0.657 0.583
95 0.305 0.276 0.466 0.452
100 0.12 0.125 0.178 0.194

185

85 0.123 0.229 0.123 0.23
90 0.236 0.323 0.275 0.408
95 0.362 0.349 0.575 0.512
100 0.267 0.236 0.369 0.382
105 0.101 0.108 0.165 0.3

Table 2.4: Cross section times branching ratio for ρT → WπT → eν bb̄(c̄) production as
a function of M(πT ), M(ρT ) and MV .
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M(ρT ) M(πT )
σ(WπT → eνebb̄(bc̄)) (pb)

MV = 100 GeV MV = 500 GeV
(GeV) (GeV) neutral charged neutral charged

190

90 0.174 0.257 0.165 0.286
95 0.325 0.376 0.489 0.564
100 0.309 0.314 0.506 0.429
105 0.223 0.228 0.297 0.312

195

90 0.13 0.215 0.114 0.226
95 0.234 0.288 0.253 0.407
100 0.254 0.342 0.39 0.558
105 0.277 0.277 0.402 0.396
110 0.196 0.18 0.228 0.288

200

95 0.148 0.244 0.143 0.304
100 0.256 0.328 0.331 0.537
105 0.234 0.306 0.355 0.481
110 0.242 0.244 0.31 0.37
115 0.157 0.17 0.192 0.233

205

95 0.109 0.214 0.112 0.22
100 0.191 0.253 0.224 0.365
105 0.221 0.29 0.302 0.486
110 0.211 0.266 0.293 0.42
115 0.195 0.214 0.292 0.304
120 0.14 0.15 0.155 0.203

Table 2.5: Cross section times branching ratio for ρT → WπT → eν bb̄(c̄) production as
a function of M(πT ), M(ρT ) and MV .



23

M(ρT ) M(πT )
σ(WπT → eνebb̄(bc̄)) (pb)

MV = 100 GeV MV = 500 GeV
(GeV) (GeV) neutral charged neutral charged

210

100 0.138 0.206 0.141 0.27
105 0.199 0.281 0.286 0.436
110 0.192 0.269 0.3 0.402
115 0.189 0.223 0.28 0.354
120 0.182 0.195 0.224 0.282
125 0.12 0.14 0.131 0.169

215

100 0.099 0.194 0.114 0.203
105 0.156 0.238 0.175 0.346
110 0.173 0.259 0.255 0.41
115 0.181 0.234 0.246 0.36
120 0.156 0.218 0.236 0.326
125 0.156 0.164 0.193 0.248
130 0.096 0.119 0.107 0.151

220

105 0.114 0.2 0.128 0.25
110 0.185 0.231 0.217 0.391
115 0.167 0.239 0.221 0.379
120 0.158 0.213 0.22 0.323
125 0.142 0.192 0.22 0.276
130 0.134 0.153 0.188 0.195
135 0.083 0.106 0.096 0.123

Table 2.6: Cross section times branching ratio for ρT → WπT → eν bb̄(c̄) production as
a function of M(πT ), M(ρT ) and MV .



Chapter 3

Experimental Apparatus

3.1 The Tevatron Accelerator

Currently, the Tevatron proton anti-proton accelerator is the particle accelerator with

the highest center of mass energy anywhere in the world. A schematic of the chain of

linear and circular accelerators is represented in Figure 3.1.

In the multi-step acceleration process for the production of the proton and anti-proton

beams, the first step happens in the Cockcroft-Walton accelerator. Here hydrogen atoms

are immersed in a strong electrostatic field that strips the electrons from their orbits and

drifts the ionized nuclei towards a cesium surface. The collision of the protons with the

metal knocks H− ions out of the surface. The same electric field drifts the H− away from

the surface and accelerates them to 750 keV. The accelerated ions are then transferred

to the next pre-accelerator machine: the Linear Accelerator (Linac).

The Linac is made of five drift tube cavities and seven side coupled cavities (SCL).

In the drift tubes particles are accelerated in the gaps between the tubes and shielded

inside the tubes when the electric field changes polarity. At an energy of 116 MeV the

ion beam passes to the SCL part of the Linac and is accelerated up to 400 MeV.

After the Linac, the Booster is the first synchrotron in the accelerator chain of Fer-
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milab. It is also the smallest one, measuring 474 m of circumference. As soon as the

H− ions enter the Booster they are stripped of the electrons by means of a carbon foil.

After being accelerated to 8 GeV the protons go to the Main Injector, a new accelerator

for Run II. Fermilab’s Main Injector (FMI) was built to replace the old Main Ring ac-

celerator. The FMI performs better in terms of proton intensity than the old accelerator

and can operate at the same time at 150 and 120 GeV for both colliding and fixed target

experiments. Together with the Recycler, a fixed energy storage ring placed in the same

tunnel as the FMI, the FMI constitutes the core of the Tevatron upgrade for Run II.

Protons from the FMI accelerate to the energy of 120 GeV before colliding with

a Nickel target in order to create anti-protons. The few anti-protons produced in this

process have a wide spread in energy distribution. In the Debuncher, they are made to go

through a series of Radio Frequency (RF) electric fields with the effect of reducing their

dispersion; this process is also called “stochastic cooling”. The anti-protons are then

stored in the Accumulator where they are kept until a sufficient amount of anti-protons

is transferred from the Debuncher.

When the stack of anti-protons reaches a sufficient size, ≈ 1012 particles, the 8 GeV

beam circulating in the Accumulator is transferred to the FMI, accelerated to 150 GeV

and passed through the Tevatron circular accelerator, already loaded with 36 proton

bunches. The 6.2 km radius Tevatron uses 774 superconducting dipole magnets in order

to accelerate protons and anti-protons, injected at 150 GeV, to beam energies of 980 GeV.

Table 3.1 shows the comparison between some Tevatron parameters for Run II and Run

Ib.

3.2 The DØ Detector

DØ is a multipurpose detector located at one of the interaction points of the Tevatron

accelerator. It is sub-divided into three main parts. From the innermost to the outer-
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Run Ib Run II
Protons/bunch 2.3× 1011 2.7× 1011

Anti-protons/bunch 5.5× 1010 3.× 1010

Total Anti-protons 3.3× 1011 1.1× 1012

Anti-protons production rate 6.0× 1011 1.0× 1011

Anti-protons bunches 6 36
Energy 900 1000

Typical Luminosity 0.16× 1031 0.86× 1032

Bunch Spacing ∼ 3500 396
Interaction crossing 2.5 2.3

Table 3.1: Comparison between Tevatron parameters for Run II and Run Ib (1993-1995).
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Figure 3.1: The Tevatron Accelerators [35].
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most, they are: the tracking system, the uranium liquid-argon calorimeter and the muon

spectrometer.

In this section details of the individual constituents of the detector are discussed

together with a description of the trigger and the data acquisition systems. We introduce

now the coordinate system used to describe the detector: the z-axis is along the proton

direction, the angles θ and φ are the polar and azimuthal angle, the r coordinate indicates

the distance to the z-axis and η = − ln tan θ/2 is the pseudorapidity, a quantity that

approximates the true rapidity y = 1/2 ln((E + pz)/(E − pz)) for mc2/E → 0.

3.2.1 The Tracking System

The improved Tevatron performances for Run II triggered a series of improvements for the

DØ detector [36] in order to fully take advantage of the promised higher luminosity [37].

One of the most important one is the complete replacement of the tracking system. The

new tracking system includes the silicon microstrip tracker (SMT) and the central fiber

tracker (CFT). The tracking detector is surrounded by a 2.8 m long superconducting

solenoid that provides a 2 Tesla axial magnetic field used to determine the momentum

of the charged particles.

The Silicon Microstrip Tracker

The SMT is a semiconductor high precision tracking detector. When a charged particle

penetrates the detector it produces electron-hole pairs. The typical energy for electron-

hole production in Silicon is 3.6 eV. The collection of the charge produced in the detector

gives a measure of the position of the incoming particle. In order to avoid multiple

Coulomb interactions the thickness of Silicon devices is kept to 300 µm. Implanting a

p type strip on the n type bulk gives a single sided detector, adding another n+ on the

other side gives a double sided detector.

The design of the SMT was driven by several factors: three-dimensional track recon-
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Figure 3.2: The disk/barrel design of the SMT [36].

Module Type Layer Pitch (µm) Length Inner Radius Outer Radius
p/n (cm) (cm) (cm)

F-disk DS 50/62.5 7.93 2.57 9.96
H-disks SS 40 76.3i 9.5 26

80 readout 63.3o

Central DSDM 1,3 50/153.5 12.0 2.715 7.582
barrels DS 2.4 50/62.5 6.0 4.55 10.51
Outer SS 1.3 50 6.0 2.715 7.582
barrels DS 2.4 50/62.5 6.0 4.55 10.51

Table 3.2: Characteristics and deployment of various sensor types in the SMT. i (o)
indicates length of the inner (outer) H-disk sensor. SS stands for single-sided, DS double
sided and DSDM for double-sided double-metal.

struction, with vertexing capability and impact parameter resolution of about 30 µm,

radiation hardness to resist the Tevatron luminosity regime and high eta coverage allow-

ing the reconstruction of tracks along the entire interaction region (σ ≈ 25 cm). The

SMT design consists of six barrel/disk modules supported by a double-walled carbon-

fiber/epoxy half cylinder. The cylinder also supports the detector cabling and cooling

system and maintains the high precision alignment. Each barrel contains four concentric

layers of silicon ladders. A schematic of the SMT is shown in Figure 3.2.

The ladder, the smallest detector unit, consists of two 300 µm thick wafers, with size

of 6.0× 2.1 cm. Layers can be double or single sided, as shown in Table 3.2. At the end

of each barrel a disk of twelve double-sided wedge detectors is located (“F-disk”). Three

more F-disks are located on each side, not attached to the barrels. In the forward region

two larger disks (“H-disks”) provide support for tracking at high η ( η > 2.2).
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Figure 3.3: Schematic of the CFT. a) axial section of the CFT b) transverse section [38].

The Central Fiber Tracker

Together with the SMT, the Central Fiber Tracker (CFT) enables track reconstruction

and momentum measurement for all charged particles within the range η = ±1.7.

The fibers in the CFT are made of scintillating material that absorbs the electromag-

netic radiation of the particles and then, in response, fluoresces photons at a characteristic

wavelength, releasing the previously absorbed energy.

The basic CFT detection element is the multiclad scintillating fiber. The fiber consists

of three layers, the core is made of polystyrene surrounded by a thin acrylic cladding,

and then surrounded by fluoro-acrylic cladding. These three materials have indices of

refraction of 1.59, 1.49 and 1.42, respectively. The addition of the second cladding

increases the light trapping by about 70% with respect to single-clad fibers, and improves

the mechanical robustness of the fibers.

A schematic view of the CFT is shown in Figure 3.3. The scintillating fibers have a

diameter of 835 µm and length of 1.66 or 2.52 m. About 76,800 fibers cover 8 concentric

support cylinders occupying the radial space from 20 to 50 cm. On each of the eight

supports, two different doublet layers are mounted. In one layer, layer x, the fibers are
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parallel to the beam line. The other layer is made of fibers with a tilt of 3 degrees

clockwise (anti-clockwise) from the z-axis, layer “u” (“v”). From the smallest radius

outward the orientations on the cylinders is xu-xv-xu-xv-xu-xv-xu-xv .

Each scintillating fiber is connected to a clear fiber waveguide that transfers the light

to a Visible Light Photon Counter (VLPC). VLPC are high efficiency single photon

detectors made of arsenic doped silicon diodes operating at temperatures between 8-

10 K. When tested with cosmic rays the CFT showed a doublet hit efficiency of about

99.9% and a resolution of 100 µm. The fast and continuous readout of the CFT detector

is processed by the first of the three different DØ trigger levels. The names of the trigger

levels are “Level 1”, “Level 2” and “Level 3” as described in Section 3.2.5.

3.2.2 The DØ Calorimeter

DØ calorimeter system consists of three liquid-argon/uranium sampling calorimeters

(one central and two end caps), as shown in Figure 3.4. In addition the intercryostat

detector, made of a series of scintillating tiles, fills the gaps between the cryostats.

The calorimeter is used to measure the energy of the particles produced in the proton

anti-proton collisions. Almost all particles, except muons and neutrinos, lose their energy

through radiation and collisions inside the calorimeter. Each calorimeter module is

divided in three sections, the inner Electromagnetic (EM) section, the Fine Hadronic

(FH) and the outer Coarse Hadronic (CH) section.

High energetic electrons and photons produce electromagnetic showers when inter-

acting with the heavy uranium nuclei. Their energy loss follows the law:

dE

E
= − dx

X0

. (3.1)

The radiation length X0 for Uranium is 3.2 mm. In order to ensure that showers

from high energetic particles are properly contained, the EM section of the calorimeter is
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Figure 3.4: The DØ calorimeter consists of three modules, central and end calorimeter.
Each module is divided into Electromagnetic, Fine and Coarse Hadronic [36].

about 21 X0 thick. Hadrons interact via the strong force with the uranium nuclei. The

scale of their interaction is given by the absorption length λ, which for the short range

nature of the strong interaction is bigger than the same quantity for EM particles. Both

the FH and CH have a thickness of 3.2 λ.

The DØ calorimeter is a sampling calorimeter, this means that only the fraction of

the shower energy absorbed in the active material is measured, whereas part of the energy

hadrons lose to break apart the Uranium nuclei is not detected. The basic calorimeter

module is the “unit cell”, as shown in the schematic in Figure 3.5. Inside the cell the

electron-ion pairs produced by the ionization of the liquid argon drift to the grounded

absorber plates (cathodes) or to the readout pads (anodes) kept at 2 to 2.5 kV. A readout

pad consists of two layers of G10 plastics covered by highly resistive carbon-loaded epoxy.

In the inner surface a plastic sheet is copper-coated and milled into the pattern necessary

for the precision readout. Each calorimeter cell has size of 0.1 × 0.1 in ∆φ × ∆η. In
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Figure 3.5: Calorimeter Unit Cell [36].

the third layer, where the shower maximum for electrons with pT of 20 GeV is located,

the EM section has a finer segmentation of 0.05 × 0.05. Cells are arranged to form

pseudo-projective towers as shown in Figure 3.6.

Calorimeter electronics

There are about 47,000 readout channels connected to the calorimeter readout system.

The readout is done in three stages:

1. Signals from the calorimeter cells are transported to the pre-amplifiers located in

the cryostats;

2. Signals are transported in the baseline subtractor boards (BLS). Here they are

kept for about 4 µs, until a trigger is available. The BLSs provide a fast analog

trigger sum signal for Level 1 and Level 2 calorimeter triggers and at the same time

perform signal shaping and baseline subtraction prior to the digitalization;
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Figure 3.6: Schematic view of DØ calorimeter showing the transverse and longitudi-
nal segmentation, the lines indicates the pseudorapidity interval from the center of the
detector [36].
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3. The signal is sent to the Analog to Digital Converter (ADC) and enter the Level 3

trigger system and data acquisition system.

Preshower Detectors

The preshower detector, divided into three systems, one at low and two at high pseudo-

rapidity, is made of extruding polystyrene plastic, a scintillating material. The fast read

out makes its usage possible in the trigger system; the energy measurement provides

shower shape information that helps identify electromagnetic objects.

The Central Preshower (CPS) is located in the 51 mm gap between the solenoid and

the electromagnetic calorimeter. At the center of each strip a wavelength-shifting fiber

is located and it is read out using VLPC. In the CPS, the three layers of 1280 strips,

covering up to a pseudorapidity η of 1.3, are arranged in an axial u-v geometry in order

to match the CFT geometry for Level 1 triggering purposes. A cross section of the

scintillator strips is shown in Figure 3.7.

The two Forward Preshowers (FPS) consist of two layers of scintillating fibers mounted

on the edge of the end calorimeter cryostat. The two layers are separated by a 2X0-thick

lead absorber. The first minimum ionizing particle (MIP) layer covers the pseudorapidity

region 1.5 < |η| < 2.5.

3.2.3 The Muon System

Muons, once produced in the proton anti-proton collisions, travel through all material in

the calorimeter without being stopped. They can be detected using the tracking detector

and the mass spectrometer located in the outer part of the detector: the Muon System.

The Muon System is divided in the central muon system, with a coverage up to |η| < 1,

and the forward muon system that extends the coverage up to |η| < 2.

At the core of the central muon system there is a 109 cm thick toroid magnet, shaped

as a square annulus, with its inner surface located at 318 cm from the beam line. The
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Figure 3.7: Cross section of FPS and CPS scintillator strips [36].

toroid is surrounded by proportional drift chambers and scintillator detectors. Three

layers of proportional drift tubes (PDT), for a total of 164 chambers, cover almost 55%

of the central muon system, while close to 90% is covered by at least two layers [36]. The

chamber size is typically 2.8× 5.6 m2 wide and 10.1 cm in height. Each PDT layer has

three decks of cells oriented along the toroid magnetic field in order to detect the muon

bend coordinate. In Figure 3.8 the anode wire together with the segmented geometry

of the vernier cathode is shown [39]. For every hit, the drift time inside a cell, the ∆T

between hits in two neighboring cells and the quantity of charge in both cathode and

anode are recorded.

A layer of scintillation counters covers the inner part of the PDT, the A-φ counters.

Their name comes from the φ segmentation of about 4.5 deg that matches the central

fiber tracker trigger segmentation. The A-φ counters are a fast detector used for trig-

gering on muons, rejecting out-of-time backscatter as well as identifying low pT muons

that do not penetrate the toroid. The Cosmic cap and bottom counters are scintillators
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Figure 3.8: PDT pads viewed from above [39].

located on the outer side of the central muon PDT and provide a fast time signal that

allows to discriminate against cosmic ray background.

In the forward muon system the same role of the PDT is played by the mini drift

tubes (MDT). Three layers of MDT, namely A, B and C-layer, have three (B and C-layer)

or four decks of tubes. Each tube consists of eight cells having 9.4 × 9.4 mm2 of cross

section and an anode wire at the center. The maximum drift time depends upon the

angle of the incident particle and varies from 40 to 60 ns. Even though the momentum

resolution of the MDT is only 20% for muon below 40 GeV, its usage is very important

for particles with 1.6 ≤ η ≤ 2.0 that are not fully covered by the CFT. Three layers of

finely segmented scintillating counters are installed next to the three MDT layers. Their

φ segmentation is also 4.5 deg and η goes from 0.07 to 0.12.

3.2.4 The Luminosity Monitor

In order to determine the amount of luminosity L recorded, DØ uses the detection of

pp̄ inelastic scattering with a dedicated device, the Luminosity Monitor (LM). The total
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luminosity is obtained with the formula:

L =
fN̄LM

σLM

, (3.2)

where f is the beam crossing frequency, N̄LM the average number of interactions per

beam crossing and σLM is the effective cross section for the process.

The LM detector consists of two arrays of twenty-four plastic scintillators located at

the ends of the calorimeter, with pseudorapidity coverage range 2.7 < |η| < 4.4.

In order to discriminate against the beam halo, the z position of the vertex is calcu-

lated from the time of flight: z = (c/2)(t−− t+), where t± is the time of flight of particles

hitting the detector at ±140 cm. Cutting on |z| < 100 cm eliminates the background at

z ≈ ±140 cm.

3.2.5 The DØ Trigger System

Three stages of trigger are implemented in the DØ trigger system to identify interesting

events to be recorded. The first stage (Level 1) processes all the events coming from

the p-p̄ collision at 1.7 MHz through a series of hardware trigger elements reducing the

event rates to 1.6 kHz. At this rate events are processed to Level 2 that brings the rate

to 1 kHz. The last stage, Level 3, is a collection of software tools, installed on computer

farms that filter the Level 2 output and bring the rate to the final 50 Hz that will be

fully reconstructed.

The Trigger Framework (TFW) has a fundamental role in both Level 1 and Level 2

decision making. The Run II TFW consists of 9U 400 mm cards; it makes use of field

programmable gate array (FPGE) technology to implement different functions. The

TFW receives “AND-OR” terms from different parts of the experiment and combines

them to form 128 “physics” triggers. It controls and sets prescale for any “physics”

trigger and runs lower level commands for diagnostics. Figure 3.9 shows a schematic of
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Figure 3.9: Block diagram of the DØ trigger system, the arrows indicates the data
flow [40].

the components of the DØ trigger.

The calorimeter trigger (L1Cal) uses the energy deposition clustered in calorimeter

towers of size of ∆φ×∆η = 0.2×0.2. After subtracting pedestals, the tower energies are

processed to give ET information. The EM ET and the total ET (EM+H) of the event

are used alone or in combination in order to trigger on local variables (i.e. presence of

EM or EM+H towers with energy above some preset threshold value) or global variables

(i.e.
∑
ET and missing transverse energy).

The Level 1 central track trigger (L1CTT) provides fast track information by pro-

cessing hits from the CFT and the preshower detectors, CPS and FPS. This information

is then used at Level 1, for the L2 track trigger system and for finding muons. The

L1Muon uses central tracks from L1CTT to match hits on the scintillator counters and

to match track-stubs from the wire chambers.

Level 2 triggers consist of a set of preprocessing engines, based on the detector subsys-
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tems, and a global set of tools and filters (L2Global). The L2GLobal worker establishes

correlations among L1 and L2 objects and issues the final L2 accept. Among the L2

preprocessors:

• L2Cal uses coarse calorimeter tower clustering to define jets, electrons and photons;

it also calculates missing transverse energy;

• L2Muon makes use of timing and calibration information to improve the quality of

the muon candidates;

• L2STT uses L1CTT tracks to define region of the detector, called roads, where

SMT hits should be looked for. The results of the fits of SMT hits together with

hits in the outermost and innermost CFT layer are sent to L2Global;

• L2CTT can be run in two modes, with or without input from STT. In the latter,

L1CTT uses L1 readout information to refine the track pT measurement; the track

φem at the third layer of the EM calorimeter is calculated in this stage.

The software based Level 3 trigger performs a partial reconstruction of physics ob-

jects. At this level a series of software algorithms (filter tools) perform cuts on the event

physics objects and their relations. At a rate of 50 Hz the events are sent to the host

cluster to be recorded.
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Event Reconstruction

4.1 Event Reconstruction

The software used for reconstructing objects for physics analysis is the DØ Offline Re-

construction Program (RECO). It processes either collider events or simulated events

produced with the DØ simulation software. First, for each event the Event Data Model

(EDM) organizes the detector information by storing them in chunks. More layers of

chunks are produced later once RECO processes the detector information.

As a first step RECO unpacks individual data blocks, associates electronics chan-

nels with physical detector elements and applies detector specific calibration constants.

Second in the chain of the process for RECO is clustering hits produced by charged

particles in the tracking detector in order to produce tracks. The tracks are stored

in a specific chunk and used for reconstructing the primary vertex of interaction, i.e.

the three-dimensional collision point for the proton and anti-proton that generated the

recorded event. The energy deposited into the inner calorimeter is used to reconstruct

electrons and photons. The cones of activated hadronic calorimeter cells are used to

reconstruct the energy of incoming “jets” of hadrons, and last the imbalance in event

momentum is used in order to detect neutrinos. Finally, information from each of the
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preceding reconstruction steps are combined in order to produce “objects” for physics

analysis. As explained later in this section tracks that are not associated with the PV

are used to reconstruct secondary vertices of interaction (SV) indicating the possibility

of the production and decay of B-mesons.

RECO is designed to produce two output formats: the Data Summary Tape (DST)

containing extensive information necessary to perform any physics analysis, and the

Thumbnail (TMB) containing a summary of the objects stored in the DST and designed

to be one tenth the DST size, which is about 15 Kb per event. In addition to these two,

TMBTree is a ROOT based ntuple reproducing the TMB data structure and accessible

from ROOT [41].

4.2 Track and Vertex Reconstruction

The signal coming from the energy deposition of charged particles in the tracking detector

is digitized and processed in order to account for detector anisotropy and electronic noise,

respectively by applying an offset and gain and by removing a pedestal to each strip

readout. The trajectory of the particle can be identified by a series of contiguous hits

through the SMT and CFT detectors. Elaborate tracking algorithms are used in order

to take into account the detector inefficiencies, i.e. missing hits in adjacent sub-detector

system, and fake hits due to noise fluctuations above the pedestal cut an ADC level of 8

counts.

The first part of the tracking reconstruction process consists of identifying clusters

of sub-detector components (strip for the SMT and fibers for the CFT) with a readout

passing a certain threshold value. In the SMT, the position of the centroid of the cluster

n̄ is given by the average of the strip positions weighted by their pulse intensities. Axial

and stereo hits are combined resulting in three dimensional coordinates for the centroids.

The CFT cluster algorithm is a standard nearest neighbor algorithm: it starts from an
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activated fiber and goes on adding all the neighboring hit fibers until a non-hit fiber is

found. The number of ADC-counts needed to activate a fiber varies with the length of

the fiber itself, longer fibers lose more light therefore have smaller activation thresholds.

The position assigned to the cluster is the middle point between the innermost and the

outermost hits.

DØ uses two different algorithms in order to fit the cluster positions to tracks: the

Alternative Algorithm (AA) and the Histogramming Track Finder (HTF) [42].

4.2.1 The Alternative Algorithm (AA)

The Alternative Algorithm is based on the method of pattern recognition. It starts

building Track Hypotheses from any inner SMT hits and any other pair of SMT hits

that satisfy the following requirement:

• The second hits must be in a following layer;

• The difference in their axial angle ∆φ < 0.08 radians;

The third hit should also belong to a following layer provided that:

• The radius of the circle passing through all three hits measures less than 30 cm;

• It has a minimum distance with respect to the beam spot (dca) of 2.5 cm;

• The χ2 of the fit is less then 16.

After any Track Hypothesis is extrapolated to the next layer all hits in given window

are associated with the original Hypothesis, the track is then refit and kept as Track

Hypothesis if it passes the χ2 cut. Missing detector hits, “misses”, are categorized as

“inside misses” (misses between any two hits of the Track Hypothesis), “forward” and

“backward” misses (misses for forward or backward track extrapolation). Misses are very

important in order to reject poorly reconstructed trucks.
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4.2.2 The Histogramming Track Finder Algorithm (HTF)

The Histogramming Track Finder algorithm is run in parallel to the AA algorithm in

order to find Track Hypotheses. The HTF working principle consists of building his-

tograms with quantities derived from detector hit positions and finding local histogram

maxima corresponding to true tracks. This technique is generally less CPU consuming

than any pattern recognition based algorithm.

Particle trajectories in the transverse plane can be characterized by the three param-

eters (ρ, dca, φ):

• The radius of curvature ρ = qB/pT where q is the particle charge, B is the magnetic

field and pT the transverse momentum);

• Dca is the distance of closest approach to the beam axis;

• φ is the azimuthal angle.

The HTF working principle can be described by considering the case of tracks from

particles produced directly in the pp̄ collision: dca ≈ 0. For this case any hit in the

coordinate space (x, y) can be mapped to a line in the parameter space (ρ, φ) (Hough

transform) [43]. Any detector hit makes to a line in the parameter space. Lines origi-

nating from hits belonging to the same tracks intersect at the same point, and result in

a local maximum in the discretized parameter space.

If only a few hits are present it may not be simple to distinguish the local maximum.

More sophisticated approaches that make use of templates and a Kalman Filter technique

in order to discriminate against noise are then used.

4.2.3 Track Selection

After all Track Hypotheses are identified by the two algorithms, a selection of tracks,

satisfying the requirements below, is kept:



44

• Hits must be found in at least four detectors;

• Tracks must not have more than three inside misses;

• Tracks must not have more than 6 forward or backward misses;

• Not more than two inside misses in the SMT;

• Nhits/5 ≥ Nmiss.

At the end the total number of axial hits and the total number of shared axial hits

used by the Track Hypothesis are computed. Only tracks passing more requirements

based on the shared hits:

• Nshared ≤ 2/3Ntot;

• Nshared ≤ 1/3Ntot or Ntot −Nshared > 3;

• Plus a few more strong conditions for short tracks and misses.

are kept in the final collection of tracks.

4.2.4 Primary Vertex

Primary Vertices (PV) are formed by fitting a collection of tracks with small impact

parameter to a three-dimensional point inside the detector. PV’s are very important in

order to understand the collision point and to reconstruct other event quantities. They

are second in the reconstruction chain, after tracks.

The PV fit follows a “tear-down” procedure: after all tracks are fitted to a PV, tracks

with χ2 contribution to the fit greater than 10 are removed. Only after the total χ2 of

the PV fit becomes less than 10, the algorithm stops removing tracks.

All tracks excluded by the PV fit are refitted with the same criteria: it’s very likely

that one event has multiple PV’s. The are two sources for multiple PV: fake and “Min-

imum bias” vertices. The first ones are artifacts of the detector resolution and track
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Track Variable cut
pT ≥ 0.5 GeV
SMT hits ≥ 2 (DATA) ≥ 0 (Monte Carlo)
dca/σdca ≤ 5.0

Table 4.1: List of cuts for tracks selected for the second pass PV computation, as imple-
mented in RECO.

misidentification. “Minimum bias” vertices are generated by low momentum transfer pp̄

interactions. The PV algorithm is run twice, the first time tracks are selected with a

loose dca significance cut, dca/σdca < 100 where the dca is calculated with respect to

a nominal beam position passing by the z-axis of the detector. The collection of PV’s

formed by the first pass is fitted to a straight line that better represents the actual beam

position; this is used in order to calculate the dca for tracks used in the second pass of

PV fits. The second pass track selection is indicated in Table 4.1 [44].

4.2.5 Probabilistic Primary Vertex Selection

The hard-scatter interaction is identified among the collection of reconstructed PV’s also

containing minimum bias vertices, by using a probabilistic approach. P (pT ), where pT

is the track transverse momentum, is a probability distribution function derived from

Monte Carlo. As shown in Figure 4.1 the pT of tracks forming the vertex is a powerful

discriminator between “hard-scatter” and minimum bias vertices. P (pT ) has the form:

P (pT ) =

∫ ∞
log10(pt)

F (pt) dpT∫ ∞
log10(0.5)

F (pt) dpT

(4.1)

where F (pT ) is the minimum bias track pT distribution shown in Figure 4.1.

The total probability for a vertex to originate from a minimum bias interaction is

given by the formula:

Pmin bias = Π
N−1∑
k=0

− ln(Π)k

k!
, (4.2)
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Figure 4.1: Track pT spectrum for minimum bias and hard-scatter vertices in Monte
Carlo simulated events [45].

where Π is the product of the single probabilities of the N tracks belonging to the

PV vertex. In each event the PV with minimum Pmin bias is taken as the hard-scatter

vertex [45].

4.3 Jet Reconstruction

4.3.1 Introduction

Due to the confinement of color, highly energetic partons (quarks and gluons) produced

by the Tevatron proton and anti-proton collisions generate collimated streams of colorless

hadrons, the so-called jets, of total energy equivalent to that of the original parton.

To cluster final-state particles and to reconstruct kinematic quantities of the jet, jet

algorithms are needed. Jet algorithms can be defined at several levels, corresponding to

the different types of objects used as input:
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• At detector level, when using energy deposits in the calorimeter or charged particles

reconstructed in the tracking system;

• At particle level, when using stable particles in Monte Carlo simulated events;

• At parton level, when using partons in Monte Carlo simulated events.

Perturbative QCD (pQCD) succeeds in predicting the existence and behavior of jets,

provided that the jet algorithm ensures collinear and infrared safety [46]:

• Collinear Safety: The algorithm should be insensitive to the splitting of a parton

in two collinear ones of same total energy or to the splitting of some energy deposit

between several calorimeter towers;

• Infrared Safety: The algorithm should be insensitive to the presence of a soft

parton or a low energy deposit in the event.

The other most important attributes that a jet algorithm should possess in order

to ensure consistency among experimental measurements and theoretical predictions

are [47]:

• Invariance under Boosts: The algorithm should be independent upon of boosts

of the colliding partons center of mass frame;

• Boundary Stability: Jet kinematic quantities should exhibit boundaries (due to

the total energy-momentum conservation) insensitive to the details of the final

state;

• Order Independence: The algorithm should find the same jets at parton, particle

and detector level.
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4.3.2 The DØ Run II Cone Jet Algorithm

Several types of jet algorithms can be employed at the Tevatron [48], but here only the

DØ Run II cone jet algorithm [49] with Rcone = 0.5 will be considered.

Objects are clustered into a cone jet if their angular distance ∆R to the axis of the

geometrical cone defining the jet is smaller than the radius Rcone. ∆R =
√

∆Y 2 + ∆ϕ2

will be used here, where Y is the rapidity and ϕ the azimuth. The first step in a cone

jet algorithm is to find all stable cones, also called proto-jets, in a given event. A cone

is defined as stable if the kinematical combination of all objects (partons, particles or

energy towers) inside this cone results in a proto-jet whose momentum is aligned with

the geometrical cone axis. Since any given object can belong to more than one proto-jet,

a second step, usually designed as merging/splitting, is generally needed to attribute

each object to a unique jet.

Since finding all stable cones in any given event is a problem for which no analytical

solution exists, an iterative procedure in several steps is followed:

• Start from a given position, also called a seed, of the cone axis;

• Calculate the proto-jet candidate direction from the objects inside this cone;

• Replace the cone axis by the newly calculated proto-jet direction;

• Iterate the two previous steps unless or until the two directions coincide;

• Repeat this procedure for all possible seeds.

Such a procedure can a priori be guaranteed of finding all stable cones in any given

event, but only if all points on a fine enough grid in (η,ϕ) are used as seeds, in which case

the algorithm is called “seedless”. Since this option is much too CPU-time consuming,

usual cone jet algorithms only search stable cones from seeds corresponding to objects

above a certain threshold in transverse momentum.
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In DØ since the granularity of the calorimeter is very fine, all calorimeter cells must

first be combined in pseudo-projective towers, as seen from the nominal interaction point,

of approximate size ∆φ × ∆η = 0.1 × 0.1. This is done by summing their 4-momenta,

after having assigned a 4-momentum pcell = (Ecell,pcell) to each cell, where Ecell is the

energy measured in the detector, and pcell represents the direction between the primary

vertex and center of the cell, with Ecell = |pcell| . The so-formed towers are the objects

used for clustering by the algorithm. Since the number of towers per event is still very

important on average, a simple cone algorithm, which clusters towers uniquely in cones

of size Rcone = 0.3, without any iteration and starting from the most energetic ones, is

used in a preliminary step to form preclusters. Preclusters are then used as seeds by the

DØ Run II Cone algorithm.

Calorimeter noise, due to many sources, e.g. isolated activated cells (“hot cells”),

sometimes enters the clustering process with the consequence of creating “fake” jets.

In some cases, such noise can be identified prior to clustering and jet formation. In

particular, when hot cells are generated by fluctuations of the electronic noise that survive

the pedestal subtraction at 2.5 σ, where σped is the pedestal width measured for each

cell, the NADA [50] algorithm is used to identify them by looking at the sum of the

energy deposited in the neighboring cells Ecube =
∑
Ecell. If then Ecube is less than a

certain threshold value, the cell is removed. In a further step, an algorithm called t42 [51]

suppresses cells whose measured energy is below 4 σped and which do not have a neighbor

cell with more than 4 σped of measured energy. In addition, a special treatment is applied

to CH cells when forming preclusters: if the highest energy cell from a tower used as a

seed for precluster formation is part of CH, its energy is first subtracted to that of the

tower before entering the normal procedure. This procedure has been shown to prevent

efficiently the formation of fake jets, most of which coming from the Coarse Hadronic

part of the calorimeter, with a negligible loss of good jets.

In general, seed-based algorithms are not collinear and infrared safe, as illustrated
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Figure 4.2: Collinear sensitivity: pictures a), b) and c) illustrate possible scenarios where
different results of the jet algorithm are obtained depending if e.g. the energy of a seed
is split or not between two detector towers. Infrared sensitivity: pictures d) and e)
illustrate a possible scenario where the result of the jet algorithm varies depending e.g.
on the presence or not of soft gluon radiation [47].

in Figure 4.2. Pictures a), b) and c) show two examples of collinear unsafety, when the

two partons or energy deposits resulting from the splitting are below the seed threshold:

Figures 4.2 a) and b) show how a different proto-jet can be found and Figure 4.2 c)

shows how a jet can be missed, in case of collinear splitting. Pictures d) and e) show an

example of infrared unsafety, where either two separate jets or a single jet merging the

two previous ones can be found, depending on the presence of a soft parton.

As regards jet reconstruction inefficiency due to energy splitting between two towers,

it was shown in Run I that the main parameter controlling this inefficiency was the ET

threshold on towers used to form seeds, Emin tower
T . With a value of Emin tower

T = 1 GeV,

the Run I algorithm was proved to be 100% efficient for jets of pT above 15 GeV. In Run

II, a value of Emin tower
T = 0.5 GeV is used, such that, even if the calibration changed

between Run I and Run II, the algorithm should be even more efficient.

In order to avoid collinear and infrared unsafety, midpoints are also used as starting

points for clustering [52], in addition to usual seeds. In principle, all midpoints defined

by directions equal to pi+pj, pi+pj +pk etc, where i, j, k, etc. represent all possible seeds

should be used. However, to save computing time, following Run II Jet Physics workshop

recommendations [47], only midpoints between pairs of already found proto-jets are used

as seeds.

Finally, the proto-jets which share some energy are treated in the merging/splitting
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step. For any pair of proto-jets, if the lower ET proto-jet shares more than 50% of its

energy with the other proto-jet, both are merged, otherwise the energy of each shared

tower is attributed exclusively to the proto-jet to which it is closest in ∆R. The objects

formed when the merging/splitting step is finished are called jets and only those with

pT > pmin
T are kept, where pmin

T = 8 GeV for version p14 of the RECO software.

4.3.3 Calculation of Jet Variables

Each cell inside the cone jet contributes to build the jet four-momentum. The 4-

momentum of a jet is first obtained from the sum of the 4-momenta of all cells.

pJ = (EJ ,pJ) =
∑
i⊂J

(Ei, pi
x, p

i
y, p

i
z), (4.3)

The jet kinematic properties are then defined by the following usual set of equations:

pJ
T =

√
(pJ

x)2 + (pJ
y )2 (4.4)

φJ = tan−1
pJ

y

pJ
x

, θJ = cot−1 p
J
z

pJ
T

. (4.5)

Jets which contain at least two cells can acquire mass if the 3-momenta of the cells

are not collinear. This happens most of the time since the detector has a projective

geometry only with respect to its center.

4.3.4 Jet Identification

Several quantities are used after jet reconstruction in order to further suppress fake jets:

• To remove isolated electromagnetic particle, a cut on the maximal fraction of en-

ergy deposited in the electromagnetic (EMF) part of the calorimeter is placed:

EMF<0.95;
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• To remove some problematic noise jets, a cut on the minimal EMF is also placed

0.05<EMF;

• Jets having 90% or more of their energy in one tower are removed;

• The ratio of the highest cell energy and the next-to-highest cell energy (HotF) has

a cut of HotF < 10;

• To avoid cluster around hot cell in the coarse hadronic calorimeter, a cut on the

fraction of the energy deposited in the coarse hadronic calorimeter (CHF) is applied

at CHF < 0.4;

• Since the trigger readout uses a different electronic chain, it is sensitive to different

electronic noise than the normal readout. Matching the L1 readout energy of a jet

with its normal energy has thus proved to be the most efficient way to distinguish

between fake and good jets. Using the scalar sum of the trigger towers L1SET of

a jet, a cut is applied at

1. L1SET/(pT (jet)(1-CHF)) > 0.4 in the CC and EC;

2. L1SET/(pT (jet)(1-CHF)) > 0.2 in the ICD.

4.3.5 Jet Energy Scale

The DØ calorimeter being of the sampling type, it measures only part of the energy of

the original particles. It was designed to have almost equal response to electromagnetic

particles, Rem, and to hadrons Rh in Run I. Calorimeters with exactly equal response

to electrons and hadrons are called “compensating”a. In Run II, however, due to the

reduction of the electronic signal integration time, it was expected to see an increase of

aAn ideal compensating calorimeter will have the ratio between the hadronic and electromagnetic
response e/h = 1.
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the ratio e/h above its Run I value, hence a lower relative response of hadrons compared

to electrons.

Even though it is possible to measure Rem with a certain precision by using a clean

sample of Z → e+e− events, Rh measurement is more challenging due to the fact that

only part of hadron energy is measured. In general the relation between the original jet

energy at the particle level and the measured energy (as in Equation 4.3) can be written

as:

Eparticle
jet =

Emeas
jet − EO(R, η,L)

Rcone(R, η, E)Rjet(R, η, E, φ)
(4.6)

where:

1. Emeas
jet corresponds to the sum of the energy deposited in the cells;

2. EO(R, η,L) is an offset due to calorimeter noise and pile-up energy from previ-

ous interactions. It depends on the direction of the jet, the luminosity and it is

estimated using the jet cone angular area πR2;

3. Rcone takes into account the energy deposited outside the cone, due to the finite

size of energy showering in the calorimeter even for a single particle;

4. Rjet is the response of the hadronic calorimeter.

Rjet is calculated from events where one photon and one jet are produced. At particle

level the total transverse momentum of the event is, on average,

pγ
T + pjet

T = 0. (4.7)

When measured in the calorimeter this quantity can be different from zero. By measuring
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the missing transverse energy in the event

−~/ET = −
∑

Ecell>0

pcell
T = Rem pγ

T +Rhad pjet
T (4.8)

and by introducing the quantity:

~/E
EMcorr

T = /ET − (1−Rem) pγ
T (4.9)

the response Rhad can be written as:

Rhad = 1 +
~/E

EMcorr

T · nγ
T

pγ
T

(4.10)

where nγ
T represents the direction of the photon. This method for estimating Rjet is

called the Missing ET Projection Fraction Method [53]. The correction to the measured

energy for both DATA and Monte Carlo simulated events is shown in Figure 4.3 and

Figure 4.4 together with an estimation of the systematic uncertainty.

4.4 Electron Identification

The first step towards the identification of electrons is the reconstruction of clusters of

activated cells in the EM calorimeter using a simple Cone Algorithm. These clusters are

built around calorimeter towers formed by contiguous cells in the four EM calorimeter

layers plus the first FH layer. Only clusters with energy greater than 1.5 GeV are used to

seed the reconstruction of the final electron candidates, the “EM cluster”. EM clusters

are formed by adding all the towers within a cone of size R = 0.5.
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Figure 4.3: Correction to the measured energy in data as a function of the measured
energy (top left), jet η (bottom left) and relative uncertainty (right) [54].
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Figure 4.4: Correction to the measured energy in Monte Carlo as a function of the
measured energy (top left), jet η (bottom left) and relative uncertainty (right) [54].
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4.4.1 Electron Definition

Several quantities can be used to discriminate between signal electrons and their sources

of background: γ’s and π’s. What follows is a list of cuts on cluster variables that are

used to define “Loose” and “Tight” electrons.

• The Isolation is defined as

Isolation =
Etot(0.4)− EEM(0.2)

EEM(0.2)
, (4.11)

where Etot(0.4) is the total energy within a cone of radius R = 0.4 and EEM(0.2)

is the EM energy in a cone of radius 0.2. Electrons tend to be very localized in

comparison to pions which tend to produce a larger cone size. For this reason a

cut on Isolation < 0.15 is applied;

• In order to discriminate against photons, that don’t interact with the tracking

detector by being electrically neutral, a track is requested to be in the proximity

of the EM cluster. The matching criteria is based upon a spatial and momentum

χ2:

χ2
match =

(
δφ

σφ

)2

+

(
δz

σz

)2

+

(
ET/pT − 1

σEt/pt

)2

; (4.12)

• Electrons lose all their energy in the EM part of the calorimeter, therefore a cut on

the fraction of the energy deposited in this part of the calorimeter (fEM) is applied

to any EM cluster: fEM > 0.9;

• The transverse and longitudinal shower shape profile is used in order to improve

the discrimination between electrons and pions. For each detector tower, two cor-

relation matrices are built using Monte Carlo simulated electrons [55]. For two
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shower shape variables xi and xj this has the form:

Mij =
1

N

N∑
n=1

(xn
i − x̄i)(x

n
j − x̄j) (4.13)

where N is the number of the reference electrons. The two matrices use 7 and 8

variables, respectively:

– The fraction of the total energy deposited in the four EM layers;

– The total energy deposited;

– The vertex z position;

– the shower shape in the φ direction;

The second matrix also includes:

– The shower shape in the z direction;

In order to keep only electrons that have shape consistent with the candidate

electrons an upper cut on hmN , defined as:

hmN =
N∑
ij

(x′i − x̄i)Hij(x
′
j − x̄j), (4.14)

where H = M−1, is applied:

– hm7 < 30;

– hm8 < 75;

• A further step in discriminating against background is taken by using a likelihood

function based on several Monte Carlo distributions [56, 57]. The quantities used

are:

– electron ηDET ;
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– fEM ;

– hm7;

– Ratio between the calorimeter pT and the matched track pT ;

– dca of the matched track;

– χ2 probability for the fit of the matched track;

– Number of tracks in a radius R of 0.05 around (and including) the matched

track;

– Total pT of the tracks in a radius R of 0.04 around (but not including) the

matched track;

For each electron candidate, with xe as vector of likelihood variables, Psig(xe) rep-

resents the probabilities that the candidate is a real electron and Pback(xe) that is

a fake electron. No correlations among single variable are assumed, the total prob-

ability is then just the product of the individual probabilities. The discriminant:

L(xe) =
Psig(xe)

Psig(xe) + Pback(xe)
(4.15)

tends towards 1 for real electrons, whereas it is close to 0 for background. When

no tracks are found the likelihood values is set to -1. All electrons are required to

have L ≥ 0;

Other quantities used for the Loose electrons are:

• pT > 20 GeV;

• ηDET < 1.1;

Tight electron are defined to have L > 0.4.
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4.5 Muon Identification

Muons can be identified using three independent DØ sub-detectors. The external muon

spectrometer with its extended pseudo-rapidity coverage up to η < 2 provides unambigu-

ous muon identification: muons identified using this detector are called “local muons”.

Muon tracks can be detected with high efficiency in the the tracking detector, a local

muon matched to a track is called a “central” track-matched muon. In principle even

the calorimeter can help. A muon can be identified by its minimum ionizing particle

(MIP) signature. However, this capability is not yet implemented in the actual muon

identification algorithm due to the low efficiency ≈ 50%.

Reconstructed muons are classified according to their “type” and “quality”. The type

corresponds uniquely to the number of external layers used for the reconstruction: nseg.

The absolute value of nseg can be equal to 1, 2 or 3, which respectively indicates that

the local muon is made of A-layer only hits, B or C-layer only hits or by hits from all

three layers. A negative value of nseg means that the muon could not be matched to

any track as shown in Table 4.2.

Muons are also categorized according to their quality: “Tight”, “Medium” or “Loose”

muons are defined below.

• Tight Muon

– |nseg| = 3;

– At least two A layer wire hits;

– At least one A layer scintillator hit;

– At least three BC layer wire hits;

– At least one BC layer scintillator hit;

– A converged local fit;

• |nseg| = 3 Medium
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nseg Muon Type Central track matching MTC matching
algorithm criterion

Central Track + Muon to central if local ∆η, ∆φ between MTC and
3 local muon track track converged. central track extrapolated

(A, B and C-layer) Central to muon otherwise to calorimeter

2 Central Track + BC only Central to muon as above

1 Central Track + A only Central to muon as above

Central Track +
0 muon hit or Central to muon as above

central track + MTC
∆η, ∆φ between

- 1 A segment only no match MTC and A-layer
segment

∆η, ∆φ between
- 2 BC segment only no match MTC and BC-layer

segment
local muon ∆η, ∆φ between

- 3 track no match local muon track
(A + BC) at A-layer

Table 4.2: Overview of different muon types. Categorization based upon which sub-
detector is used for the reconstruction.

– |nseg| = 3;

– At least two A layer wire hits;

– At least one A layer scintillator hit;

– At least two BC layer wire hits;

– At least one BC layer scintillator hit;

• |nseg| = 3 Loose is allowed to fail one of the |nseg| = 3 Medium requirements;

• |nseg| = 2 Medium

– |nseg| = 2;
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– At least two BC layer wire hits;

– At least one BC layer scintillator hit;

– |ηDET | < 1.6

• |nseg| = 2 Loose does not have any |ηDET | cut;

• |nseg| = 1 Medium;

– |nseg| = 1;

– At least two A layer wire hits;

– At least one scintillator hit;

– |ηDET | < 1.6

• |nseg| = 1 Loose does not have any |ηDET | cut;

4.6 Missing Energy

The missing transverse energy (MET) is the signature for neutrinos in the DØ calorime-

ter. Its calculation combines information from many sub-detectors: calorimeter, the

tracking system (for PV determination), and the muon detector (for the muon correc-

tion to the event energy).

By defining the x and y component of the visible energy of the detector as

Ex,y
vis =

∑
cells

Ex,y
i (4.16)

the calorimeter missing transverse energy components are defined as the negative of Evis:

/Ex = −Ex
vis and /Ey = −Ey

vis. The total MET is then /ET =
√

(/Ex)
2 + (/Ey)

2[58].

In order to be used in the analysis the missing energy has to be corrected at several

steps [59]. First, cells from CH are not part of the MET reconstruction due to their higher
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noise component. A correction is used to compensate for CH jets that pass quality cuts

and therefore considered signal and not noise. MET is corrected for the jet energy scale

of good jets. Bad jets are also contributing to the MET, therefore they are removed from

the visible energy, i.e. added back to the missing transverse energy. Lastly the muon

calorimeter energy deposition as MIP is estimated and again subtracted from the visible

energy.

4.7 The Event Simulation

Cross sections for all physics processes originating from the pp̄ interactions can be es-

timated numerically. Among the many software packages available the most compre-

hensive Monte Carlo based event generator is PYTHIA [60]. PYTHIA (version 6.202)

is part of the DØ simulation software and is used to calculate the four momenta of

the particles resulting from the pp̄ collision. The parton distribution functions (PDF)

CTEQ5L parametrize the momentum distribution of quarks and gluons within the nuclei

and then gives an estimation of the center of mass energy. PYTHIA also simulates the

hadronization and fragmentation of quarks into colorless jets of hadrons.

For some events with many partons in the final state the ALPGEN event genera-

tor [61] is also used. ALPGEN, in fact, performs a complete leading order calculation of

qq → W+ ≤ 4 jets processes. ALPGEN is interfaced to PYTHIA to handle the parton

hadronization process.

After the flow of generated particles has been stored in a chunk, the detector response

is produced by DØGSTAR [62] (DØ Simulation of the Total Apparatus Response), a

software package based on GEANT [63] that simulates hits in the tracking detector

(DØsim) together with pile-up effects and and noise (DØraw). RECO is run after the

full detector simulation.

The Parameterized Monte Carlo Simulation (PMCS) [64] runs on the PYTHIA output
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to simulate the detector response and the reconstruction effects. PMCS, also known as

“Fast Monte Carlo”, smears the generated particle four-momenta with energy dependent

resolution function derived either from data or from the full detector resolution, therefore

reducing the cpu-time used per event.



Chapter 5

b-tagging Performance with the DØ

detector

Identifying calorimeter jets generated by the hadronization of b-quarks (a.k.a. b-tagging)

is a powerful discriminator against the background for many interesting physics processes:

for example, when top quarks are produced, because of their large mass, they decay

immediately into a b-quark and a W boson. Identifying b-quarks is then fundamental

in order to distinguish tt̄ and single top production from QCD multi-jet background. In

the realm of searches for new physics b-tagging again plays a key role. The Higgs boson,

if it exists and has a mass lower than 135 GeV, would decay mainly into bb̄ [65]; SUSY

and Technicolor also predict an excess of events with b-quarks over the SM expectation.

Mesons containing b-quarks, i.e. B-mesons, have higher lifetime when compared to

other light-flavored mesons. Monte Carlo simulations show that the distance in the

transverse plane between the PV and the point where B-meson decays, Lxy, has a mean

value of ≈ 3 mm, furthermore 70% of events with Lxy > 1 mm have at least 2 tracks

with dca/σ(dca) > 3.0. Due to the high resolution of the silicon detector, these tracks

are excluded from the PV finding algorithm, they can be identified and used in order to

reconstruct the point in space where the B-hadrons have decayed: the Secondary Vertex
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of interaction [66].

5.1 The Vertex Algorithm

The package d0root [67] is an object-oriented package based on the ROOT [68] analysis

software. A series of Kalman Filter based algorithms (KF) [69, 70] are implemented in

d0root with the purpose of fitting tracks into a vertex. KF not only allows the recon-

struction of the vertex position, it also refits the track parameters with the constraint

that they have to pass through the vertex.

5.1.1 Primary Vertex

KF-based fits can be run recursively and are therefore more time efficient when compared

to the Least χ2 method, as implemented in RECOa. Apart from this difference in the

fitting technique used, both d0root and RECO use the same two-pass method and

minimum bias probability based selection, as discussed in Section 4.2.4. Differences can

be found in the track selection, tighter in d0root as shown in Table 5.1, and in the

track z-clustering applied in d0root to better distinguish between different vertices in

the same event.

Track Variable cut
pT ≥ 0.5 GeV
SMT hits ≥ 2
dca/σdca ≤ 3.0

Table 5.1: d0root second pass track selection requirements.

RECO and d0root performances have been compared on the same set of multi-jet

5000 data events: the reconstructed efficiency is slightly better (d0root finds PV in

aIn the Least χ2 method all tracks are fitted globally, in a single step, requiring the inversion of
matrices with dimensionality equal to the number of tracks. KF, instead, fits track information adding
one track at a time, and the dimension of the matrices to be inverted is reduced to the number of
parameters to be estimated.
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98% of the time, while RECO has 97% efficiency) and the resolutions in the transverse

directions are shown in Table 5.2.

σx (µm) σy (µm)
d0root 38 ± 5 38 ± 5
RECO 35 ± 1 35 ± 1

Table 5.2: Resolution for d0root and RECO for primary vertices with |z| < 40 cm [44].

5.1.2 Secondary Vertex

The Secondary Vertex Algorithm (SVT) uses tracks with high impact parameter in order

to fit the position of the decay of heavy-flavored hadrons.

Track-jet Reconstruction

Before tracks are fitted to a secondary vertex they are clustered to form track-jets.

Only tracks belonging to track-jets will be used by the SVT algorithm. Track-jets are

reconstructed with the following algorithm [66]:

1. Z Pre-clustering:

• Sort track by pT ;

• Recalculate dca and dcaz with respect to the closest PV;

• Cluster tracks having ∆z < 2 cm by looping in descending order of track pT .

2. Track Selection: after pre-clustering, tracks passing the following cuts are se-

lected:

• Number of SMT hits > 2;

• pT > 0.5 GeV;

• dca < 0.15 cm;
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• |dcaz| < 0.4 cm;

3. Jet Clustering:

• Selected tracks are clustered around a seed track with pT > 1 GeV using a

simple cone jet algorithm.

Secondary Vertex Fit

Only tracks forming track-jets and passing the cuts listed in Table 5.3 are used by the

SVT. Three vertex definitions are developed and analyzed, in order to have different

working points in terms of efficiency versus mistag rate [71]. This will be discussed in

Section 5.5.

The SVT is used in Build-Up modality: the first step consists of finding seed vertices

by fitting all combinations of pairs of selected tracks among the tracks making track-jets.

After keeping only vertices with good χ2, it attempts to add tracks pointing to the seed

vertex, rejecting those tracks with χ2 contribution to the vertex fit greater than 10. If

the track is accepted the vertex parameters are re-fitted including the new track. This

is repeated until there are no more tracks available in the track-jet. Only vertices with

total χ2 < 100 are kept.

Variable LOOSE MEDIUM TIGHT

IP significance of tracks ≥ 3.0 3.5 3.5
track χ2 < 10 10 3

pT of tracks > 1.0 GeV 1.0 GeV 1.0 GeV
Number of SMT hits ≥ 2 2 2

r-phi dca of tracks (cm) ≥ 0.15 0.15 0.15
z dca of tracks (cm) ≥ 0.4 0.4 0.4
track-to-vertex χ2 ≤ 15 15 15

Table 5.3: SVT tracks selection. The cuts has been tuned to achieve the highest efficiency
for 0.1% (loose), 0.5% (medium) and 0.25% light quark mistag rates in the data [71].

Fake tracks and tracks produced by short-living hadrons could still have a finite
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probability of forming vertices. After the vertex is reconstructed other cuts on vertex

quantities are applied to reduce the contributions of these sources of noise. The vertex

decay length |Lxy| is defined as the vector going from the Primary Vertex to the Secondary

Vertex: |Lxy| = |~rSV − ~rPV |. Cutting on this quantity is fundamental in order to further

reduce background. Unfortunately not only B-hadrons have finite values for < |Lxy| >:

for some light-flavored hadrons like Ks and Λ < |Lxy| >≈ 2.5 cm. Other cuts are

applied to the vertex collinearity, the inner product of ~Lxy and the momentum of the

Secondary Vertex defined as the vectorial sum of the momenta of all attached tracks,

and to the vertex Decay Length Significance |Lxy|/σLxy . A summary of the cuts to the

vertex quantities is shown in Table 5.4. Figure 5.1 shows the difference in Decay Length

Significance distributions for vertices found inside jets for Monte Carlo light flavored and

b-jets.

Decay Length Significance
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Figure 5.1: Decay Length Significance Distribution for Monte Carlo light-quark jets (left)
and b-jets (right).

A jet is called “positively tagged” if there is at least one Secondary Vertex with

positive Decay Length Significance within a ∆R of 0.5 with respect to the jet axis. A

“negatively tagged” jet has no positive tag associated and at least one Secondary Vertex

with negative Decay Length Significance within 0.5 in ∆R with respect to the jet axis.

In general unless explicitly specified a tagged jet is understood to be positively tagged.
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Variable LOOSE MEDIUM TIGHT

vertex χ2 < 100 100 100
vertex collinearity ≥ 0.9 0.9 0.9

vertex decay length ≤ 2.6 cm 2.6 cm 2.6 cm
minimum track multiplicity ≥ 2 2 2

b-jet criterion -
signed decay length significance ≥ 5.0 6.0 7.0

Table 5.4: SVT setting for the three vertex definitions.

5.2 b-tagging in data

We establish the b-tagging efficiency and light-quark tagging fake rates (mistag) using

data. In both cases we have to identify topologies where either heavy or light quarks

are predominantly produced and then make use of algorithms that extract the flavor

composition together with the uncertainties of this estimation.

5.2.1 Data Sample Selection

In order to evaluate the efficiency of tagging b-quarks we analyze “Muon-Jets” events, i.e.

events where a muon and a jet are detected to be close to each other; the exact definition

is described in Section 5.3. B-hadrons semi-leptonic decay to a final state with muon

has a branching fraction of 10.95%, for light quarks the same quantity is much smaller.

Therefore the existence of a muon and a jet close to each other is a good signature that

the jet is produced by the hadronization of a b-quark. These events are important for

the estimation of the b-tagging efficiency. For the mistag evaluation, generic dijet-events,

where the b-quark content is of order of few percent, are used.

• µ+jet Data Sample: The skim requires one muon, inside a ∆R of 0.5 with a jet.

Further requirements applied for this study are:

– One medium muon, pT > 4 GeV;
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– Two good jets, pT > 15 GeV;

– Good run quality.

This selection leads to a total of 1.1× 107 events.

• EM1TRK Data Sample: The EM1TRK skim requires the presence of one elec-

tron with ET > 8 GeV and one track with pT > 5 GeV within ∆φ = 0.1 of the EM

cluster. Further cuts are:

– Missing ET < 10 GeV;

– Two jets, pT > 15 GeV;

– Good run quality.

We analyze a total of 7.3× 106 events passing these cuts.

• QCD Data Sample: Events passing any jet-trigger, plus the following require-

ments:

– Two good jets, pT > 15 GeV;

– Good run quality.

This selection leads to a sample of 1.6× 106 events.

5.2.2 Jets Track Requirement: Taggability

Differences in tracking efficiency and fake jets generated by calorimeter noise may result

in a systematic difference between data and Monte Carlo. To decouple these effects,

the taggability is introduced as the ratio between the number of taggable jets and the

number of reconstructed jets. Here a “taggable” jet is a jet matched (∆R < 0.5) to a

track-jet reconstructed with the following requirements:

• Tracks pT > 0.5 GeV;
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Figure 5.2: Taggability versus jet η (right) and jet pT (left) for QCD and EM1TRK
samples.

• Tracks with at least one SMT hit;

• At least one track with pT > 1 GeV (track-jet seed pT );

• Track-Jet cone size ∆R < 0.5, ∆Z < 2 cm;

• Track dcaxy < 0.2 cm;

• Track dcaz < 0.4 cm.

The ”central”, “ICR” and “forward” regions are defined in terms of calorimeter jets

with detector |ηDET | < 1.2, 1.2 < |ηDET | < 1.8, and 1.8 < |ηDET | < 2.5 respectively.

Taggability versus jet η and jet pT for QCD and EM1TRK samples is shown in Figure 5.2.

5.2.3 V0 Removal and γ-conversion Filter

As already discussed in Section 5.1.2 light-flavored long-living hadrons like KS and λ

could be source of tracks with high dca significance. For this reason we examine the

invariant mass of all track pairs in the event. All tracks are used without any pT require-

ment. If the invariant mass of two tracks with opposite sign is within a mass window

of 22 MeV centered about the nominal Ks mass or of 7 MeV around the Λ mass value
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Figure 5.3: Two track invariant mass in QCD data, the left plot shows the Ks and the
right plot the Λ peak [43].

both tracks are removed from the track list used by the SVT algorithm. Examples of

reconstructed Ks and Λ’s and data are shown in Figure 5.3.

Another source of “fakes” is from a phenomenon called “γ conversion”: when a photon

interacts with the silicon detector it could shower and produce two electrons which are

reconstructed as two tracks with high dca. These tracks are usually highly energetic and

if they are not removed, they could be used as seed for the SVT algorithm; a γ conversion

filter removes all tracks satisfying the following conditions:

• Pull of the angle between tracks in the (r − z) plane less than 3;

• Distance between trajectories in (r − φ) plane less than 30 cm;

• Invariant mass of the two tracks should be less than 25 MeV.

An example of γ-conversion reconstructed in our detector is shown in Figures 5.4.

5.3 b-tagging Efficiency: SystemD

A system of 8 equations and 8 unknowns, called “SystemD” [72], is used in order to

extract the data b-tagging efficiency from the “µ+jets” sample. SystemD uses two data

samples with different flavor compositions and two different b-tagging criteria. If the two

different b-tagging algorithms are uncorrelated then their efficiencies factorize and the
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Figure 5.4: Reconstructed γ-conversion in MC vs. radius of the silicon layer (right) and
in data vs. z-position of silicon F-disks (left) [43].

system becomes solvable. Note that calculating the efficiency for a b-tagging algorithm

is equivalent to estimating the content of b-quarks in the same sample before and after

applying the tagging algorithm.

The most general case can be represented with one signal, f sources of background,

t tagging algorithms and s data sample. Each sample j then gives (f + 1) unknowns.

The fraction of signal and background nj=1,...,s
i=0,..,f must satisfy the normalization relation:

f∑
i=0

nj
i = 1. (5.1)

Each tagger k also gives (1 + f) unknowns corresponding to the different efficiencies for

each of the different flavors considered. After a tagger k is applied only a fraction qk
j of

the event survives:

qk
j =

f∑
i=0

nj
i ε

k
i , (5.2)

where εki is the efficiency of the k-th algorithm of tagging the j-th quark type. When

two taggers k and ρ with correlation factor κkρ
b are applied, the fraction qkρ

j becomes:

qkρ
j =

f∑
i=0

nj
i ε

k
i ε

ρ
iκ

kρ
b . (5.3)
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Figure 5.5: prel
T (µ): transverse momentum of muon measured with respect to the axis

formed by the vectorial sum of the jet axis plus muon momentum [72].

The total number of equations that can be written is 2t · s which is equal to the total

number of unknowns (1 + f)(s+ t) in the special case when s = 2, t = 2 and f = 1.

The two different data samples analyzed are both subset of the µ+jet sample and

have as common requirement that for each event at least one “muon jet” is present. A

muon jet is defined as a taggable jet associated with at least one muon having:

• pT > 4 GeV;

• “medium” quality requirement;

• ∆R(µ, jet) < 0.5.

Restricting to evaluating the b-tagging efficiency in muon jets allows the possibility of

using an uncorrelated tagging algorithm based on the muon momentum. The quantity

used for discriminating signal and background is the prel
T (µ) defined as the transverse

muon momentum with respect to the muon plus jet axis, i.e. the axis better representing

the original b-quark direction (Figure 5.5). In general the higher B meson mass results

in harder prel
T (µ) distributions with respect to light and c-flavored mesons.

The distribution for prel
T (µ) produced by the decays of different quarks is shown in

Figure 5.6. By definition a muon jet passing the muon tag must have prel
T (µ) > 0.8 GeV.

The correlation factor κb for the muon and SVT taggers is measured from Monte Carlo

and its value found to be very close to unity.

The two samples used by SystemD are:
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Figure 5.6: Normalized prel
T (µ) distributions in Monte Carlo simulation: muons from

light-jets (blue triangles), c-jets (green squares) and b-jets (red dots) [72].

1. All events with at least one muon jet;

2. Events with two jets, one muon jet and another SVT tagged jet.

The second sample has greater b-quark contamination due to the presence of qq →

g → bb̄. If light and c-quark jets are considered together to be one individual source of

background SystemD can be written as:

n = nb + ncl

p = pb + pcl

nµ = εµpn
µ
b + εµcln

µ
cl

pµ = εµpp
µ
b + εµclp

µ
cl

nSV T = εSV T
b nSV T

b + εSV T
cl nSV T

cl

pSV T = β εSV T
b pSV T

b + α εSV T
cl pSV T

cl

nµ,SV T = εSV T
b εµpn

µ,SV T
b + εSV T

cl εµcln
µ,SV T
cl

pµ,SV T = β κb ε
SV T
b εµpp

µ,SV T
b + α κcl ε

SV T
cl εµclp

µ,SV T
cl .

(5.4)

Where n and p are the number of muon jets in the two samples, nb (ncl) and pb (pcl)

the fraction of b-quarks (light and c-quarks); nµ, nSV T and nµ,SV T represent the same

quantity for the sample of muon tagged jets, SVT tagged jets and jets tagged by both
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algorithms respectively. The efficiency of tagging b-jets (light-jets) in the two samples

is indicated as εb (εcl), and εSV T (µ) indicates the SVT (muon tag) efficiency. Correlation

factors are introduced, β for b-jets and α for light-jets, to take into account possible

difference in the efficiency in the two samples. While κb and κcl express the correlation

between the two algorithms when tagging b and light-quark respectively. Whenever

possible these parameters are calculated using Monte Carlo simulation as discussed in

Section 5.3.1.

The average secondary vertex tagger efficiency for the three vertex definitions in the

µ+jets dataset, are given in Table 5.5. The uncertainties quoted are statistical only.

Efficiency per jet (%)
LOOSE MEDIUM TIGHT

45.53± 0.26 42.85± 0.24 37.04± 0.18

Table 5.5: b-tagging efficiency in “µ+jet” data derived using the SystemD method. Only
statistical uncertainty is quoted.

The pT and η dependence of the efficiencies are shown in Figures 5.7, 5.8, and 5.9.

The η-dependence of the efficiency is found to be a third order polynomial for MEDIUM

and LOOSE SVT and a fourth order polynomial for TIGHT SVT, while the functional

form used to fit the pT dependence of the efficiency is:

ε(pT ) =
p2

(1 + p0 · e−p1·pT )
. (5.5)

SystemD has been tested on a Monte Carlo sample made of a mixture of b and c-jets

from Z → qq̄, and light-jets from QCD processes. The comparison between the SystemD

b-tagging efficiency and the “real” efficiency of tagging b-jet in Z → bb̄ events is shown

in Figure 5.10.
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Figure 5.7: b-tagging efficiency determined from the “µ+jet” data skim as a function of
jet ET and η for the LOOSE vertex criterion. The red curves represents the ±1σ from
the fit.
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Figure 5.8: b-tagging efficiency determined from the “µ+jet” data skim as a function of
jet ET and η for the MEDIUM vertex criterion. The red curves represents the ±1σ from
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Figure 5.9: b-tagging efficiency determined from the “µ+jet” data skim as a function of
jet ET and η for the TIGHT vertex criterion. The red curves represents the ±1σ from
the fit.
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5.3.1 SystemD Systematic Uncertainties

A Monte Carlo sample made of a mixture of Z → bb̄, Z → cc̄, Z → qq̄, qcd, tt̄ is used to

estimate the dependence of β and κb on the ET of the jet as shown in Figures 5.11, 5.12

and 5.13. The values for the correlation parameters and their uncertainty are estimated

by fitting the jet ET dependencies; results are shown in Table 5.6.

LOOSE MEDIUM TIGHT
β 1.000± 0.006 1.000± 0.006 0.999± 0.006
κb 0.993± 0.001 0.982± 0.001 0.978± 0.001
κcl 0.890± 0.013 0.840± 0.013 0.826± 0.014

Table 5.6: Correlation parameters derived from Monte Carlo.

In order to evaluate SystemD systematic uncertainty any correlation parameter values

are individually changed inside the system of equations. With these different values the

efficiency is then recalculated in order to assess how the indeterminacy on the knowledge

of the correlation parameter affects the final b-tagging efficiency, i.e. the SystemD output;

this will be then assumed to be the systematic uncertainty. SystemD parameters are

changed either according to the uncertainty on the fit or by the differences observed in

their values when derived using different Monte Carlo samples.

The variation for β is taken to be ± 0.006 corresponding to one standard deviation

of the ET fit. κcl is varied by ± 0.05, about three standard deviations. The variation for

κb of ± 0.004 is determined from the difference of the values obtained individually from

Z → bb̄ and tt̄ samples compared to the one obtained from the combined sample. The

resulting variation in the b-tagging efficiency is defined as the systematic uncertainty. The

parameter α can not be determined in Monte Carlo, is arbitrarily chosen to be 1± 0.8.

Another source of systematic uncertainty is the prel
T cut chosen for the muon tagger. A

cut value of 0.7 GeV is chosen in order to solve SystemD; the variation of the efficiency

due to a change of this cut within an interval from 0.5 GeV to 0.9 GeV is shown in

Table 5.7 together with all the other sources of systematics.
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Figure 5.11: System8 variable β versus jet ET for all SVT vertex definitions
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Figure 5.12: System8 variable κb versus jet ET for all SVT vertex definitions
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Figure 5.13: System8 variable κcl versus jet ET for all SVT vertex definitions
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LOOSE MEDIUM TIGHT
κb 1.3 % 1.3 % 1.3 %
κcl 0.4 % 0.4 % 0.4 %
β 0.7 % 0.8 % 0.7 %
α 1.0 % 1.0 % 1.3 %
prel

T 1.0 % 1.0 % 1.0 %

Total 1.6 % 1.7 % 1.6 %

Table 5.7: Sources of systematic uncertainty for SystemD based b-tagging efficiency. Last
line is the total systematic uncertainty from all contributions.

5.3.2 Tagging Efficiency in Monte Carlo Simulated Events

.

Even though the efficiency for tagging b-muon jets is estimated from data, Monte

Carlo simulated events are still used to estimate the ratio between the efficiency of

tagging jets formed by semileptonic hadron decay (muon-jets), and the efficiency of jets

in which partons decayed fully hadronically. Also, Monte Carlo is used to calculate the

ratio of b to c-tagging efficiency and in order to estimate the c-tagging efficiency for

muon-jets and hadronic jets in data.

The samples used in this study are shown in Table 5.8:

Monte Carlo Sample Number of Events
bb̄ 666, 720
Z → bb̄ 202, 500
Z → cc̄ 210, 500
Z → bb̄→ µ+X 96, 488
Z → cc̄→ µ+X 100, 447
QCD 1, 334, 034

Table 5.8: Monte Carlo samples used for b-tagging efficiency and mistag rate estimation.

b-tagging Efficiency in Monte Carlo

The efficiency εb is defined as the fraction of the b-jet that are positively tagged, where a

b-jet is a taggable jet matched to a b-quark is within a cone of radius 0.5 with respect to
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the direction of the taggable jet. The b-tagging efficiency results are shown in Table 5.9.

Sample Region Efficiency per jet
LOOSE MEDIUM TIGHT

Z → bb̄ ALL 47.61± 0.09% 43.93± 0.09% 41.97± 0.09%
CC 51.35± 0.12% 47.74± 0.12% 45.92± 0.12%
ICR 46.5± 0.19% 42.79± 0.18% 40.59± 0.18%
EC 36.95± 0.20% 33.1± 0.19% 30.89± 0.19%

Z → bb̄→ µ ALL 49.66± 0.13% 45.9± 0.13% 43.97± 0.13%
CC 52.79± 0.16% 49.12± 0.16% 47.37± 0.16%
ICR 48.58± 0.26% 44.7± 0.26% 42.46± 0.26%
EC 39.72± 0.29% 35.66± 0.28% 33.38± 0.28%

Table 5.9: b-tagging efficiency in Monte Carlo.

Figure 5.14 shows dependence of the efficiencies on pT , and η of the jet.

c-tagging Efficiencies in Monte Carlo

A c-jet is defined as matched to at least one c-quark and no b-quark. The SVT c-jet

efficiency is significantly lower than the one for b-jets due to the smaller average c-flavored

mesons decay length compared to B-mesons. The corresponding performance plots and

results are shown in Figures 5.15 and Table 5.10.

Sample Region Efficiency per jet
LOOSE MEDIUM TIGHT

Z → cc̄ ALL 12.52± 0.06% 10.24± 0.05% 9.224± 0.05%
CC 14.29± 0.08% 11.76± 0.07% 10.66± 0.07%
ICR 11.5± 0.11% 9.346± 0.10% 8.34± 0.10%
EC 8.081± 0.11% 6.405± 0.10% 5.601± 0.09%

Z → cc̄→ µ ALL 13.97± 0.09% 11.35± 0.08% 10.34± 0.08%
CC 15.64± 0.11% 12.8± 0.10% 11.75± 0.10%
ICR 12.88± 0.17% 10.38± 0.15% 9.403± 0.14%
EC 9.262± 0.16% 7.26± 0.15% 6.382± 0.14%

Table 5.10: c-tagging Efficiency in Monte Carlo.
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Figure 5.14: b-tagging efficiency in b-jets from Z → bb̄ events, both inclusive jets (top)
and jets associated with a muon (bottom).
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Figure 5.15: c-tagging efficiency in c-jets from Z → cc̄ events, both inclusive jets (top)
and jets associated with a muon (bottom).
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5.4 Light-jet tagging Efficiency a.k.a.. Mistag Rate

In the absence of long lived particles there is still a probability of having jets with a

positive tag, as indicated in Figure 5.1, due to track misreconstruction and other detector

effects. This represents the b-tagging fake rate and is often referred to “Mistag Rate”

or simply “Mistag”. The main source of fake rate comes from the tracking detector

resolution: either fake, badly reconstructed tracks or tracks that use spurious noisy hits

could lead to an high value for their dcasig. These tracks can be selected by the SVT

algorithm.

Mistag rate for light-flavored jets in Monte Carlo have been studied in the qcd samples,

results are summarized in Table 5.11.

Sample Region Mistag rate per jet
LOOSE MEDIUM TIGHT

qcd ALL 0.692± 0.009% 0.402± 0.006% 0.258± 0.005%
CC 0.833± 0.013% 0.476± 0.010% 0.312± 0.008%
ICR 0.613± 0.019% 0.373± 0.015% 0.234± 0.012%
EC 0.473± 0.014% 0.279± 0.011% 0.171± 0.008%

Table 5.11: Mistag rates for light quarks in the qcd Monte Carlo samples.

In general resolution effects, due to the randomness of their nature, contribute equally

to form secondary vertices with positive and negative decay length significance. Nev-

ertheless a slim preference towards positive tags is shown on Monte Carlo simulated

light-jets. The reason for this, as illustrated in Figure 5.16, comes from several contri-

butions:

• Inefficiencies in filtering Ks and Λ. In case only one track from the decay is recon-

structed the invariant mass based filter fails;

• Inefficiencies in reconstructing both tracks coming from γ conversion;

• Interaction of particles with tracking detector resulting in decay in flight.
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Figure 5.16: Origin of tracks contributing to negative tag (left) and positive tag (right)
in Monte Carlo [73].

All contributions listed above have in common that the reconstructed track momen-

tum points outward and therefore are more likely to contribute to the positive spectrum

of the secondary vertices Decay Length Significance. On the other side, fake or badly

reconstructed PV tracks contribute in equal measure to both the negative and positive

tags.

Differences in tracking efficiency between real data and Monte Carlo simulated events

as well as imperfect detector noise simulation do not allow to use results from Table 5.11

to estimate the real mistag from data.

5.4.1 Mistag rate for Data

Mistag is derived from Negative Tagging rate in two data samples: EM1TRK and QCD.

Even though the negative tagging rate is not equivalent to the positive tagging rate

even in a pure Monte Carlo sample, it is still the closest approximation to the detector

resolution effects. Also, b and c quarks contribute to the positive as well as to the negative

SVT tag rate.

Operationally the mistag rate is estimated by using the negative tagging rate function

as obtained from the EM1TRK data, correcting it for the contribution to the negative

tagging rate from the small fraction of the heavy flavor content, Fhf , and for the asym-

metry between the positive and negative tags in light quarks F``. Both Fhf and F`` are

derived from the qcd MC samples.
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5.4.2 Monte Carlo based Correction to Negative Tag Rate

The distributions for Fhf , F``, and SF as a function of jet pT are shown in Figure 5.17.

The average values of the overall scale factors are shown in Table 5.12.

Vertex Type Fhf F`` SF = Fhf · F``

LOOSE 0.665± 0.003 1.286± 0.005 0.856± 0.006
MEDIUM 0.583± 0.005 1.381± 0.008 0.809± 0.008
TIGHT 0.505± 0.006 1.463± 0.012 0.744± 0.010

Table 5.12: Average value of the heavy flavor correction factor Fhf , the positive vs
negative tagging rate asymmetry correction factor F``, and the product of the two for
different vertex definitions.

5.4.3 Parameterization of Light-quark Mistag Rate obtained in

Data

Tables 5.13 and 5.14 summarize the average measured negative tagging rates and the

light quark efficiency respectively in the data for both the EM1TRK and QCD trigger

samples. Due to the large contamination of high em-fraction jets in the EM1TRK sample

compared to the QCD sample, the average negative tagging rates for a low em-fraction

sub-sample is also listed in the tables.

Negative tagging rate per jet in data
LOOSE MEDIUM TIGHT

EM1TRK ALL 0.967± 0.003% 0.592± 0.002% 0.220± 0.001%
CC 1.028± 0.004% 0.632± 0.003% 0.245± 0.002%
ICR 0.956± 0.007% 0.597± 0.006% 0.204± 0.003%
EC 0.678± 0.007% 0.393± 0.005% 0.108± 0.003%

EM1TRK ALL 1.088± 0.004% 0.658± 0.003% 0.242± 0.002%
EMF < 0.8 CC 1.186± 0.006% 0.721± 0.004% 0.276± 0.002%

ICR 1.022± 0.009% 0.630± 0.007% 0.219± 0.004%
EC 0.729± 0.009% 0.414± 0.007% 0.115± 0.003%

Table 5.13: Negative tagging efficiency and the statistical uncertainty in the EM1TRK
data sample.
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Figure 5.17: The light quark fraction Fhf (top plots) and the light quark positive/negative
asymmetry F`` (middle plots) and the combined quark scale factor Fhf ·F`` (bottom plots)
as a function of jet ET and η derived from qcd Monte Carlo for the different vertex types.
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Sample Region Light quark mistag rate per jet in data
LOOSE MEDIUM TIGHT

EM1TRK ALL 0.811± 0.002% 0.427± 0.001% 0.140± 0.001%
CC 0.862± 0.003% 0.456± 0.002% 0.156± 0.001%
ICR 0.802± 0.006% 0.431± 0.004% 0.129± 0.002%
EC 0.569± 0.006% 0.284± 0.004% 0.069± 0.001%

EM1TRK ALL 0.913± 0.004% 0.475± 0.002% 0.154± 0.001%
LowEMF CC 0.995± 0.005% 0.521± 0.003% 0.175± 0.001%

ICR 0.857± 0.008% 0.455± 0.005% 0.139± 0.002%
EC 0.612± 0.008% 0.299± 0.005% 0.073± 0.002%

Table 5.14: Mistag rates for light quarks in the EM1TRK data sample.

The light-quark mistag rate is parameterized as a function of jet pT , in the three

calorimeter regions. The fact that the pT shape is different in these regions, does not make

it possible to provide a 2D parameterization assuming that pT and η are independent

variables. The mistag parameterization is based on three different data samples:

• EM parameterization is derived from the EM1TRK sample;

• JET LowEMF parameterization is computed using the QCD sample;

• EM LowEMF parameterization is derived from the EM1TRK sample using jets

with em-fraction below 0.8.

Figure 5.18 (left plot) shows the negative tagging rate in the EM1TRK sample for

the LOOSE tagger, as a function of jet pT in for CC, ICR, and EC calorimeter regions.

The jet pT and η cannot be treated as uncorrelated variables since the slope of the pT

parameterization is different in the central and forward regions. Similar plots for the

MEDIUM and TIGHT taggers are shown in Figures 5.19 and 5.20 respectively. The

lower left plots in these figures show how the negative tagging rates in EM1TRK and

QCD samples obtained using only the low em-fraction jets are very similar (their ratios

are close to 1, apart from EC). Also, the low em-fraction jet selection does not change the

rates in QCD data, as by design this sample is predominantly jets with large hadronic
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fraction, and the bias due to EM trigger condition, as in EM1TRK sample, does not

exist in this data set.
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Figure 5.18: Negative Tagging rate as a function of jet pT for the CC (black), ICR (red),
and EC (green) calorimeters and for the LOOSE vertex types. The top plots are the
negative tagging rates from the low em-fraction jets in the EM1TRK (left) and QCD
multi-jet (right) data samples. Their ratio is plotted in the bottom left plot shows. The
ratio of the negative tags rate obtained using low em-fraction jets in the EM1TRK data
to that obtained in using all the jets in the EM1TRK sample is plotted on the bottom
right.

5.4.4 Mistag Systematics

The systematic uncertainty on the light quark tag rate has two main components, the

first is the negative tagging rate and the second comes from the scale factors.
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Figure 5.19: Negative Tagging rate as a function of jet pT for the CC (black), ICR (red),
and EC (green) calorimeters and for the MEDIUM vertex types. The top plots are the
negative tagging rates from the low em-fraction jets in the EM1TRK (left) and QCD
multi-jet (right) data samples. Their ratio is plotted in the bottom left plot shows. The
ratio of the negative tags rate obtained using low em-fraction jets in the EM1TRK data
to that obtained in using all the jets in the EM1TRK sample is plotted on the bottom
right.
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Figure 5.20: Negative Tagging rate as a function of jet pT for the CC (black), ICR (red),
and EC (green) calorimeters and for the TIGHT vertex types. The top plots are the
negative tagging rates from the low em-fraction jets in the EM1TRK (left) and QCD
multi-jet (right) data samples. Their ratio is plotted in the bottom left plot shows. The
ratio of the negative tags rate obtained using low em-fraction jets in the EM1TRK data
to that obtained in using all the jets in the EM1TRK sample is plotted on the bottom
right.
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Data parameterization LOOSE MEDIUM TIGHT
EM1TRK CC 0.06% 0.07% 0.05%

ICR 0.57% 0.12% 0.10%
EC 0.03% 0.35% 1.19%

QCD CC 0.25% 0.26% 0.43%
ICR 0.71% 1.07% 0.95%
EC 10.37% 8.53% 7.95%

Table 5.15: Relative difference (|predicted−observed
observed

|) between the number of observed tags
using different EM LowEMF parameterization applied to EM1TRK and QCD data for
the three vertex types.

Negative Tagging Systematics

Negative Tagging Rate parameterizations are tested in both low em-fraction EM1TRK

and QCD using EM LowEMF mistag rate parameterization function. In order to derive

a systematic uncertainty on the tag rate function, we look at the agreement between the

predicted and observed negative tags both as a function of the pT and integrated over

pT for the different detector regions, as shown in Table 5.15. We note that for the CC

(ICR) these values scatter below 0.5% (1.1%). For the EC, the difference is below 1.5%

in the EM1TRK sample and below 10% for the QCD sample .

The rms of these differences are tabulated in Table 5.16 and assigned as the systematic

uncertainty on the negative tagging rate parameterizations.

Monte Carlo Scale Factor Systematics

The systematic uncertainty for the scale factors are derived by varying the b and c

fractions in the qcd Monte Carlo by 20% and it is also shown in Table 5.17. Combining

this source of uncertainty with the uncertainty on the negative tagging rate we determine

the final systematic uncertainty on light quark mistag rate as shown in the bottom part

of Table 5.17.
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LOOSE MEDIUM TIGHT
Negative Tagging Rate uncertainty (in %)

from pT dependence of closure test
CC 2.3 2.7 2.2
ICR 3.3 3.3 7.3
EC 4.8 7.8 13.2

from closure test using EM LowEMF parametrization on EM1TRK data
CC 0.05 0.07 0.06
ICR 0.10 0.12 0.57
EC 0.03 0.35 1.19

from closure test of EM LowEMF parametrization on QCD data
CC 0.25 0.26 0.43
ICR 0.71 1.07 0.95
EC 10.37 8.53 7.95

Total uncertainty on Negative Tagging Rate (in %)
CC 2.3 2.7 2.2
ICR 3.4 3.5 7.4
EC 11.4 11.6 15.5

Table 5.16: Systematic Uncertainties on the negative tagging rate.

LOOSE MEDIUM TIGHT
Uncertainty on SF = Fhf · F`` (in %)

(vary b and c content in QCD MC by ±20%)
4.3 4.9 5.6

Total uncertainty on Light Quark Tag Rate (in %)
CC 4.8 5.5 6.1
ICR 5.5 6.0 9.3
EC 12.2 12.6 16.44

Table 5.17: Systematic Uncertainties for the Light Quark mistag rate.
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5.5 SVT Optimization

The three SVT working points have been chosen in order to reach the highest efficiencies

for fixed mistag rates of 1%, 0.5% and 0.25% respectively. Several SVT definitions have

been analyzed and their efficiency versus negative tagging rate evaluated, before defining

the LOOSE, MEDIUM and TIGHT definitions. For the process of optimizing cuts the

Negative Tagging rate is used as an approximation of the mistag rate, Figure 5.21 show

the dependence of the efficiency versus mistag curve as a function of track and vertex

selection.

Figure 5.21: Efficiency versus Negative Tagging rate for different SVT definitions. The
colored points indicate different cut on the vertex Decay Length Significance 1 ≤ dlsig ≤
10. In the left plot SVT uses tracks with dcasig ≥ 3.0, pT ≥ 1 GeV, χ2 < 10 and 2 or
more (red triangles, MEDIUM SVT) or 3 or more SMT hits (blue triangles). In the right
plot SVT use tracks with dcasig ≥ 3.5, pT ≥ 1 GeV, 2 or more SMT hits and χ2 < 3 and
(red triangles) or 3 or χ2 < 10 more (blue triangles).

A final plot showing the efficiency versus mistag rate together with their uncertainties

for the three SVT definition is shown in Figure 5.22.
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Figure 5.22: Performance of the SVT tagger.



Chapter 6

Event Selection

This chapter describes the search for WπT signal in the data collected by DØ from April

2002 until July 2004. The EM1TRK dataset, defined in Section 5.2.1, skimmed by DØ

Common Sample Group (CGS) was analyzed [74]. This skim contains 64158721 events,

6.6% of the total events recorded in the same data taking period. These events were

selected by requesting an electromagnetic cluster with pT > 8 GeV and a track with

pT > 5 GeV within ∆φ = 0.1 of the EM cluster. All data events were processed using

version p14 of DØ reconstruction software. From the event list we removed runs indicated

as “bad” for the calorimeter, CFT and SMT sub-detectors in DØ run database, as these

sub-detectors were not read out correctly by the data acquisition in these runs.

Almost all Monte Carlo samples are generated using the PYTHIA event generator.

Only events where a W boson is produced together with hadronic jets (with no top-

quarks) are generated with ALPGEN, as discussed in Section 4.7. All simulated events

are processed via the full DØ Monte Carlo simulation, including DØGeant and the DØ

reconstruction software version p14. A summary of the simulated physics processes is

shown in Table 6.1.
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process generator cross section (in pb) # of events

tt→ `ν bb qq pythia 2.95 26000

tt→ `+ν`−ν bb pythia 0.695 46750
W ∗ → tb→ (eν + τν)bb pythia 0.115 32500
qtb→ q (eν + τν)bb pythia 0.258 33000

W (→ eν) + bb alpgen 3.35 99500
Wjj (+HFb− tag) alpgen 287.3 189500

WZ → `+ ν bb pythia 0.0542 49000
Z → e+e−(m`` = 15− 60) pythia 528 19500
Z → e+e−(m`` = 60− 130) pythia 245.7 247000

Z(→ e+e−) + bb pythia 0.539 98000

Table 6.1: Physics Background Processes. We list their cross sections and number of
events generated and processed through DØGeant.

6.1 Sample Luminosity

The Luminosity block is the fundamental unit of time for the luminosity measure-

ment [75]. Each block is indexed with a luminosity block number (LBN). Each lu-

minosity block accounts for about 60 seconds of data taking, an amount of time during

which the instantaneous luminosity is constant within an acceptable approximation. The

instantaneous luminosity is given by the expression:

L =
fBNpNp̄

2π(σ2
p + σ2

p̄)
F (σl/β

∗) (6.1)

where f is the revolution frequency (47.713 KHz), B is the number of bunches in the

beam, Np (Np̄)) is the number of protons (anti-proton) per bunch, σp (σp̄) the transverse

size of the bunches and F a form factor depending on the longitudinal size of the bunches

(σl) and on the beta function at the interaction point (β∗) [76].

For each luminosity block the Luminosity Monitor records the rate of coincidences in

the scintillation counters located around the beam on the two end calorimeters. These

counts are interpreted to be produced by non diffractive inelastic pp̄ collisions, a process

of known cross section (σ = 60.7 ± 2.4 mb), and is used to calculate the integrated
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Figure 6.1: Turn-on curves versus electron pT for trigger version v11 (left), v12 (center)
and v13 (right) [77].

luminosity. The total integrated luminosity of the EM1TRK skim is 388 pb−1 with a

relative uncertainty of 6.4%.

6.2 Trigger Selection

In order to pass the single EM trigger requirement, at least one of the triggers listed in

Table 6.2 and Table 6.3 has to be fired by the event. Data events are categorized in three

different trigger list versions: v11, v12 and v13. The efficiency “Turn-on” curves for the

combination of the single EM triggers are derived for each trigger version as a function

of electron pT . These efficiencies as a function of the electron pT , shown in Figure 6.1,

are calculated in data by using a selected sample of Z → e+e− events, and are used to

reproduce the trigger efficiency in Monte Carlo [77].

6.3 Electron Finding Efficiency

The electron finding efficiency is derived from Z → e+e− candidates in data and Monte

Carlo events. The data sample consists of the entire EM1TRK, the Monte Carlo sample

is the same Z → e+e−(m`` = 60− 130) sample listed in Table 6.1.

First we estimated the efficiency for finding a calorimeter electron, where a “calorime-

ter electron” is a Loose electron as defined in Section 4.4.1 without any requirement for
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Version Name Requirements
V11 EM HI L1: NOT Cal unsuppressed readout and one EM

trigger tower having ET > 10 GeV.
L2: One EM candidate with ET > 12 GeV.
L3: set the trigger bit true if an |η| < 3 electron
with ET > 30 GeV meeting loose criteria is found.

EM MX L1: NOT Cal unsuppressed readout and one EM
trigger tower having ET > 15 GeV.
L3: set the trigger bit true if an |η| < 3
electron with ET > 30 GeV meeting loose criteria
is found.

EM HI(MX) FO L1,L2 like EM HI(MX).
L3: set the trigger bit true if an |η| < 3 electron
with no em fraction cut and ET > 50 GeV is found.

EM HI(MX) SH L1,L2 like EM HI(MX).
L3: set the trigger bit true if an |η| < 3 electron
is found with ET > 20 GeV meeting loose criteria
including a transverse shower shape requirement.

EM HI(MX) TR L1,L2 like EM HI(MX).
L3: one track is found by the GlobalTracker tool
with pT > 25 GeV.

EM HI(MX) SH TR L1,L2 like EM HI(MX).
L3: one track is found by the GlobalTracker tool
with pT > 12 GeV and one loose calorimeter electron
satisfying transverse shower shape requirements
and ET > 12 GeV.

EM HI(MX) EMFR8 L1,L2 like EM HI(MX).
L3: set the trigger bit true if a |η| < 3 electron
with ET > 40 GeV meeting very loose criteria
(emfraction > 0.8) is found.

Table 6.2: Requirement at Level 1, Level 2 and Level 3 for the v11 single EM trigger
list.
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Version Name Requirements
V12/v13 E1 SHT20(30) L1: Require one calorimeter EM object

with ET > 11 GeV.
and NOT Calorimeter unsuppressed readout.
L3: Requires an electron satisfying tight (loose)
shower shape requirements with ET > 20(30) GeV.

E1 SHT15 TK13 L1: like E1.
L3: Require an electron with ET > 15 GeV satisfying
tight shower shape requirements. Also require
one track with pT > 13 GeV.

E1 T13L15 L1: like E1.
L3: Require an electron with ET > 15 GeV satisfying
loose requirement with a track match. Track must
have pT > 13 GeV.

E4 L1: Require one calorimeter EM tower with
ET > 9 GeV plus one track with pT > 10 GeV
and NOT Calorimeter unsuppressed readout.

E6 L1: One calorimeter EM trigger tower with ET > 6 GeV.
Also, the event must have one isolated CFT track with
pT > 10 GeV. Also, veto on cal unsuppressed trigger.

Table 6.3: Requirement at Level 1, Level 2 and Level 3 for the v12 and v13 single EM
trigger list.
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the value of the likelihood. For this purpose events with at least one calorimeter elec-

tron and one track are used to reconstruct the Z boson mass peak. Although in Monte

Carlo the electron efficiency could be estimated directly by comparing the information

at generator level and the reconstructed objects, for this analysis, data and Monte Carlo

are treated in the same way in order to cancel out the systematic effects of this method.

6.3.1 Calorimeter Electron Reconstruction

The only differences in the requirements on data events compared to Monte Carlo are: a

cut on transverse missing energy MET < 10 GeV and that analyzed runs are not listed

in the Bad Run Database. Common requirements are:

• One or more calorimeter electrons;

• One track satisfying the following criteria, where e indicates the most energetic

electron in the event:

– 25 < pT (trk) < 80 GeV;

– ∆R(e, trk) > 1;

– |ηDET (trk)| < 1.1;

– Opposite sign between trk and e;

– ∆R(e, trk) < 5 cm;

– Dca(trk) < 0.3 cm;

– 40 < M(e, trk) < 200 GeV.

The invariant mass of the calorimeter electron plus track system, M(e, trk), for the

events passing the cuts above-mentioned is shown in Figure 6.2, for both data and Monte

Carlo figures. The resulting distribution is fitted with the sum of two functions: a Gauss

function convoluted with a Breit-Wigner for the signal plus an exponential to simulate

the background. The six parameters for the fit are:



104

• p0: width (scale) of the Breit-Wigner;

• p1: most probable location for the Breit-Wigner mean;

• p2: total area;

• p3: width of the convoluted Gaussian function;

• p4: value of the exponential function at x = 0;

• p5: coefficient of the exponential.

In events where the track is within a ∆R of 0.1 with respect to a second calorimeter

electron the invariant mass of the now dielectron system, M(e, e), is re-calculated and

then fitted again. A signal region is defined for value of the invariant mass between

80 and 100 GeV. The ratio of tracks from Z decays and the amount of these tracks

matched to a calorimeter electron in the signal region is taken as the calorimeter electron

reconstruction efficiency: εe.

In the M(e, trk) distribution for data there are 10,153 events in the signal region,

among these 9,401 are Z → e+e− events and 752 background events. The M(e, e)

distribution has 8,295 events in the signal region, 8,241 Z events and 55 background

events, leading to a value εdata
e = 83.9%.

For Monte Carlo, M(e, trk) has 37,189 signal and 101 background events, while

M(e, e) has 31,649 signal and 17 background entries. The resulting efficiency is εMC
e =

85.1% (Figure 6.2). The scale factor between Monte Carlo and data calorimeter electron

efficiencies is computed to be SFe = 0.986.

6.3.2 Electron ID Efficiency

In order to estimate the total electron finding efficiency in data and Monte Carlo the

efficiencies for a calorimeter electron to pass the Loose and Tight requirements are cal-
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Figure 6.2: M(e, trk) and M(e, e) for EM1TRK data, two top plots, and Monte Carlo,
two bottom plots.
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culated independently. Similar to the previous case the procedure requires a sample of

Z → e+e− events.

In the first sample the dielectron invariant mass is calculated for all calorimeter elec-

tron pairs with at least one electron passing the Loose electron likelihood cut,M(e, Loose),

and for all Loose electron pairs, M(Loose, Loose). After fitting the Z mass peaks with

the same combination of Gauss, Breit-Wigner and exponential functions and integrating

between 80 and 100 GeV, the efficiency εl is given by the formula:

εl = 2
NL

(NL +Ne)
. (6.2)

where NL is the number of Z events with at least one Loose electron and NL the number

of Z events with two Loose electrons.

In data M(e, Loose) has 14,444 events in the signal region, 12538 Z → e+e− events

and 1905 background events. The M(Loose, Loose) distribution has 11211 events in

the signal region, 10871 Z events and 340 background events. In Monte Carlo there

are 38863 M(e, Loose) and 37502 M(Loose, Loose) events in the signal region, with no

background present as shown in Figure 6.3.

The corresponding efficiency value for data, Monte Carlo and the relative data-Monte

Carlo scale factor are: εdata
l = 92.9%, εMC

l = 98.1% and SF l = 0.947. At this point,

we need to compute one more scale factor is then the efficiency for passing from Loose

to Tight electron requirement. With the same criteria as before M(Loose, T ight) and

M(Tight, T ight) are computed in data and Monte Carlo as shown in Figure 6.4. In data

there are 10670 Z candidates and 181 background events populating theM(Loose, T ight)

distribution and 9282 Z candidates and 128 background events in the M(Tight, T ight)

spectrum. In Monte Carlo 38390 Z candidates and 422 background events in the

M(Loose, T ight) distribution while 37060 Z events and 395 background events make

the signal region of M(Tight, T ight). This results in the following values for efficien-
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Figure 6.3: M(e, Loose) and M(Loose, Loose) for EM1TRK data (top plots) and Monte
Carlo (bottom plots).
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cies and background: εdata
t = 93.0%, εMC

t = 98.2% and SF t = 0.947. The final total

data-Monte Carlo scale factor SF = SFe · SFl · SFt = 0.884.

6.3.3 Loose to Tight Fake Rate

The “Loose to Tight” electron fake rate is the rate by which the hadronic jets fake the

Loose electron signature and pass the Tight electron identification criterion. In order to

determine this fake rate in the EM1TRK sample, events with the following criteria are

selected:

• low missing transverse energy (MET < 10 GeV),

• One hadronic jet with η < 2.5 and pT > 20 GeV has to be present;

• One Loose electron back to back with the hadronic jet (∆φ(e, jet) > 2.8);

• No other jets or electrons have to be in the event.

These events are interpreted as dijet events (qq̄ → g → q′q̄′) with one of the jets faking

the electron signature. The fake rate is the ratio of the events with one Tight electron

divided by the total number of events with one jet back to back with a Loose electron.

The fake rate f(pT (e)) as a function of the pT of the electron is shown in Figure 6.5.

6.4 W + 2 jets selection

The search for Technicolor WπT signal involves clearly distinguishing events where a W

boson is produced together with two quarks from multijets events; the latter are also

called “QCD-multijet” events since the Strong Force is responsible for their production.

W + 2 jets events are selected by requesting two calorimeter jets with transverse mo-

mentum pT > 20 GeV, one electron with pT > 20 GeV and transverse missing energy
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MET > 20 GeV. Jets are also requested to be inside a fiducial region of |ηDET | < 2.5

and electron are required to be in the central part of the calorimeter |ηDET (e)| < 1.1.

In addition to the calorimeter transverse missing energy, another quantity related

to the presence of the undetected neutrino is used: the object-based missing transverse

energy or MET obj. MET obj depends only on the momentum of the electron and the jets

in the event and is defined as:

MET obj =
√

(px(j1) + px(j2) + px(e))2 + (py(j1) + py(j2) + py(e))2, (6.3)

where px(y)(j1), px(y)(j2) and px(y)(e) are the x (y) component of the measured momentum

for the first and second leading jet and for the electron.

The need for using this quantity will be clear later when the calibration of PMCS

will be discussed. In this stage of the selection, we ask for events to pass a 20 GeV cut

on object MET and a cut on 30 GeV on the transverse mass of the W boson, MT (W ),

reconstructed using object MET:

MT (W ) =

√
(pT (e) +MET obj)2 − (px(e) +MET obj

x )2 − (py(e)−MET obj
y )2, (6.4)

where,

METx(y) = −px(y)(j1)− px(y)(j2)− px(y)(e). (6.5)

6.4.1 Physics Background

The physics background is listed in Table 6.1, trigger turn-on curves, shown in Figure 6.1,

are applied to each event in the correct proportion: 33% of the EM1TRK was processed

with v11 version of the trigger, 19% with v12 and the rest with v13. Also, to each

simulated event the data to Monte Carlo scale factor due to the difference in electron

finding efficiency, as calculated in Section 6.3, is applied.
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6.4.2 QCD-multijet Background

The QCD-multijet background is due to multi-jet events where one or more jets are badly

reconstructed, giving rise to a substantial amount of missing energy, and another jet fakes

the electron signature. The expected background from QCD-multijet is estimated with

the “matrix method” which consists on two linear equations:

Nloose = Nqcd +NW+jets (6.6)

Ntight = f(pT (e)) ·Nqcd + εtNW+jets (6.7)

where Nloose and Ntight are the number of events with one Loose and one Tight

electron, f(pT (e)) and εt are the “Loose to Tight” fake rate and efficiency as discussed

in Sections 6.3.2 and 6.3.3. The quantity of QCD-multijet contamination in the Tight

sample is given by f(pT (e)) ·Nqcd.

6.4.3 Data Yield and Background Estimate

Table 6.4 shows the data and background yield at this stage of the selection. Distri-

butions of fundamental kinematic quantities after W + 2 jets selection are shown in

Figures 6.6, 6.7 and 6.8.

6.5 W + 2 jets and 1 b-tag selection

As shown in the WπT Feynman diagram in Figure 6.9, Technicolor events are associated

with the production of heavy-flavored jets: charged technipions, π
+(−)
T , are expected to

decay predominantly into bc (bc) quarks, while the neutral technipions decays most of

the times to bb quarks. In order to reduce the presence of events where light-flavored

jets are produced, we only keep those events in which at least one jet is b-tagged with

the TIGHT SVT tagging algorithm.
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Number of events
W + 2 jets

DATA: 4664
Physics Backgrounds:

tt→ `ν bb qq 18.9

tt→ `+ν`−ν bb 25.8
W ∗ → tb→ (eν + τν)bb 6.3
qtb→ q (eν + τν)bb 12.1

W (→ eν) + bb 52.1
Wjj 3901
WZ 2.4
Z(→ e+e−) 39.2

Z(→ e+e−) + bb 1.4
Total Physics Backgrounds 4059
Instrumental Backgrounds:
QCD-multijet 447
Total Background: 4506

Table 6.4: Data Sample and Background Estimates after W + 2 jets selection.

6.5.1 Physics Background

Physics processes contributions to the background, after 1 b-tag selection are listed in

Table 6.5:

• top-quark production: generally events where a top-quark is produced can pass the

W + 2 jets and 1 b-tag selection. In fact, tt̄ events, when both W decay into an

electron and electron neutrino and one of the electrons is not reconstructed, have

a signature similar to Wπ0
T events. The same happens when the W boson decays

into hadrons and more than one jet are not reconstructed. Single top events, in

both production channel (s and t), are more likely to pass the W + 2 jets and 1

b-tag selection but have smaller cross section. In general top-quark events are more

energetic than Technicolor events resulting in an efficient rejection when topological

variable are used, as discussed in Section 6.5.3;

• Events where a W boson is produced together with two or more jets and at least
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one heavy flavored-jet are an irreducible source of background in this analysis.

Among these processes are: W boson produced together with two b-jets (Wbb̄) and

W plus at least one c-jet (Wcc̄, Wc, Wcj,Wccj). Apart from the first process,

which is generated separately, all other contributions are grouped under the name

of W+ HF;

• Another source of physics background are events where a Z boson, produced to-

gether with heavy flavored-jets decays to two electrons and diboson events where

a W boson decays into electron and electron neutrino and a Z boson into cc̄ or bb̄

pairs.

Contributions from these processes are estimated using a flavor dependent tagging

parameterization applied after theW+ 2 jets selection. The only physics process that has

a special treatment is W + heavy flavor production. To determine this contribution we

use the ALPGEN Wjj sample, choosing events with at lest one b or c quark (excluding

events with two b-quarks that are generated separately). The contribution of W boson

plus light jets is derived from data and detailed in the next section.

Monte Carlo b-tagging Scale Factor

Due to the differences in b-tagging efficiency between data and Monte Carlo the SVT

tagging algorithm is not applied directly to simulated events used to estimate the physics

background. Instead, each Monte Carlo event passing the W+2 jets selection is weighted

with respect to the probability of having at least one jet tagged by the SVT. This

probability, w, depends upon the efficiency of tagging each jet in the event and is function

of the jet pT , η and flavor. This efficiency is the data derived parameterization of the b

and c-tagging efficiency and mistag rate as described in Sections 5.3 and 5.4.

To every jet in the event a flavor is associated depending upon the generated partons

within a cone of radius ∆R = 0.5 with respect to the jet axis:
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• A b-jet is associated to at least one b-quark;

• A c-jet is associated to at least one c-quark, and not b-quark;

• A light-jet is not associated to any b or c-quark.

The weight w has the form:

w = 1− (1− εi(pT , η))(1− εj(pT , η)), i, j = b, c, light , (6.8)

where εb(pT , η) is a two dimensional efficiency parameterization (top left plot in Fig-

ure 6.10). This efficiency is made of two components: the efficiency derived in the µ

+ jets data sample, εmj data
b (pT , η), times a Monte Carlo derived scale factor taking into

account the higher efficiency for tagging Muon Jets, εmj MC
b (pT , η), with respect to jets

coming from a fully hadronic parton decay (Hadronic Jets), εhj MC
b (pT , η):

εb(pT , η) = εmj data
b (pT , η)

εhj MC
b (pT , η)

εmj MC
b (pT , η)

. (6.9)

The c-tagging two dimensional parametrization εc(pT , η) is also based on b-tagging ef-

ficiency derived from the µ + jets sample and then scaled to the Monte Carlo derived

ratio of c to b-tagging.

εc(pT , η) = εb(pT , η)
εMC
c (pT , η)

εMC
b (pT , η)

. (6.10)

And finally εlight(pT , η) is derived from negatively tagged jets in the EM1TRK data

sample as discussed in Section 5.4. In general given N the number of simulated events

passing a series of cuts except the b-tagging requirement, the predicted number Ntag of

events with at least one jet b-tagged is:

Ntag =
N∑

i=1

wi, (6.11)
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where w is defined in Equation 6.8.

6.5.2 W+jets mistag background:

The W+jets background originates from events in which a jet from light quark is falsely

identified as a b-jet because of a wrongly reconstructed secondary vertex. This contribu-

tion is directly estimated from the untagged W+jets data sample.

Starting from the untagged W+jets, sample the probability of the event to have at

least one tag is estimated using the weight from Equation 6.8 and considering all jets

to be light-flavored. About 5% of the events passing the W+jets selection is made of

QCD-multijet background. In the process of estimating the W+light-jets from data

the multijet contribution has to be eliminated in order to avoid double counting: once

when it’s estimated with the matrix method in the tagged sample, and the second time

when it’s weighted as part of the W+light-jets estimation. From the final W+light-jets

estimation the matrix method is used again to subtract the QCD-multijet. In summary

the matrix method is used twice, in order to establish the QCD-multijet contamination

in the W + 2 jets and 1 b-tag sample and the second time to remove the contamination to

the W+light-jets derived from data. Both these contribution are part of the instrumental

background in Table 6.5.

6.5.3 W + 2 jets ≥ 1 b-tag: event topology

In order to optimize the technipion signal over background after the b-tagging require-

ment, several topological variables are considered. As the Technicolor particles are ex-

pected to have narrow widths (∼ 1 GeV/c2), in addition to correlations between the two

jets from the technipion decay, these particles are expected to be seen in the distributions

of dijet invariant mass, M(jj) and the invariant mass of the W+dijets, M(Wjj).

In particular, we optimize the following variables:
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Number of events
W + 2 jets ≥ 1 b-tag

DATA: 125
Physics Backgrounds:

tt→ `ν bb qq 13.7

tt→ `+ν`−ν bb 7.6
W ∗ → tb→ (eν + τν)bb 3.3
qtb→ q (eν + τν)bb 4.3

W (→ eν) + bb 22.9
Wjj (+HF) 31.8
WZ 1.1
Z(→ e+e−) 0.5

Z(→ e+e−) + bb 0.5
Total Physics Backgrounds 85.7
Instrumental Backgrounds:
QCD-multijet 16.5
W + jets mistag 11.5
Total Background: 113.7

Table 6.5: Data Sample and Background Estimates after W + 2 jets ≥ 1 b-tag selection.

• ∆φ(jj) is the difference in φ between the two jets present in the event, i.e. the

dijet system;

• ∆φ(e,MET ) the φ difference in between the electron and the missing transverse

momentum;

• pT (jj) is the transverse momentum for the same dijet system;

• He
T is the scalar sum of pT of the electron and the two jets in the event;

• M(jj) is the invariant mass of the dijet system. The M(jj) distribution corre-

sponds to the reconstructed πT invariant mass;

• M(Wjj) is the invariant mass of the dijet system combined with the W (recon-

structed from the electron and missing pT in the event). This is equivalent to recon-

structing the mass of the technirho resonance (ρT ). While computing M(Wjj), we

reconstruct the W boson four vectors from the electron and the missing pT using
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the W mass constraint to solve for the pz of the neutrino. Out of the two possible

solutions for the neutrino pz, we take the smaller value, and if in case of a complex

solution, we take the real part of the solution.

Figures 6.11, 6.12, 6.13, 6.14 and 6.15 show distributions for electron, MET and jet

quantities together with topological variables like ∆φ, pT (jj), M(jj), and M(Wjj) for

events with 2 jets and at least one tagged jet. The event counts are listed in Table 6.5.
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Figure 6.4: M(Loose, T ight) and M(Tight, T ight) for EM1TRK data (top plots) and
Monte Carlo (bottom plots).
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Figure 6.5: Electron fake rate versus pT estimated in EM1TRK data. The function used
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Figure 6.6: Distributions for electron pT (left) and object missing energy (right), after
W + 2 jets selection.
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missing energy is used in order to compute MT (W ).
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Figure 6.8: Distributions for first and second leading jet pT (top row), and detector η
(bottom row) after W + 2 jets selection.
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Figure 6.9: Feynman Diagram for the technipion production and decay.
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Figure 6.11: Distributions for electron pT , object missing energy (top row), W boson
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T (bottom row) after W + 2 jets ≥ 1b - tag selection. The
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Figure 6.12: Distributions for first and second leading jet pT (top row), and detector η
(bottom row) after W +2 jets ≥ 1b-tag selection. The yellow histogram represents WπT

for M(ρT ) = 200 GeV, M(πT ) = 105 GeV and MV = 100 GeV.
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Figure 6.13: Distributions for pT and ∆φ of the dijet system (top row), dijet and W plus
dijet invariant mass (bottom row) after W + 2 jets ≥ 1b-tag selection. The yellow his-
togram represents WπT for M(ρT ) = 200 GeV, M(πT ) = 105 GeV and MV = 100 GeV.
Object missing energy is used in order to compute M(Wjj).



126

(e,MET)φ ∆
0 1 2 3

 E
ve

n
ts

 / 
0.

12
5

0

5

10

15

20

(e,MET)φ ∆
0 1 2 3

 E
ve

n
ts

 / 
0.

12
5

0

5

10

15

20
DATA 125

ALPGEN W+HF 31.7

QCD 16.4

 22.8bALPGEN Wb

 21.3tt

 W + light quark 11.5

 e e) 1→Z ( 

single top 7.5

WZ 1.1

 (200,105) 12.1
T

π W → 
T

ρ 

Tot Background  113.6

 1 b-tag≥  W + 2 jets  

Figure 6.14: Distributions for ∆φ between the electron and the object missing trans-
verse momentum direction, after W + 2 jets ≥ 1b-tag selection. The yellow histogram
represents WπT for M(ρT ) = 200 GeV, M(πT ) = 105 GeV and MV = 100 GeV.



127

M(Wjj) (GeV)

50 100 150 200 250 300 350 400 450 500

M
(j

j)
 (

G
eV

)

0

50

100

150

200

250

300

350

400

0

2

4

6

8

10

12

14

16

18

Figure 6.15: Distributions for M(jj) versus M(Wjj). The colored 2D histogram repre-
sents the expected SM background, white squares represent data after W +2 jets ≥ 1b -
tag selection.



Chapter 7

Calibration of Parametrized Monte

Carlo

As discussed in Section 4.7, PMCS does not directly simulate the interaction between

the detector material and the particles produced in the pp̄ collision; PMCS simulation

consists on applying pre-determined parameterized detector acceptances and resolution

curves to the particles generated by PYTHIA or other Monte Carlo generators. By doing

so, PMCS allows a much faster event simulation when compared to the full detector

simulation (DØGeant). The goal of this section is to show how the calibration for

WπT events is determined from DØGeant, and the level of agreement reached between

DØGeant and PMCS at the end of this procedure.

For the purpose of calibrating and comparing the two simulations, three samples,

with different mass values of charged and neutral ρT and πT , have been processed with

DØGeant and PMCS. Looking at exactly same set of events ensures that eventual dif-

ferences are due to differences in simulation responses.

Mass values for ρT and πT used for this study are shown in Table 7.1.
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M(ρT ) (GeV) M(πT ) (GeV)
210 110
190 100
200 105

Table 7.1: Mass points generated with full detector simulation and used for PMCS
calibration.

7.1 Electron Calibration

For all mass points, events with one reconstructed central electron and two jets are se-

lected in the DØGeant sample, as discussed in Section 6.4. The reconstruction efficiency

is derived by looking at how many generated electrons are matched to a reconstructed

EM cluster within a ∆R cone of 0.1. Because of the boundaries of the calorimeter cells,

reconstruction inefficiencies can be geometrically localized in the azimuthal φ direction.

For convenience a local variable, φloc is introduced:

φloc = MOD(φ, π/16)− π/32. (7.1)

Figure 7.1 shows the efficiency of the electron reconstruction as a function of φloc, notice

the loss in efficiency in the proximity of the detector cell boundaries at 1 < |φloc| < 0.8.

Therefore the efficiency for reconstructing central electron is chosen to be parameterized

as function of the “local φ” and then applied back to generated electrons in PMCS.

7.1.1 Electron Resolution

Tight electrons are used in order to estimate the resolution and offset of the energy

measurement. Electrons are binned according to their generated energy, for each bin the

resolution defined as the difference between the generated and the reconstructed energy

is fitted with a Gaussian function as shown in Figure 7.2.

For all energy bins σ/EGEN is computed, where σ is the width of the fitted Gaussian
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Figure 7.1: Efficiency versus φloc for the mass point (200,105). Right plot: black solid
histograms represents φloc for the generated electrons, overlaid with the φloc distributions
for the generated electrons matched to a reconstructed EM cluster (black circles). In the
same plot the red dots represent the generated electrons matched to a Tight electron.
Left plot: Efficiency for a generated electron to pass several quality cuts as function of
φloc.
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Figure 7.2: Energy resolution for DØGeant electrons in different energy bins.

and EGEN is the mean of the electron generated energy for each energy interval; the

result is plotted in Figure 7.3. σ/EGEN is then fitted with a resolution function Res(e)

defined as:

Res(e) =

√
C2 +

S2

EGEN

+
N2

E2
GEN

. (7.2)

N is called “noise” term, S is the “sampling” term, and C the “constant term”.

The pT distributions for event with one electron in fast Monte Carlo and PMCS, after

the φloc-dependent efficiency and smearing are applied to PMCS, are shown in Figure 7.4.

The agreement in acceptance are shown in Table 7.2.

7.2 Jet Calibration

In DØGeant the jet reconstruction algorithm input consists of the simulation of the in-

teraction between the generated particles and the calorimeter material. This involves
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events.
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Figure 7.4: Selected events with one reconstructed electron, distributions of the electron
transverse momentum for DØGeant (black histogram) and PMCS (red dots).
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(M(ρT ),M(πT )) (GeV)
electron

DØGeant PMCS r
(210,110) neutral 0.373 0.373 1.00
(210,110) charged 0.380 0.380 1.00
(190,100) neutral 0.336 0.339 0.99
(190,100) charged 0.374 0.373 1.00
(200,105) neutral 0.444 0.442 1.00
(200,105) charged 0.438 0.442 0.99

Table 7.2: Acceptance for all tuning mass points after requesting one central electron to
be present in the event in both PMCS and DØGeant; r is the ratio of the acceptances
in DØGeant and PMCS.

the simulation of particle energy deposition in the calorimeter and indirectly leads to re-

producing both the detector geometric acceptance and the calorimeter energy resolution.

PMCS starts with only information about hadrons originated during the fragmentation

of the quarks produced in the pp̄ interaction. From these hadrons “particle jets” are

formed. The same jet finding algorithm is used as for calorimeter jets. PMCS catego-

rizes jets in five different regions depending on their ηDET . For each category it smears

the particle jet energy with a resolution function with different sampling, noise and con-

stant terms [78] (Table 7.3). It also has the capability of adjusting the slope and offset

for the reconstructed energy scale, which are set to 1 and 0 in the PMCS version used

for this analysis.

η ≤ 0.5 0.5 ≤ η ≤ 1.0 1.0 ≤ η ≤ 1.5 1.5 ≤ η ≤ 2.0 η ≥ 2.0
noise 3.0 2.6 0. 4.9 4.5
sampling 0.942 1.1 1.2 0.001 0.001
constant 0.057 0.059 0.085 0.091 0.045
offset 0. 0. 0. 0. 0.
slope 1. 1. 1. 1. 1.

Table 7.3: Resolution parameters for the PMCS jet categories.

The agreement between the acceptances in PMCS and DØGeant after requesting

one electron and 2 jets with pT > 20 GeV and |ηDET | < 2.5 is shown in Table 7.4, pT

distributions for the two jets are shown in Figures 7.5 and 7.6.
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(M(ρT ),M(πT )) (GeV)
electron and 2 jets

DØGeant PMCS r
(210,110) neutral 0.190 0.188 1.01
(210,110) charged 0.205 0.203 1.01
(190,100) neutral 0.162 0.162 1.00
(190,100) charged 0.188 0.188 1.00
(200,105) neutral 0.225 0.221 1.02
(200,105) charged 0.225 0.194 0.97

Table 7.4: Acceptance for all tuning mass points after requesting one central electron
and two jets to be present in the event in both PMCS and DØGeant; r is the ratio of
the acceptances in DØGeant and PMCS.

The flavor content of the first and second leading jet is the same, as shown in Fig-

ure 7.7. This is an important check in order to ensure the same performances in the two

simulation when the data-derived b-tagging efficiencies are applied.

7.3 Object Missing Energy

In general the unbalance of the momentum in the event is the signature for neutrino

production. The missing transverse energy is a quantity that can be detected with

the DØ detector. In order to compute it RECO not only makes use of the sum of the

momentum of electrons and jets in the event but also uses unclustered calorimeter energy.

This is fully simulated in DØGeant but not in PMCS where there is no simulation for

the energy deposition. For this reason METobj as defined in Equations 6.3 and 6.5 is

introduced: METobj makes use of the agreement reached between PMCS and (DØGeant)

to reproduce electron ad jet momentum distributions and propagate this agreement to

the missing energy. METobj distribution for events with two jets and one electron in

both simulations is shown in Figure 7.8. The agreement after cutting on:

1. METobj > 20 GeV;

2. W transverse mass calculated with METobj, MT (W ) > 30 GeV;
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Figure 7.5: Selected events with one reconstructed electron and two jets, distributions
of the transverse momentum for the leading jet DØGeant (black histogram) and PMCS
(red dots).
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Figure 7.6: Selected events with one reconstructed electron and two jets, distributions
of the transverse momentum for the second leading jet DØGeant (black histogram) and
PMCS (red dots).
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Figure 7.7: Flavour content for jet in events with two jets and one electron for the mass
point (200,105) in both charged (left) and neutral state (right). In the upper (lower)
plots the first and second leading jet for DØGeant (PMCS) are the solid histogram, red
is the b-content, yellow the c-content and grey the light-content. Black dots represent
PMCS (DØGeant).



139

3. at least one jet b-tagged.

is shown in Tables 7.5, 7.6 and 7.7.

7.4 WπT Search Optimization

In order to enhance the sensitivity for Technicolor signal over the background several cuts

on kinematic quantities are performed. To identify the region of maximum sensitivity for

each quantity, the ratio of the signal, S, and the square root of the background S/
√
B(t)

is plotted as a function of the cut value t. The value tmax where S/
√
B(t) reaches a

maximum indicates where the cut is applied. All kinematic quantities have distributions

which are heavily dependent on the mass of the generated technihadrons. Therefore, for

all quantities tmax has a different value for different generated masses. In this section the

optimization for the six mass points is performed with both PMCS and DØGeant.

After cutting on missing energy and requesting one b-tagged jet, distributions for

He
T , ∆φ(jj), ∆φ(e,MET ), pT (jj) and M(jj) together with M(Wjj) are shown in Fig-

ures 7.9, 7.10, 7.11, 7.12, 7.13, 7.14 and 7.15. For all these quantities a sensitivity region

is estimated using S/
√
B(t). A window cut is performed on the He

T variable, S/
√
B(t)

as function of a lower and upper cut is plotted in Figures 7.9 and 7.10. The signal dis-

tributions is also superimposed in the same figures. The background distribution used

for optimization is plotted in Figure 6.11. The lower cuts on ∆φ(jj) and ∆φ(e,MET )

are shown in Figures 7.11 and 7.12, the upper cut on pT (jj) in Figure 7.13. Finally

the window cuts on M(jj) and M(Wjj) are shown in Figures 7.16, 7.17, 7.18 and 7.19

respectively.

7.4.1 Systematic Uncertainties

In order to estimate the systematic difference between PMCS and DØGeant a series of

optimized cuts are applied separately to both simulated events. The agreement after
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Figure 7.8: Selected events with one reconstructed electron and two jets, distributions of
object missing transverse energy in DØGeant (black histogram) and PMCS (red dots).
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each cut is shown in Table 7.8.

In the baseline present in Section 6.4, a cut on the calorimeter MET of 20 GeV

is applied. While this quantity is available in full detector simulated events it is not

available in PMCS. The effect of cutting on this quantity at the end of all other cuts

is shown in Table 7.9. The average ratio between PMCS and DØGeant acceptances

is 0.905. After folding this ratio in PMCS acceptances the average difference between

PMCS and DØGeant is 5.4%, which is taken as the systematic uncertainty introduced

by using fast simulated Monte Carlo instead of the full simulation.
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Figure 7.9: He
T distributions for events passing the cuts listed in Table 7.7, for DØGeant

(solid black histogram), and PMCS (red dots) in arbitrary units. The same distributions
are used together with the background in Figure 6.11 to calculate the upper cut on
He

T maximizing S/
√
B for (shown in the superimposed curve for both simulations).

Optimized cut values are shown in the legend.
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Figure 7.10: He
T distributions for events passing the cuts listed in Table 7.7, for DØGeant

(solid black histogram), and PMCS (red dots) in arbitrary units. The same distributions
are used together with the background in Figure 6.11 to calculate the lower cut on
He

T maximizing S/
√
B for (shown in the superimposed curve for both simulations).

Optimized cut values are shown in the legend.
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Figure 7.11: ∆φ(jj) distributions for events passing the cuts listed in Table 7.7, for
DØGeant (solid black histogram), and PMCS (red dots) in arbitrary units. The same
distributions are used together with the background in Figure 6.13 to calculate the
lower cut on ∆φ(jj) maximizing S/

√
B for (shown in the superimposed curve for both

simulations). Optimized cut values are shown in the legend.
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Figure 7.12: ∆φ(e,MET ) distributions for events passing the cuts listed in Table 7.7,
for DØGeant (solid black histogram), and PMCS (red dots) in arbitrary units. The same
distributions are used together with the background in Figure 6.14 to calculate the lower
cut on ∆φ(e,MET ) maximizing S/

√
B for (shown in the superimposed curve for both

simulations). Optimized cut values are shown in the legend.
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Figure 7.13: pT (jj) distributions for events passing the cuts listed in Table 7.7, for
DØGeant (solid black histogram), and PMCS (red dots) in arbitrary units. The same
distributions are used together with the background in Figure 6.13 to calculate the
upper cut on pT (jj) maximizing S/

√
B for (shown in the superimposed curve for both

simulations). Optimized cut values are shown in the legend.
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Figure 7.14: M(jj) distributions for events passing the cuts listed in Table 7.7, for
DØGeant (solid black histogram), and PMCS (red dots) in arbitrary units. The πT

resonance is fitted with a Gaussian in both simulations.
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Figure 7.15: M(Wjj) distributions for events passing the cuts listed in Table 7.7, for
DØGeant (solid black histogram), and PMCS (red dots) in arbitrary units. The ρT

resonance is fitted with a Gaussian in both simulations.
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Figure 7.16: M(jj) distributions for events passing the cuts listed in Table 7.7, for
DØGeant (solid black histogram), and PMCS (red dots) in arbitrary units. The same
distributions are used together with the background in Figure 6.13 to calculate the
lower cut on M(jj) maximizing S/

√
B for (shown in the superimposed curve for both

simulations). Optimized cut values are shown in the legend.



150

M(jj) (GeV)
0 100 200 300 400

N
u

m
b

er
 o

f 
E

ve
n

ts

0

100

200

300

σ d0geant 1.6 

σ pmcs 1.8 

(210,110) neutral

M(jj) (GeV)
0 100 200 300 400

N
u

m
b

er
 o

f 
E

ve
n

ts

0

100

200 σ d0geant 1.4 

σ pmcs 1.7 

(210,110) charged

M(jj) (GeV)
0 100 200 300 400

N
u

m
b

er
 o

f 
E

ve
n

ts

0

100

200

300

σ d0geant 1.8 

σ pmcs 2.2 

(190,100) neutral

M(jj) (GeV)
0 100 200 300 400

N
u

m
b

er
 o

f 
E

ve
n

ts

0

100

200

σ d0geant 1.7 

σ pmcs 2 

(190,100) charged

M(jj) (GeV)
0 100 200 300 400

N
u

m
b

er
 o

f 
E

ve
n

ts

0

200

400

σ d0geant 1.5 

σ pmcs 1.8 

(200,105) neutral

M(jj) (GeV)
0 100 200 300 400

N
u

m
b

er
 o

f 
E

ve
n

ts

0

100

200

σ d0geant 1.8 

σ pmcs 2.2 

(200,105) charged

Figure 7.17: M(jj) distributions for events passing the cuts listed in Table 7.7, for
DØGeant (solid black histogram), and PMCS (red dots) in arbitrary units. The same
distributions are used together with the background in Figure 6.13 to calculate the
upper cut on M(jj) maximizing S/

√
B for (shown in the superimposed curve for both

simulations). Optimized cut values are shown in the legend.
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Figure 7.18: M(Wjj) distributions for events passing the cuts listed in Table 7.7, for
DØGeant (solid black histogram), and PMCS (red dots) in arbitrary units. The same
distributions are used together with the background in Figure 6.13 to calculate the
lower cut on M(Wjj) maximizing S/

√
B for (shown in the superimposed curve for both

simulations). Optimized cut values are shown in the legend.
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Figure 7.19: M(Wjj) distributions for events passing the cuts listed in Table 7.7, for
DØGeant (solid black histogram), and PMCS (red dots) in arbitrary units. The same
distributions are used together with the background in Figure 6.13 to calculate the
upper cut on M(Wjj) maximizing S/

√
B for (shown in the superimposed curve for both

simulations). Optimized cut values are shown in the legend.
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electron and 2 jets
(M(ρT ),M(πT )) (GeV) METobj > 20 GEV

DØGeant PMCS r
(210,110) neutral 0.159 0.157 1.01
(210,110) charged 0.171 0.170 1.00
(190,100) neutral 0.138 0.139 0.99
(190,100) charged 0.160 0.159 1.00
(200,105) neutral 0.190 0.185 1.03
(200,105) charged 0.191 0.197 0.97

Table 7.5: Acceptance for all tuning mass points after requesting one central electron, two
jets, METobj > 20 GeV in both PMCS and DØGeant; r is the ratio of the acceptances
in DØGeant and PMCS.

(M(ρT ),M(πT )) (GeV)

electron, 2 jets,
METobj > 20 GeV
MT (W ) > 30 GeV

DØGeant PMCS r
(210,110) neutral 0.155 0.150 1.03
(210,110) charged 0.164 0.162 1.02
(190,100) neutral 0.135 0.135 0.99
(190,100) charged 0.157 0.152 1.03
(200,105) neutral 0.186 0.178 1.04
(200,105) charged 0.186 0.189 0.99

Table 7.6: Acceptance for all tuning mass points after requesting one central electron,two
jets, METobj > 20 GeV, MT (W ) > 30 GeV, in both PMCS and DØGeant; r is the ratio
of the acceptances in DØGeant and PMCS.
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electron, 2 jets,
METobj > 20 GeV

(M(ρT ),M(πT )) (GeV) MT (W ) > 30 GeV
≥ 1b-tag

DØGeant PMCS r
(210,110) neutral 0.077 0.071 1.04
(210,110) charged 0.054 0.053 1.02
(190,100) neutral 0.062 0.062 1.00
(190,100) charged 0.051 0.049 1.03
(200,105) neutral 0.087 0.083 1.05
(200,105) charged 0.061 0.061 1.00

Table 7.7: Acceptance for all tuning mass points after requesting one central electron,two
jets, METobj > 20 GeV, MT (W ) > 30 GeV and at least one b-tagged jet in both PMCS
and DØGeant; r is the ratio of the acceptances in DØGeant and PMCS.
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Cuts
(M(ρT ),M(πT )) (GeV)

(210,110) (190,100) (200,105)
neutral charged neutral charged neutral charged

He
T

G 0.066 0.047 0.059 0.044 0.080 0.053
P 0.062 0.048 0.056 0.046 0.074 0.53
r 1.07 0.98 1.07 0.096 1.08 0.99

∆φ(jj)
G 0.060 0.044 0.053 0.040 0.069 0.045
P 0.055 0.045 0.048 0.040 0.066 0.048
r 1.10 0.98 1.10 0.99 1.03 0.94

pT (jj)
G 0.054 0.039 0.044 0.033 0.060 0.040
P 0.050 0.039 0.041 0.036 0.057 0.043
r 1.07 1.00 1.08 0.95 1.05 0.93

∆φ(e,MET )
G 0.054 0.039 0.044 0.033 0.060 0.040
P 0.050 0.039 0.041 0.036 0.057 0.043
r 1.07 1.00 1.08 0.95 1.05 0.93

Mass G 0.043 0.030 0.037 0.028 0.048 0.034
Window P 0.042 0.032 0.036 0.029 0.045 0.037

r 1.01 0.96 1.06 0.97 1.07 0.91

Table 7.8: Acceptance for all tuning mass points after subsequent cuts on He
T , ∆φ(jj),

∆φ(e,MET ), pT (jj) and M(jj) together with M(Wjj) (mass window cut) in both
PMCS (P) and DØGeant (G); r is the ratio of the acceptances in DØGeant and PMCS.

Cuts
(M(ρT ),M(πT )) (GeV)

(210,110) (190,100) (200,105)
neutral charged neutral charged neutral charged

MET > 20 GeV
G 0.038 0.027 0.034 0.025 0.044 0.030
P 0.042 0.032 0.036 0.029 0.045 0.037
r 0.91 0.85 0.98 0.89 0.97 0.82

scaled G 0.038 0.027 0.034 0.025 0.044 0.030
PMCS P 0.029 0.029 0.032 0.026 0.041 0.033

r 1.01 0.94 1.08 0.98 1.07 0.91

Table 7.9: Acceptance after optimization in PMCS (P) and DØGeant (G). The first row
shows the effect of cutting on the calorimeter missing energy in DØGeant. A scale factor
of 0.905 is applied to PMCS to correct for this cut. The agreement between PMCS
and DØGeant after this scale factor is applied, is shown in the last row. The average
difference between the two simulations is 5.4%.



Chapter 8

Final Event Selection and Upper

Limits on WπT Production Cross

Section

8.1 Acceptance for Technicolor signal mass grid

A mass grid of Technicolor signal events has been generated with PMCS. For each mass

point, 100,000 events are generated for both charged and neutral states. The ρT mass

value for generated Technicolor processes start at 190 GeV up to a maximum of 220 GeV.

The πT mass values start from the kinematic threshold for WπT production (M(W ) +

M(πT )) up to twice the πT mass, when the decay channel ρ
±(0)
T → π

±,(0,±)
T π

0,(0,∓)
T becomes

accessible with the consequence of reducing ρ
±(0)
T → WπT branching ratio. Each PMCS

set is generated according to the procedures discussed in Sections 7.1.1 and 7.2. The

acceptances for each generated mass point, after baseline cuts as defined in Section 7.3,

is shown in Figure 8.1.

For each mass point, distributions for the kinematic quantities after baseline cuts are

used together with the background in order to optimize S/
√
B-based cuts as discussed
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Figure 8.1: Acceptance after baseline cuts for the 190 ≤ M(ρT ) ≤ 220 GeV mass
grid region produced with PMCS. Red squares (grey circles) indicate the acceptance for

Wπ
±(0)
T .
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in Section 7.4. The optimized window cut for He
T as function of ρT and πT masses is

shown in Figure 8.2, the upper cut on pT (jj) in Figure 8.3, the two cuts on the angular

difference between the two jets and between the electron and the reconstructed neutrino

direction are shown in Figures 8.4 and 8.5 respectively. Lastly, the mass window cut for

the technirho and technipion resonances, M(Wjj) and M(jj), as function of the fitted

mass peak width are shown in Figures 8.6 and 8.7. For each mass point, a single valued

cut, tcut, for each topological quantity is defined as:

tcut =
ωntn + ωctc
ωn + ωc

, (8.1)

where tn(c) is the value for the cut on any variable obtained using the charged (neutral)

Technicolor state, and the weight ω is the cross section times branching ratio for that

particular process. All topological variable cuts are listed in Tables 8.1, 8.2, 8.3, 8.4, 8.5

and 8.6.

For one particular mass point, M(ρT ) = 210 GeV and M(πT ) = 110 GeV, the cut

flow is shown extensively. After baseline cuts the distribution for He
T for signal, SM

prediction and data is shown in Figure 8.8. After cutting on the optimized window

cut on the He
T variable, the distribution for ∆φ(e,MET ) is shown in Figure 8.9, and

after additional cuts on ∆φ(e,MET ) and ∆φ(jj) the pT (jj) distribution is shown in

Figure 8.10. Distributions for M(Wjj) and M(jj) for WπT signal, background and

data after all cuts except the mass windows cut are shown in Figures 8.11, 8.12 and 8.13.

After all cuts the acceptance for the mass grid is shown in Figure 8.14 (for the high

mass points), and listed in Tables 8.7 , 8.8 and 8.9.
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M(ρT ) M(πT )
Topological Cuts

He
T ∆φ(jj) ∆φ(e,MET ) pT (jj)

(GeV) (GeV)
Lower Upper
(GeV) (GeV) rad rad (GeV)

155
70 56 123 1.7 2.4 29
75 60 123 1.8 2.4 37

160
75 53 123 2.1 2.4 29
80 53 123 1.9 2.4 37

165
75 53 134 1.9 2.2 37
80 67 127 2.2 2.4 27
85 60 134 2 2.3 37

170
80 65 137 1.9 2.2 37
85 67 137 2.2 2.4 32
90 74 137 2.1 2.2 37

175

80 66 141 1.7 1.9 47
85 65 137 2 2.2 37
90 74 137 2.2 2.4 29
95 64 144 2.2 2.3 37

180

85 74 144 1.8 1.9 47
90 74 144 2.1 2.2 37
95 74 144 2.2 2.4 32
100 74 148 2.2 2.3 37

185

85 74 151 1.6 1.7 52
90 78 151 1.9 1.9 47
95 74 151 2.2 2.2 39
100 77 147 2.2 2.4 32
105 74 158 2.2 2.2 40

Table 8.1: Values of optimized cuts using S/
√
B for topological variable as function of

M(πT ) and M(ρT ).
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M(ρT ) M(πT )
Topological Cuts

He
T ∆φ(jj) ∆φ(e,MET ) pT (jj)

(GeV) (GeV)
Lower Upper
(GeV) (GeV) rad rad (GeV)

190

90 82 155 1.7 1.7 52
95 78 151 1.9 1.9 47
100 81 155 2.2 2.2 42
105 78 151 2.4 2.3 37

195

90 83 165 1.6 1.5 62
95 85 165 1.8 1.7 57
100 89 162 2 1.9 47
105 81 165 2.2 2.2 42
110 84 165 2.4 2.3 37

200

95 92 172 1.6 1.6 62
100 92 169 1.8 1.7 57
105 92 165 2 1.9 47
110 92 169 2.2 2.1 42
115 88 172 2.4 2.3 37

205

95 95 172 1.5 1.5 72
100 95 172 1.7 1.6 62
105 95 172 1.8 1.7 57
110 95 172 2.1 1.9 50
115 95 172 2.2 2.1 42
120 92 172 2.5 2.3 37

Table 8.2: Values of optimized cuts using S/
√
B for topological variable as function of

M(πT ) and M(ρT ).
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M(ρT ) M(πT )
Topological Cuts

He
T ∆φ(jj) ∆φ(e,MET ) pT (jj)

(GeV) (GeV)
Lower Upper
(GeV) (GeV) rad rad (GeV)

210

100 95 179 1.5 1.5 72
105 95 176 1.7 1.6 65
110 95 176 1.9 1.6 57
115 95 179 2.2 1.9 50
120 95 176 2.2 2.1 42
125 95 179 2.4 2.3 37

215

100 100 179 1.3 1.1 77
105 99 179 1.5 1.5 72
110 99 179 1.8 1.5 70
115 99 179 1.9 1.7 60
120 99 179 2.2 1.9 52
125 99 179 2.2 2 45
130 95 187 2.5 2.3 37

220

105 102 193 1.5 1.1 77
110 102 187 1.6 1.2 72
115 102 191 1.8 1.5 70
120 102 187 1.9 1.7 62
125 99 187 2.2 1.9 52
130 99 190 2.2 2 47
135 99 204 2.5 2.2 37

Table 8.3: Values of optimized cuts using S/
√
B for topological variable as function of

M(πT ) and M(ρT ).
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M(ρT ) M(πT )
Mass Window Cut

M(πT ) (Wjj)

(GeV) (GeV)
Lower Upper Lower Upper
(GeV) (GeV) (GeV) (GeV)

155
70 47 84 125 175
75 51 92 113 185

160
75 51 92 105 189
80 55 92 113 199

165
75 51 92 125 205
80 55 92 125 195
85 55 104 105 210

170
80 55 92 125 205
85 55 103 125 195
90 59 112 113 215

175

80 51 92 131 215
85 59 100 125 210
90 63 116 105 209
95 63 116 125 220

180

85 55 104 136 225
90 59 111 135 215
95 63 116 129 219
100 67 124 120 225

185

85 60 108 141 225
90 59 112 140 225
95 63 116 134 225
100 66 119 139 225
105 71 128 145 230

Table 8.4: Values of optimized cuts using S/
√
B for M(πT ), M(ρT ) mass window as

function of M(πT ) and M(ρT ).
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M(ρT ) M(πT )
Mass Window Cut

M(πT ) (Wjj)

(GeV) (GeV)
Lower Upper Lower Upper
(GeV) (GeV) (GeV) (GeV)

190

90 66 108 145 230
95 70 116 145 230
100 74 124 145 230
105 78 128 145 225

195

90 56 112 145 235
95 60 116 150 235
100 64 124 150 235
105 68 132 145 235
110 71 132 145 235

200

95 60 116 155 241
100 64 120 150 235
105 68 128 150 235
110 72 132 150 235
115 76 144 150 235

205

95 60 116 161 255
100 64 120 160 250
105 68 124 160 245
110 72 132 160 250
115 76 140 160 245
120 80 148 160 250

Table 8.5: Values of optimized cuts using S/
√
B for M(πT ), M(ρT ) mass window as

function of M(πT ) and M(ρT ).



164

M(ρT ) M(πT )
Mass Window Cut

M(πT ) (Wjj)

(GeV) (GeV)
Lower Upper Lower Upper
(GeV) (GeV) (GeV) (GeV)

210

100 64 120 165 255
105 64 124 165 255
110 72 132 165 255
115 76 140 165 255
120 80 148 160 255
125 80 160 165 255

215

100 65 116 171 265
105 68 128 165 265
110 72 132 170 265
115 76 136 170 260
120 80 148 170 265
125 80 156 170 260
130 84 168 170 265

220

105 78 124 171 271
110 82 132 175 265
115 86 140 170 265
120 90 144 175 265
125 84 152 175 265
130 94 164 175 270
135 98 180 175 270

Table 8.6: Values of optimized cuts using S/
√
B for M(πT ), M(ρT ) mass window as

function of M(πT ) and M(ρT ).



165

±
T

π  

0
T

π  

) (GeV)
T

πM(

85 90 95 100 105 110

 W
in

d
o

w
 C

u
t 

(G
eV

)
e T

H

80

100

120

140

160

180

200

220

240

260 ) = 190 GeV
T

ρM(

) (GeV)
T

πM(

85 90 95 100 105 110 115

 W
in

d
o

w
 C

u
t 

(G
eV

)
e T

H
80

100

120

140

160

180

200

220

240

260 ) = 195 GeV
T

ρM(

) (GeV)
T

πM(

90 95 100 105 110 115 120

 W
in

d
o

w
 C

u
t 

(G
eV

)
e T

H

80

100

120

140

160

180

200

220

240

260 ) = 200 GeV
T

ρM(

) (GeV)
T

πM(

90 95 100 105 110 115 120 125

 W
in

d
o

w
 C

u
t 

(G
eV

)
e T

H

80

100

120

140

160

180

200

220

240

260 ) = 205 GeV
T

ρM(

) (GeV)
T

πM(

95 100 105 110 115 120 125 130

 W
in

d
o

w
 C

u
t 

(G
eV

)
e T

H

80

100

120

140

160

180

200

220

240

260 ) = 210 GeV
T

ρM(

) (GeV)
T

πM(

95 100 105 110 115 120 125 130 135

 W
in

d
o

w
 C

u
t 

(G
eV

)
e T

H

80

100

120

140

160

180

200

220

240

260 ) = 215 GeV
T

ρM(

) (GeV)
T

πM(

100 105 110 115 120 125 130 135 140

 W
in

d
o

w
 C

u
t 

(G
eV

)
e T

H

80

100

120

140

160

180

200

220

240

260 ) = 220 GeV
T

ρM(

Figure 8.2: Cut values for the He
T window for the 190 ≤ M(ρT ) ≤ 220 GeV mass grid

region produced with PMCS. Red squares (grey circles) indicate the cut optimized using

Wπ
±(0)
T .



166

±
T

π  

0
T

π  

) (GeV)
T

πM(

85 90 95 100 105 110

(j
j)

 (
G

eV
)

T
U

p
p

er
 C

u
t 

p

10

20

30

40

50

60

70

80

90

100) = 190 GeV
T

ρM(

) (GeV)
T

πM(

85 90 95 100 105 110 115

(j
j)

 (
G

eV
)

T
U

p
p

er
 C

u
t 

p
10

20

30

40

50

60

70

80

90

100 ) = 195 GeV
T

ρM(

) (GeV)
T

πM(

90 95 100 105 110 115 120

(j
j)

 (
G

eV
)

T
U

p
p

er
 C

u
t 

p

10

20

30

40

50

60

70

80

90

100 ) = 200 GeV
T

ρM(

) (GeV)
T

πM(

90 95 100 105 110 115 120 125

(j
j)

 (
G

eV
)

T
U

p
p

er
 C

u
t 

p

10

20

30

40

50

60

70

80

90

100 ) = 205 GeV
T

ρM(

) (GeV)
T

πM(

95 100 105 110 115 120 125 130

(j
j)

 (
G

eV
)

T
U

p
p

er
 C

u
t 

p

10

20

30

40

50

60

70

80

90

100 ) = 210 GeV
T

ρM(

) (GeV)
T

πM(

95 100 105 110 115 120 125 130 135

(j
j)

 (
G

eV
)

T
U

p
p

er
 C

u
t 

p

10

20

30

40

50

60

70

80

90

100 ) = 215 GeV
T

ρM(

) (GeV)
T

πM(

100 105 110 115 120 125 130 135 140

(j
j)

 (
G

eV
)

T
U

p
p

er
 C

u
t 

p

10

20

30

40

50

60

70

80

90

100 ) = 220 GeV
T

ρM(

Figure 8.3: Cut values for pT (jj) for the 190 ≤M(ρT ) ≤ 220 GeV mass grid region pro-

duced with PMCS. Red squares (grey circles) indicate the cut optimized using Wπ
±(0)
T .
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Figure 8.4: Cut values for ∆φ(jj) for the 190 ≤M(ρT ) ≤ 220 GeV mass grid region pro-

duced with PMCS. Red squares (grey circles) indicate the cut optimized using Wπ
±(0)
T .
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Figure 8.5: Cut values for ∆φ(e,MET ) for the 190 ≤ M(ρT ) ≤ 220 GeV mass grid
region produced with PMCS. Red squares (grey circles) indicate the cut optimized using

Wπ
±(0)
T .
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Figure 8.6: Cut values for the M(jj) window for the 190 ≤ M(ρT ) ≤ 220 GeV mass
grid region produced with PMCS. Red squares (grey circles) indicate the cut optimized

using Wπ
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Figure 8.7: Cut values for the M(Wjj) window for the 190 ≤ M(ρT ) ≤ 220 GeV mass
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Figure 8.8: Distribution for He
T for WπT produced with M(ρT ) = 210 GeV and M(πT ) =

110 GeV (azure histogram), SM predicted background (red histogram) and data (black
squares) after baseline cuts. The optimized mass window cuts, at He

T = 95 GeV and
He

T = 176 GeV, are represented with a dotted line.
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Figure 8.9: Distribution for ∆φ(e,MET ) for WπT produced with M(ρT ) = 210 GeV
and M(πT ) = 110 GeV (azure histogram), SM predicted background (red histogram)
and data (black squares) after baseline and He

T cuts. The optimized lower cut at
∆φ(e,MET ) = 1.6 is represented with a dotted line.



173

(jj) (GeV)
T

p
0 50 100 150 200 250

 E
ve

n
ts

 / 
10

0

5

10

DATA 38

Tot Background  33

 = 100 (210,110) 8.3V M
T

π W → 
T

ρ 

Figure 8.10: Distribution for pT (jj) for WπT produced with M(ρT ) = 210 GeV and
M(πT ) = 110 GeV (azure histogram), SM predicted background (red histogram) and
data (black squares) after baseline, He

T , ∆φ(e,MET ) and ∆φ(jj) cuts. The optimized
upper cut at pT (jj) = 57 GeV is represented with a dotted line.
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Figure 8.11: Distribution for M(jj) for WπT produced with M(ρT ) = 210 GeV and
M(πT ) = 110 GeV (azure histogram), SM predicted background (red histogram) and
data (black squares) after baseline, He

T , ∆φ(e,MET ), ∆φ(jj) and pT (jj) cuts. The
optimized window cuts at M(jj) = 72 GeV and M(jj) = 132 GeV are represented with
a dotted line.
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M(πT ) = 110 GeV (azure histogram), SM predicted background (red histogram) and
data (black squares) after baseline, He
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togram) and data (black dots), after baseline, He

T , ∆φ(e,MET ), ∆φ(jj) and pT (jj)
cuts optmized for WπT produced with M(ρT ) = 210 GeV and M(πT ) = 110 GeV. The
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Figure 8.14: Acceptance after all optimized cuts for the 190 ≤ M(ρT ) ≤ 220 GeV mass
grid region produced with PMCS. Red squares (grey circles) indicate the acceptance for

Wπ
±(0)
T .
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M(ρT ) M(πT )
WπT → eνebb̄(bc̄)

Acceptance
(GeV) (GeV) neutral charged combined

155
70 0.0146 0.0112 0.0125 ± 0.0001
75 0.0153 0.0114 0.013 ± 0.0001

160
75 0.0187 0.0142 0.0161 ± 0.0002
80 0.0169 0.0127 0.0145 ± 0.0002

165
75 0.0246 0.0184 0.0207 ± 0.0002
80 0.0222 0.0163 0.0188 ± 0.0002
85 0.0246 0.018 0.0209 ± 0.0002

170
80 0.0264 0.0199 0.0227 ± 0.0002
85 0.0253 0.0184 0.022 ± 0.0002
90 0.0262 0.0192 0.0223 ± 0.0002

175
80 0.0296 0.0218 0.0249 ± 0.0002
85 0.0291 0.0209 0.0245 ± 0.0002
90 0.0264 0.0188 0.0227 ± 0.0002
95 0.0274 0.0204 0.0236 ± 0.0002

180
85 0.0352 0.0256 0.0296 ± 0.0002
90 0.0296 0.0214 0.0257 ± 0.0002
95 0.0303 0.022 0.0264 ± 0.0003
100 0.0262 0.0196 0.0228 ± 0.0002

185
85 0.0323 0.024 0.0269 ± 0.0002
90 0.0363 0.0275 0.0312 ± 0.0003
95 0.0352 0.0257 0.0306 ± 0.0003
100 0.0279 0.02 0.0242 ± 0.0002
105 0.0298 0.0224 0.026 ± 0.0002

Table 8.7: Acceptances for ρT → WπT → eν bb̄(c̄) production as a function of M(πT ),
M(ρT ) and MV . Only statistical uncertainties are reported.

8.2 Systematic Uncertainty

Apart from the uncertainty due to use of fast Monte Carlo techniques (discussed in the

previous section), several other sources of indeterminacy affect both background and

signal predictions:

• Heavy flavor tags: the systematic uncertainty on the b, c and light-tagging effi-

ciency is estimated by varying the efficiencies up and down one σsyst and calculating
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M(ρT ) M(πT )
WπT → eνebb̄(bc̄)

Acceptance
(GeV) (GeV) neutral charged combined

190
90 0.029 0.0219 0.0247 ± 0.0002
95 0.0306 0.0232 0.0267 ± 0.0002
100 0.0297 0.0227 0.0262 ± 0.0002
105 0.027 0.0203 0.0236 ± 0.0002

195
90 0.0353 0.0266 0.0299 ± 0.0002
95 0.0372 0.0281 0.0322 ± 0.0003
100 0.0374 0.0281 0.0321 ± 0.0003
105 0.0377 0.0285 0.0331 ± 0.0003
110 0.0352 0.026 0.0308 ± 0.0003

200
95 0.039 0.0292 0.0329 ± 0.0003
100 0.0391 0.0293 0.0336 ± 0.0003
105 0.0382 0.0288 0.0329 ± 0.0003
110 0.0386 0.0284 0.0335 ± 0.0003
115 0.036 0.0269 0.0313 ± 0.0003

205
95 0.0391 0.0301 0.0332 ± 0.0003
100 0.0398 0.0297 0.0341 ± 0.0003
105 0.0407 0.0299 0.0346 ± 0.0003
110 0.0406 0.0307 0.0351 ± 0.0003
115 0.0379 0.0283 0.0329 ± 0.0003
120 0.0358 0.0273 0.0314 ± 0.0003

Table 8.8: Acceptances for ρT → WπT → eν bb̄(c̄) production as a function of M(πT ),
M(ρT ) and MV . Only statistical uncertainties are reported.

the difference in the predicted signal and background;

• Jet Energy Scale: the systematic uncertainty due to the Jet Energy Scale estimation

is also evaluated by varying the correction to the reconstructed jet energy plus or

minus one σsyst;

• Jet Resolution: after jets are corrected a smearing is applied to Monte Carlo only

to take into account the difference in resolutions with respect to data. The effect

of this correction in the systematic uncertainties is estimated by switching off the

smearing itself and evaluate the difference in the predicted signal and background;

• QCD-multijet: for the signal only it is considered a 20% uncertainty on the amount
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M(ρT ) M(πT )
WπT → eνebb̄(bc̄)

Acceptance
(GeV) (GeV) neutral charged combined

210
100 0.0414 0.0311 0.0352 ± 0.0003
105 0.0427 0.0323 0.0366 ± 0.0003
110 0.0425 0.0319 0.0363 ± 0.0003
115 0.0407 0.0308 0.0353 ± 0.0003
120 0.0387 0.0294 0.0339 ± 0.0003
125 0.0397 0.0297 0.0343 ± 0.0003

215
100 0.0411 0.0297 0.0335 ± 0.0003
105 0.0411 0.0332 0.0363 ± 0.0003
110 0.0437 0.0324 0.0369 ± 0.0003
115 0.0425 0.0324 0.0368 ± 0.0003
120 0.0417 0.0319 0.036 ± 0.0003
125 0.0427 0.0321 0.0373 ± 0.0003
130 0.0399 0.0306 0.0347 ± 0.0003

220
110 0.0362 0.0283 0.0318 ± 0.0003
115 0.0383 0.0301 0.0335 ± 0.0003
120 0.0384 0.0294 0.0332 ± 0.0003
125 0.0417 0.0317 0.0359 ± 0.0003
130 0.0399 0.0309 0.0351 ± 0.0003
135 0.0362 0.0278 0.0315 ± 0.0003

Table 8.9: Acceptances for ρT → WπT → eν bb̄(c̄) production as a function of M(πT ),
M(ρT ) and MV . Only statistical uncertainties are reported.

of QCD predicted with the matrix method.

To evaluate the systematic uncertainties three mass points are randomly chosen, with

the constraint that they have to be different from the tuning mass points used in the

previous section. These mass points are listed in Table 8.10.

The acceptance and background estimation is evaluated after individual and com-

bined cuts on the kinematic variables. The ratio between the expected background and

the expected background when no smearing is applied to the jet energy, as a function of

applied cuts, is shown in Table 8.11. The same quantity for the signal is shown in Ta-

ble 8.12. The ratio for expected background and signal when the jet energy scale is varied

is shown in Tables 8.13 and 8.14 for a positive correction of σsyst and Tables 8.15 and 8.16
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for a negative correction. For b-tagging efficiency Tables 8.17, 8.18, 8.19 and 8.20. For

each variation, the average deviation from the unity is taken to be the contribution to

the systematic uncertainty.

A summary of all contributions is shown in Table 8.21. In Figure 8.15 systematic

uncertainties after all cuts is plotted as a function of technihadron masses for the 190 ≤

M(ρT ) ≤ 220 GeV mass grid region; in the same figure the QCD-multijet contribution

is shown together with the statistical uncertainty, mainly due to the W + heavy flavor

sample. In Figure 8.16 and 8.17, the number of data, background and signal events are

shown after all cuts on the kinematic variables.

8.3 Upper Limits on WπT Production Cross Section

In order to set limits onWπT production cross section a Bayesian limits-setting procedure

is used [79]. For a discrete stochastic variable A, P (A|B) represents the probability of

A given that B is true. Bayes’s theorem states that:

P (A|BC) =
P (B|AC)P (A|C)

P (B|C)
(8.2)

A reflects the probability that the cross section for WπT production is between σ and

σ+ dσ, the integrated luminosity between L and L+ dL, the signal acceptance between

ε and ε+ dε, and the background between b and b+ db. B reflects the k events observed

in data, and C contains all relevant prior knowledge, including the descriptions of the

knowledge of the parameters σ, L, ε and b. Given that the probability for the outcome

of a counting experiment being k when µ = b+ Lεσ is given by the Poisson probability

distribution:

P (B|AC) = P (k|b,L, ε, σ, I) =
e(b+Lεσ)(b+ Lεσ)k

k!
(8.3)

where I represents any relevant information used to build µ. In most cases, the prior
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probability can be factorized:

P (A|C) = P (b,L, ε, σ|I) = P (θ|I)P (σ|I), (8.4)

where θ represents all parameters but σ. In general once the value and the uncertainty

is estimated for a given quantity, the relative prior distribution can be considered a

Gaussian. A flat prior probability is used for the cross section ρ(σ|I) = 1/σmax for

0 ≤ σ ≤ σmax and ρ(σ|I) = 0 otherwise; σmax is chosen sufficiently large so that the

likelihood function for σ > σmax is negligible. Equation 8.2 can be written as:

P (b,L, ε, σ|k, I) ∝ e(b+Lεσ)(b+ Lεσ)k

k!
P (σ|I)P (b,L, ε|I), (8.5)

where the constant of proportionality is determined by the condition:

∫ ∞

0

dσ

∫ ∞

0

dL
∫ 1

0

dε

∫ ∞

0

db ρ(b,L, ε, σ|k, I) = 1. (8.6)

The posterior distribution for σ is calculated by integrating over all other parameters:

ρ(σ|k, I) =

∫ ∞

0

dL
∫ 1

0

dε

∫ ∞

0

db ρ(b,L, ε, σ|k, I) (8.7)

and the 95% confidence level (C.L.) upper limit (U.L.) on the cross section (σUL) is

defined by the formula:

0.95 =

∫ σUL

0

ρ(σ|k, I). (8.8)

With the data and background listed in Tables 8.22, 8.23 and 8.24 and shown in

Figures 8.16 and 8.17, the systematic uncertainty shown in Table 8.21 and the signal

acceptance listed in Tables 8.7 , 8.8 and 8.9, the final 95% C.L. U.L. on ρT → WπT →

eν bb̄(c̄) production cross section, the expected 95% C.L. U.L. on the cross section using

the predicted SM background, the cross section times branching ratio for ρT → WπT →



183

eν bb̄(c̄) production in the two case, MV = 100 GeV and MV = 500 GeV (listed in

Tables 2.4, 2.5 and 2.6), are shown in Figures 8.18 and 8.19. The excluded region at 95%

C.L. in the (M(ρT ),M(πT )) plane is illustrated in Table 8.25.

M(ρT ) (GeV) M(πT ) (GeV)
190 100
200 120
205 115

Table 8.10: Mass points used for the evaluation of the systematic uncertainties.

Cuts
(M(ρT ),M(πT )) (GeV)

(190,100) (205,120) (220,115)
charged neutral charged neutral charged neutral

baseline 1.018 1.018 1.018 1.018 1.018 1.018
He

T 1.035 1.027 1.035 1.027 1.029 1.029
∆φ 1.012 1.011 1.007 1.011 1.009 1.009

pT (jj) 1.014 1.021 1.014 1.021 1.023 1.023
He

T +
1.024 1.010 1.016 1.010 1.016 1.016

∆φ
He

T +
1.019 1.012 1.011 1.012 1.019 1.019∆φ+

pT (jj)
Mass Window 1.014 1.021 1.008 1.020 1.023 1.017

He
T +

1.017 1.043 1.006 1.045 1.026 1.029
∆φ+

pT (jj)+
Mass Window

Table 8.11: Ratio between the number of expected background events and the number of
expected background events when no jet smearing is applied. The rows represent different
series of mass dependent cuts on topological variables. Different columns represent the
three different mass points (190,100), (200,115), (220,115) chosen for the evaluation of
the systematic uncertainty.
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Cuts
(M(ρT ),M(πT )) (GeV)

(190,100) (205,120) (220,115)
charged neutral charged neutral charged neutral

baseline 1.015 1.019 1.019 0.985 1.019 1.009
He

T 1.031 1.036 1.030 0.997 1.032 1.020
∆φ 1.020 1.021 1.024 0.994 1.017 1.012

pT (jj) 1.056 1.057 1.054 1.0199 1.040 1.034
He

T +
1.040 1.042 1.036 1.0069 1.031 1.025

∆φ
He

T +
1.067 1.075 1.057 1.0337 1.043 1.040∆φ+

pT (jj)
Mass Window 1.076 1.077 1.077 1.0316 1.079 1.073

He
T +

1.116 1.120 1.110 1.0713 1.097 1.084
∆φ+

pT (jj)+
Mass Window

Table 8.12: Ratio between the number of expected signal events and the number of
expected signal events when no jet smearing is applied. The rows represent different
series of mass dependent cuts on topological variables. Different columns represent the
three different mass points (190,100), (200,115), (220,115) chosen for the evaluation of
the systematic uncertainty.
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Cuts
(M(ρT ),M(πT )) (GeV)

(190,100) (205,120) (220,115)
charged neutral charged neutral charged neutral

baseline 1.029 1.029 1.029 1.029 1.029 1.029
He

T 1.046 1.038 1.046 1.038 1.037 1.037
∆φ 1.020 1.019 1.018 1.019 1.021 1.021

pT (jj) 1.027 1.021 1.027 1.021 1.029 1.029
He

T +
1.030 1.020 1.027 1.020 1.022 1.022

∆φ
He

T +
1.031 1.019 1.027 1.019 1.018 1.018∆φ+

pT (jj)
Mass Window 1.034 1.048 1.037 1.043 1.041 1.034

He
T +

1.022 1.044 1.012 1.043 1.026 1.035
∆φ+

pT (jj)+
Mass Window

Table 8.13: Ratio between the number of expected background events and the number
of expected background events when jet energy scale is increased by σsyst. The rows rep-
resent different series of mass dependent cuts on topological variables. Different columns
represent the three different mass points (190,100), (200,115), (220,115) chosen for the
evaluation of the systematic uncertainty.
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Cuts
(M(ρT ),M(πT )) (GeV)

(190,100) (205,120) (220,115)
charged neutral charged neutral charged neutral

baseline 1.025 1.050 0.997 1.020 1.006 1.025
He

T 0.945 0.977 0.938 0.960 0.933 0.964
∆φ 1.010 1.046 0.987 1.008 1.000 1.020

pT (jj) 0.927 0.961 0.908 0.933 0.939 0.963
He

T +
0.918 0.963 0.924 0.945 0.918 0.951

∆φ
He

T +
0.870 0.918 0.882 0.895 0.880 0.918∆φ+

pT (jj)
Mass Window 0.983 0.989 0.951 0.990 0.980 1.007

He
T +

0.890 0.911 0.901 0.929 0.913 0.956
∆φ+

pT (jj)+
Mass Window

Table 8.14: Ratio between the number of expected signal events and the number of
expected signal events when jet energy scale is increased by σsyst. The rows repre-
sent different series of mass dependent cuts on topological variables. Different columns
represent the three different mass points (190,100), (200,115), (220,115) chosen for the
evaluation of the systematic uncertainty.
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Cuts
(M(ρT ),M(πT )) (GeV)

(190,100) (205,120) (220,115)
charged neutral charged neutral charged neutral

baseline 0.993 0.993 0.993 0.993 0.993 0.993
He

T 0.993 0.991 0.993 0.991 0.991 0.991
∆φ 0.991 0.997 0.992 0.998 0.994 0.994

pT (jj) 0.983 0.980 0.983 0.980 0.987 0.987
He

T +
0.977 0.988 0.977 0.988 0.985 0.985

∆φ
He

T +
0.985 0.986 0.988 0.986 0.983 0.983∆φ+

pT (jj)
Mass Window 0.977 1.019 0.984 1.024 1.006 1.013

He
T +

0.960 1.011 0.967 1.017 0.988 0.989
∆φ+

pT (jj)+
Mass Window

Table 8.15: Ratio between the number of expected background events and the number of
expected background events when jet energy scale is decreased by σsyst. The rows repre-
sent different series of mass dependent cuts on topological variables. Different columns
represent the three different mass points (190,100), (200,115), (220,115) chosen for the
evaluation of the systematic uncertainty.
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Cuts
(M(ρT ),M(πT )) (GeV)

(190,100) (205,120) (220,115)
charged neutral charged neutral charged neutral

baseline 0.908 0.887 0.951 0.971 0.944 0.955
He

T 0.953 0.924 0.985 1.001 0.985 0.987
∆φ 0.915 0.903 0.964 0.976 0.959 0.966

pT (jj) 0.972 0.946 1.030 1.042 0.985 0.992
He

T +
0.964 0.944 0.999 1.009 1.006 1.008

∆φ
He

T +
0.999 0.968 1.052 1.048 1.029 1.025∆φ+

pT (jj)
Mass Window 0.843 0.862 0.887 0.895 0.843 0.842

He
T +

0.897 0.909 0.926 0.920 0.888 0.885
∆φ+

pT (jj)+
Mass Window

Table 8.16: Ratio between the number of expected signal events and the number of
expected signal events when jet energy scale is decreased by σsyst. The rows repre-
sent different series of mass dependent cuts on topological variables. Different columns
represent the three different mass points (190,100), (200,115), (220,115) chosen for the
evaluation of the systematic uncertainty.
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Cuts
(M(ρT ),M(πT )) (GeV)

(190,100) (205,120) (220,115)
charged neutral charged neutral charged neutral

baseline 1.031 1.031 1.031 1.031 1.031 1.031
He

T 1.036 1.034 1.036 1.034 1.034 1.034
∆φ 1.031 1.032 1.031 1.032 1.031 1.031

pT (jj) 1.024 1.020 1.024 1.020 1.028 1.028
He

T +
1.030 1.031 1.031 1.031 1.032 1.032

∆φ
He

T +
1.026 1.027 1.027 1.027 1.030 1.031∆φ+

pT (jj)
Mass Window 1.026 1.026 1.024 1.024 1.025 1.035

He
T +

1.029 1.034 1.027 1.032 1.020 1.036
∆φ+

pT (jj)+
Mass Window

Table 8.17: Ratio between the number of expected background events and the number
of expected background events when b, c and light-tagging efficiencies are increased by
σsyst. The rows represent different series of mass dependent cuts on topological vari-
ables. Different columns represent the three different mass points (190,100), (200,115),
(220,115) chosen for the evaluation of the systematic uncertainty.
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Cuts
(M(ρT ),M(πT )) (GeV)

(190,100) (205,120) (220,115)
charged neutral charged neutral charged neutral

baseline 0.997 0.997 0.997 0.997 0.997 0.997
He

T 0.998 0.998 0.998 0.998 0.998 0.998
∆φ 0.997 0.997 0.997 0.997 0.997 0.997

pT (jj) 0.988 0.985 0.988 0.985 0.992 0.992
He

T +
0.994 0.994 0.994 0.994 0.996 0.996

∆φ
He

T +
0.990 0.992 0.990 0.991 0.995 0.995∆φ+

pT (jj)
Mass Window 0.990 0.988 0.988 0.987 0.988 0.998

He
T +

0.993 0.995 0.991 0.992 0.982 0.998
∆φ+

pT (jj)+
Mass Window

Table 8.18: Ratio between the number of expected background events and the number
of expected background events when b, c and light-tagging efficiencies are decreased by
σsyst. The rows represent different series of mass dependent cuts on topological vari-
ables. Different columns represent the three different mass points (190,100), (200,115),
(220,115) chosen for the evaluation of the systematic uncertainty.
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Cuts
(M(ρT ),M(πT )) (GeV)

(190,100) (205,120) (220,115)
charged neutral charged neutral charged neutral

baseline 1.013 1.007 1.012 1.013 1.007 1.008
He

T 1.011 1.004 1.010 1.012 1.007 1.007
∆φ 1.010 1.016 1.011 1.010 1.009 1.010

pT (jj) 1.006 1.008 1.006 1.011 1.009 1.009
He

T +
1.009 1.010 1.008 1.009 1.008 1.010

∆φ
He

T +
1.004 0.999 1.005 1.008 1.007 1.008∆φ+

pT (jj)
Mass Window 1.014 1.009 1.000 1.019 1.011 1.015

He
T +

1.009 0.997 0.994 1.003 1.009 1.018
∆φ+

pT (jj)+
Mass Window

Table 8.19: Ratio between the number of expected signal events and the number of
expected signal events when b, c and light-tagging efficiencies are increased by σsyst. The
rows represent different series of mass dependent cuts on topological variables. Different
columns represent the three different mass points (190,100), (200,115), (220,115) chosen
for the evaluation of the systematic uncertainty.
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Cuts
(M(ρT ),M(πT )) (GeV)

(190,100) (205,120) (220,115)
charged neutral charged neutral charged neutral

baseline 0.983 0.980 0.982 0.986 0.977 0.981
He

T 0.982 0.977 0.980 0.985 0.978 0.980
∆φ 0.980 0.989 0.982 0.983 0.979 0.984

pT (jj) 0.976 0.981 0.976 0.984 0.979 0.983
He

T +
0.979 0.983 0.978 0.982 0.978 0.983

∆φ
He

T +
0.975 0.973 0.976 0.982 0.977 0.981∆φ+

pT (jj)
Mass Window 0.984 0.982 0.971 0.984 0.982 0.989

He
T +

0.980 0.971 0.965 0.977 0.980 0.991
∆φ+

pT (jj)+
Mass Window

Table 8.20: Ratio between the number of expected signal events and the number of
expected signal events when b, c and light-tagging efficiencies are decreased by σsyst. The
rows represent different series of mass dependent cuts on topological variables. Different
columns represent the three different mass points (190,100), (200,115), (220,115) chosen
for the evaluation of the systematic uncertainty.

Uncertainty Source Signal Background
resolution 4.0% 1.9%

JES 4.5% 1.8%
b-tag 1.6% 1.5%

PMCS 5.4%

Table 8.21: Summary of systematic uncertainties for signal and background.
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Figure 8.15: Summary of relative uncertainties for the background evaluated at the end
of the optimization chain for the 190 ≤M(ρT ) ≤ 220 GeV mass grid region.
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Figure 8.16: Comparison of data events (black dots) and background events (red squares)
after all mass-dependent optimized cuts applied. Also shown is the expected ρT →
WπT → eν bb̄(c̄) signal events for MV = 100 GeV (yellow triangles).
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Figure 8.17: Comparison of data events (black dots) and background events (red squares)
after all mass-dependent optimized cuts applied. Also shown is the expected ρT →
WπT → eν bb̄(c̄) signal events for MV = 100 GeV (yellow triangles).
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Figure 8.18: 95% C.L. U.L. on ρT → WπT → eν bb̄(c̄) production cross section for the
155 ≤M(ρT ) ≤ 185 GeV mass grid region. Red squares (blue triangles) represent WπT

cross section times branching ratio with MV = 100 (MV = 500). Grey reverse triangles
represent the expected 95% C.L. U.L. on the cross section, the yellow circles represent
the 95% C.L. U.L. on the cross section with 388 pb−1 integrated luminosity of DØ data.
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Figure 8.19: 95% C.L. U.L. on ρT → WπT → eν bb̄(c̄) production cross section for the
190 ≤M(ρT ) ≤ 220 GeV mass grid region. Red squares (blue triangles) represent WπT

cross section times branching ratio with MV = 100 (MV = 500). Grey reverse triangles
represent the expected 95% C.L. U.L. on the cross section, the yellow circles represent
the 95% C.L. U.L. on the cross section with 388 pb−1 integrated luminosity of DØ data.
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M(ρT ) M(πT ) Number of Events 95% C.L. U.L. on cross section
Expected Calculated

(GeV) (GeV) Data Background Signal (pb) (pb)

155
70 10 6.2 ± 0.2 1.1 ± 0.1 1.42 2.34
75 10 8 ± 0.2 1.1 ± 0.1 1.53 1.93

160
75 12 7.3 ± 0.2 1.9 ± 0.1 1.15 2.05
80 13 8.7 ± 0.3 2.6 ± 0.2 1.47 2.26

165
75 15 14.5 ± 0.6 2.6 ± 0.2 1.27 1.27
80 13 8.6 ± 0.4 3.4 ± 0.2 1.14 1.75
85 17 13.2 ± 0.5 3.2 ± 0.2 1.14 1.64

170
80 14 13.1 ± 0.6 3.6 ± 0.3 1.06 1.17
85 12 8 ± 0.3 6.6 ± 0.5 0.91 1.42
90 17 13.2 ± 0.6 2.8 ± 0.2 1.07 1.54

175

80 13 8.6 ± 0.4 3.4 ± 0.2 1.14 1.75
85 16 12.9 ± 0.6 5.4 ± 0.4 1 1.31
90 12 7.7 ± 0.3 6 ± 0.4 0.9 1.41
95 14 13 ± 0.6 2.7 ± 0.2 1.02 1.12

180

85 19 19.8 ± 0.8 5.1 ± 0.4 0.99 0.91
90 16 11.7 ± 0.4 8 ± 0.6 0.93 1.35
95 14 9.2 ± 0.3 5.9 ± 0.4 0.78 1.32
100 11 10.9 ± 0.4 2.1 ± 0.1 0.99 0.99

185

85 22 19.7 ± 0.9 3.6 ± 0.3 1.09 1.27
90 21 18.5 ± 0.8 6.8 ± 0.5 0.93 1.09
95 15 13.3 ± 0.5 8.4 ± 0.6 0.78 0.93
100 11 7.3 ± 0.2 4.7 ± 0.3 0.77 1.24
105 10 11.5 ± 0.5 2.1 ± 0.1 0.93 0.76

Table 8.22: Data yield, background and signal expectation, expected 95% C.L. U.L. and
calculated 95% C.L. U.L. on ρT → WπT → eν bb̄(c̄) cross section using 388 pb −1 of DØ
data after cuts on topological variable as listed in Tables 8.2, 8.3, 8.5 and 8.6 as function
of M(πT ) and M(ρT ).
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M(ρT ) M(πT ) Number of Events 95% C.L. U.L. on cross section
Expected Calculated

(GeV) (GeV) Data Background Signal (pb) (pb)

190

90 14 15.5 ± 0.7 4.1 ± 0.3 1.09 0.92
95 10 13.2 ± 0.6 7.2 ± 0.5 0.9 0.67
100 10 9.6 ± 0.4 6.3 ± 0.5 0.86 0.86
105 8 6.5 ± 0.3 4.1 ± 0.3 0.84 0.95

195

90 23 22.7 ± 0.9 4 ± 0.3 1.04 1.04
95 22 19.5 ± 0.8 6.5 ± 0.5 0.92 1.07
100 13 15.7 ± 0.6 7.4 ± 0.6 0.83 0.64
105 13 13.1 ± 0.5 7.1 ± 0.5 0.72 0.72
110 10 9 ± 0.3 4.5 ± 0.3 0.68 0.76

200

95 19 19.8 ± 0.8 5 ± 0.4 0.88 0.82
100 15 17.4 ± 0.6 7.6 ± 0.6 0.78 0.66
105 12 15 ± 0.6 6.9 ± 0.5 0.78 0.6
110 11 11.1 ± 0.4 6.3 ± 0.5 0.67 0.67
115 9 8.7 ± 0.4 3.9 ± 0.3 0.68 0.68

205

95 22 21.2 ± 0.8 4.1 ± 0.3 0.88 0.94
100 15 18.5 ± 0.7 5.8 ± 0.4 0.85 0.62
105 15 15.8 ± 0.6 6.8 ± 0.5 0.77 0.7
110 14 13.2 ± 0.5 6.5 ± 0.5 0.68 0.74
115 10 10 ± 0.4 5.2 ± 0.4 0.66 0.66
120 9 8 ± 0.3 3.5 ± 0.2 0.63 0.71

Table 8.23: Data yield, background and signal expectation, expected 95% C.L. U.L. and
calculated 95% C.L. U.L. on ρT → WπT → eν bb̄(c̄) cross section using 388 pb −1 of DØ
data after cuts on topological variable as listed in Tables 8.2, 8.3, 8.5 and 8.6 as function
of M(πT ) and M(ρT ).
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M(ρT ) M(πT ) Number of Events 95% C.L. U.L. on cross section
Expected Calculated

(GeV) (GeV) Data Background Signal (pb) (pb)

210

100 18 20 ± 0.7 4.7 ± 0.3 0.81 0.7
105 16 19 ± 0.7 6.8 ± 0.5 0.77 0.6
110 16 15.8 ± 0.6 6.5 ± 0.5 0.73 0.73
115 14 12.4 ± 0.4 5.6 ± 0.4 0.64 0.78
120 11 9.8 ± 0.4 4.9 ± 0.4 0.65 0.72
125 9 8.5 ± 0.3 3.4 ± 0.2 0.63 0.63

215

100 18 19.2 ± 0.7 3.8 ± 0.3 0.83 0.77
105 20 20 ± 0.7 5.5 ± 0.4 0.79 0.79
110 16 16.3 ± 0.5 6.2 ± 0.5 0.7 0.7
115 16 14 ± 0.4 5.9 ± 0.4 0.67 0.8
120 14 12.1 ± 0.4 5.2 ± 0.4 0.64 0.78
125 11 10.5 ± 0.4 4.6 ± 0.3 0.62 0.62
130 9 7.8 ± 0.2 2.9 ± 0.2 0.58 0.66

220

105 18 15.2 ± 0.5 3.9 ± 0.3 0.79 1.02
110 16 13.6 ± 0.5 5.1 ± 0.4 0.8 0.96
115 18 13.4 ± 0.5 5.2 ± 0.4 0.7 1.09
120 14 10.8 ± 0.4 4.7 ± 0.3 0.69 0.93
125 14 11.2 ± 0.4 4.6 ± 0.3 0.62 0.83
130 8 7.8 ± 0.2 3.9 ± 0.3 0.57 0.57
135 7 5.7 ± 0.2 2.3 ± 0.1 0.58 0.67

Table 8.24: Data yield, background and signal expectation, expected 95% C.L. U.L. and
calculated 95% C.L. U.L. on ρT → WπT → eν bb̄(c̄) cross section using 388 pb −1 of DØ
data after cuts on topological variable as listed in Tables 8.2, 8.3, 8.5 and 8.6 as function
of M(πT ) and M(ρT ).

M(ρT )
M(πT ) excluded at 95% C.L.

MV = 500 GeV

185 GeV M(πT ) 6= 95 GeV
190 GeV 92 ≤M(πT ) ≤ 100 GeV
195 GeV 98 ≤M(πT ) ≤ 105 GeV
200 GeV 98 ≤M(πT ) ≤ 110 GeV
205 GeV 101 ≤M(πT ) ≤ 109 GeV
210 GeV 104 ≤M(πT ) ≤ 108 GeV

Table 8.25: Excluded region at 95% C.L. in the (M(ρT ),M(πT )) plane for ρT → WπT →
eν bb̄(c̄) production with MV = 500 GeV calculated using 388 pb −1 of DØ data.



Chapter 9

Conclusion and Outlook

9.1 Summary

In this thesis, the search for WπT in the production decay chain qq̄ → ρT → WπT →

eνebb̄(bc̄) has been presented. For this analysis we used 388 pb−1 data collected from

April 2002 to July 2004 with the DØ detector. The search consisted in performing a

topological analysis aimed to isolate WπT signal from the SM background by cutting on

relevant kinematic quantities.

The result of this analysis has been interpreted in terms of upper limits for the

WπT cross section. In the explored TCSM parameter space region, as a function of the

technihadron masses M(ρT ) and M(πT ), the absence of a clear excess over the Standard

Model expectation led to an excluded region at 95% confidence level for MV = 500 GeV.

9.2 Outlook

In the short term the result of this analysis is going to be improved by using a Neural

Network to maximize the discrimination power of the topological variables and improving

the limits. DØ is expected to collect as much as 8 fb −1 of data delivered by the Tevatron
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accelerator by the end of Run II. Scaling the result of this topological analysis to 8 fb −1

shows that even without improvement in detector performances, this would result in

excluding most of the parameter space presented here. Better prospects are foreseen

when the expected improvement in jet energy scale, b-tagging performances, and better

understanding of the Monte Carlo simulation are included.

Of course, when the Large Hadron Collider at CERN will begin to take data another

frontier in high energy physics is going to be open. In particular, the higher center

of mass energy and the higher luminosity involved will be a true probe for the strong

dynamical models of the Electroweak Symmetry Breaking.
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