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Abstract 

In the context of the direct numerical simulation of low MACH number reacting 
flows, the aim of this article is to propose a new approach based on the integration 
of the original differential algebraic (DAE) system of governing equations, without 
further differentiation. In order to do so, while preserving a possibility of easy par- 
allelization, it is proposed to use a one-step index 2 DAE time-integrator, the Half 
Explicit Method (HEM). In this context, we recall why the low MACH number ap- 
proximation belongs to the class of index 2 DAEs and discuss why the pressure can be 
associated with the constraint. We then focus on a fourth-order HEM scheme, and pro- 
vide a formulation that makes its implementation more convenient. Practical details 
about the consistency of initial conditions are discussed, prior to focusing on the im- 
plicit solve involved in the method. The method is then evaluated using the Modified 

http://sandia.gov
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KAPS Problem, since it has some of the features of the low MACH number approxi- 
mation. Numerical results are presented, confirming the above expectations. A brief 
summary of ongoing efforts is finally provided. 
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A Half-Explicit, Non-Split 
Projection 

Method for Low Mach Number 
Flows 

1 Introduction 

In the context of direct numerical simulation of reacting flow, the low MACH number ap- 
proximation [25,28,20, 15, 16,7,26,27] aims at projecting out acoustic phenomena when 
their effects are negligible. Analytically, the flow is modelled by a set of partial differential 
equations (PDEs) subject to an algebraic constraint. For the numerical solution of these, 
any space-discretization method leads to a set of differential-algebraic equations (DAEs) 
with differentiation index 2. Because of the inherent complexity of integrating directly 
such index 2 DAEs, numerous practical approaches have been proposed. Based on the dif- 
ferentiation of some equations of the initial system, they yield a weaker formulation. This 
results, in particular, in a possible drift-off from the proper index 2 submanifold [l  11. 

Due to the present limits of computing resources, it has also been shown that adaptive 
mesh refi nement (AMR) allows the level of resolution and problem complexity required 
for advances in combustion science. However, AMR involves several new diffi culties such 
as hierarchical storage and handling and interpolation of time history. For this reason, 
one-step multi-stage time integrators appear to be the solution of choice in the context of 
AMR. 

The goal of this work is therefore to propose a new solution strategy, aiming at integrat- 
ing the original index 2 DAE by the means of a one-step scheme. An original approach for 
solving index 2 DAEs has been proposed by [lo], consisting of adding an implicit solve 
of the algebraic constraint within each stage of an explicit RUNGE-KUTTA ( E M )  scheme, 
and therefore called Half Explicit Methods (HEM). Although promising, especially be- 
cause it allows the direct solution of the initial index 2 system, this method has not yet 
been demonstrated in the context of computational fluid dynamics. Several numerical dif- 
fi culties have not been addressed, in particular concerning implicit solves and inconsistent 
initial physical conditions. Moreover, the question of whether it makes sense to consider 
the pressure as the degree of freedom of the constraint constituted by the equation of state 
has to be addressed. 

In Section 2, we recall the mathematical formulation of the problem, then summarize 



the classical approaches for its numerical solution. In Section 3, we formalize the prob- 
lem as an index 2 DAE and briefly recall the mathematical basics of such systems. Then, 
we discuss the consistency between the pressure and the equation of state constraint. Fi- 
nally, we introduce the Half Explicit Method and in particular its 5-stage, 4"' order variant, 
HEM4. After recasting it in a more algorithmically suited formulation, we highlight a few 
implementation issues. Section 4 provides a numerical demonstration of the approach. In 
this goal, we make use of a test case, the Modifi ed KAPS Problem, which is an index 2 DAE 
with two control parameters: one on the differential operator eigenvalues and the other on 
the algebraic constraint. Moreover, it has an analytical solution, allowing exact estimation 
of the accuracy of the method, the cost of its implicit part and its ability to recover from 
inconsistent initial conditions. We specialize HEM4 to this case, and compare it to both the 
analytical solution and an index-reduction projection method. This article concludes with 
a few remarks emphasizing the promising results and potential fbrther improvements. 

2 The Low MACH Number Approximation 

First, this Section recalls the generally accepted mathematical formulation of the low MACH 
number approximation; then, classical solution methods are discussed; fi nally, we introduce 
a new approach, based on application of the HEM construction. 

2.1 Statement of the Problem 

The low MACH number approximation is strictly valid in the limit of zero MACH number 
M, however it is typically applied in practice for M~ < 0.1. It neglects elastic compress- 
ibility of the fluid and the associated propagation of acoustic waves, such that the flow 
is effectively incompressible as regards flow dynamics; while it does allow for density 
variation in accordance with the state equation of the fluid at hand. The approximation pro- 
cedure starts with the compressible flow equations, with suitable non-dimensionalization. 
It then involves expanding the flow variables in terms of a small parameter E = y ~ ~ ,  where 
y = cp /c ,  is the ratio of constant pressure/volume specific heats of the gas. Thus, for 
$ E {21,  P ,  P, T,  qli=l, ..., N), 

where zr is the velocity, p is pressure, p is density, T is temperature, and & is the mass 
fraction of species i. One then fi nds the E + 0 limit of the governing equations by retaining 



same order terms. As a result, the zeroth-order limit of the momentum equations leads to 

where PO, the zeroth-order term in E, is also known as the thermodynamic pressure. On 
the other hand, the pressure term remaining in the resulting low MACH number momentum 
equations involves the fi rst-order pressure p l ,  also known as the dynamic pressure. The 
thermodynamic pressure po = po(t) is constant in space and constrained by an integral 
mass conservation constraint on dpo/dt over the domain of the problem. If the domain has 
open boundaries leading to the atmosphere, or any other "infinite" reservoir with constant 
PO, then dpo/dt = 0 and yo is constant in time. This will be the condition assumed in 
the present work. In the following, we drop the index on p l ,  referring to it simply as p. 
All other field variables survive in the reduced equations in their zeroth-order terms only, 
where, again, we drop the subscript for convenience. 

This model has been formalized by [15]. Ignoring body forces, radiant heat transfer 
and the SORET-DUFOUR effects [3 11, the governing equations for low MACH number non- 
reacting flow of a single species-fluid are given by the NAVIER-STOKES, energy, and mass 
conservation equations under the equation of state. Using the perfect gas law (cJ: [19,22]): 

( at (pu) = divr - div(pu 8 u )  - gradp 
1 at T = - (u, gradT) + -div(a gradT) 

PCP 

at p = - (u, gradp) - p divu 
PO 

P = -  R T  

where (., 0 )  and 8 are, respectively, the standard euclidean inner and tensorial products, r is 
the viscous stress tensor, and R is the perfect gas constant. The above assumptions are for 
convenience, and in no way impact the generality of the present results. Using the material 
derivative, the system can be equivalently written as follows: 



2.2 Solution Strategies 

The solution of the above system of equations is hampered by the absence of an equation 
for the pressure p. This is also the case for strictly incompressible flow with no density 
variation, however, the low MACH number equation system involves signifi cant additional 
complexity associated with the D, p term in the continuity equation and the equation of state 
algebraic constraint. 

There is of course a vast literature on the solution of the incompressible and low MACH 
equations. Constraining the present discussion to the equations in terms of primitive vari- 
ables in the eulerian context, solution strategies generally fall in two classes depending on 
whether the velocity and pressure fi elds are decoupled or not. Coupled constructions are 
generally of superior order of accuracy, are solved implicitly, and require signifi cant com- 
putational effort [30]. On the other hand, decouplecUoperator-split constructions [8, 9, 2 11 
are easier to implement in practice, and have been widely used, despite some accuracy con- 
sequences of the velocity-pressure decoupling. One of the most popular techniques in this 
class is the Projection method initially formulated by CHORIN [5, 61 and TEMAM [29] 
based on fractional-step methods. This method has been applied to both incompress- 
ible [14, 3, 121, and low MACH number [16,26,27, 17, 181 flows. The Projection scheme 
employs a fractional time integration procedure in each time step. 

The general Projection scheme structure as applied to incompressible flow is as follows. 
In the fi rst fractional step, the momentum equations are integrated forward in time with- 
out the pressure gradient term. The provisional velocity field computed in this step does 
not generally satisfy the divergence constraint provided by the continuity equation. The 
method then proceeds to find the pressure fi eld by solving a pressure POISSON equation, 
derived by taking the divergence of the momentum equations and enforcing the continuity 
divergence constraint. This pressure fi eld is then used in a second fractional step to project 
the provisional velocity fi eld onto the submanifold determined by the divergence constraint, 
thereby arriving at the fi nal velocity fi eld for the time step. 

The extension of this construction to low MACH number flow takes different forms, 
depending on whether a locally mass-conservative fractional-stepping procedure is used or 
not. Thus, when the momentum equations are written in a conservative form, in terms of 
pti [16, 26, 271, Projection scheme implementations update the pu field in the fractional 
steps, such that the pressure POISSON equation derivation requires simply the application 
of the continuity equation, substituting ap/& for V - (pu) ,  where ap/at is found from the 
time integration of the density field. In this construction, the energy equation is used for 
updating the temperature fi eld, and the density is retrieved from the state equation. 

Alternative pu Projection constructions [17, 181 follow similar lines, however they rely 



on a derivation of the state equation constraint to arrive at an evolution equation for density. 
Another class of low MACH number Projection schemes [I, 23, 24, 221 is based on a 
non-conservative formulation of the momentum equations, and a Projection based on zr 
rather than ptl. In these constructions, a divergence constraint on the velocity field is also 
formulated by differentiation of the state equation constraint using the material derivative 
operator, from whence a temperature derivative arises, and (34) is transformed by using 
(33): 

3, (ptr) = dim - div(pzi @J tr) - gradp 
1 

& T  = - (tr, gradT) + -div(agradT) 
PCP 

= - (zr, gradp) - p divu 
1 

divu = A d i v ( o r g r a d ~ ) .  
Tpcp 

It is important to acknowledge here the fact that, because of the differentiation of the origi- 
nal state-equation constraint on p, the resulting equations (5) with the divergence constraint 
are a weaker formulation than (3). Even though (5) has the same differential operator as 
(3), the constraint on divtr is intrisically weaker, i.e. results in a larger constraint submani- 
fold, than that on p. However, the main advantage is that one now has an explicit expres- 
sion for divti, which is needed in the requisite differentiation of the momentum equations 
necessary for formulating the pressure POISSON equation [I, 23, 24, 221. Practically, the 
equations are decoupled and the methods aim at solving hydrodynamic and mass conserva- 
tion equations for a given temperature while attempting to preserve the geometric invariant 
constituted by the constraint on divtr. This implicitly assumes that the equation of state is 
automatically enforced. Nevertheless, it has been reported [22] that, in the regions where 
the velocity is supposed to be divergence-free, such schemes might fail at satisfying this 
property. 

In general, it is well established that the splitting inherent in traditional Projection 
scheme approaches has consequences on the accuracy of computations [3] even in incom- 
pressible flow. These are typically remedied by clever choices of boundary conditions [13] 
or by algebraic splitting [12]. The additional differentiation of the equation of state al- 
gebraic constraints can potentially compound these diffi culties by projecting on constraint 
submanifolds larger than the submanifold corresponding to the state equation constraint 
induced by the initial governing equations (3). The present work pursues remedies for both 
of these diffi culties by focusing on the original coupled constrained PDE system, and pur- 
suing Half Explicit time integration strategies (HEM), rather than traditional fully-implicit 
constructions, for the resulting semidiscretized equations. 



3 A Non-Split Projection Strategy 

We propose an approach for solving the initial system (3) without prior differentiation and 
without operator splitting. 

3.1 Index 2 Differential Algebraic Equations 

Formally, a space-discretization leads to the substitution of functions depending on space 
and time variables by time only depending vector functions. More precisely, if R and [0, tf] 
respectively denote the geometric domain of interest and the relevant time interval, the 
functions: 

pzr : Q x  [0, t,,] -+ IRdimR 
T :  R x [ O , ~ , ~ ]  + IR 
p :  nx[o,t,] -+ IR (6) 

p :  Rx[O,t.,] --+ IR 
are substituted by the following: 

- 
pu: [O,tf] * IRNdimn 

i:: - [O,[f] + IRN 
P : 10, t.11 + JRN 
F :  [O,t.f] * IRN 

where N is the number of nodes of the grid. In this context, (3) implies that 

- - -  
(Vk € {I, ..., N } )  a t 4  = C(p, p21, T) 

a t v k  = D(P,i% 

where A, B, C and D are time-dependent polynomial functions of the vectorial unknowns 
N -  

depending on the space-discretization scheme. Finally, defining y as 6, pzi, T), this yields: 

or, with z = p, 



which is a set of differential-algebraic equations. For the sake of clarity, we recall here a 
few essential definitions; see for example [l  11 for a comprehensive discussion. 

Definition 3.1. Given n and m in IN*, f in CO(Rn+"', Rn)  and g in CO(Rn+"', R1'') (resp. 
C1 (IRn, IRtn)), the following system of equations with unknows y in C1 (R+, Rn)  and z in 
C) (R+ , IR"' ) : 

{ 
u' = f b , 4  
0 = gb,4 (resp.gQ (1 1) 

b0,zo) = OI(O),z(O)) 
is a differential-algebraic equation with differentiation index 1 (resp. 2) or DAEl (resp. 
DAE2). Given such a DAE2, the equation which arises when combining the differential 
equation with the derivative of the algebraic constraint is called the hidden constraint of the 
DAE2. 

Remark 3.1. Gathering the differential equation of a DAE2 along with its hidden constraint 

constitutes a DAEl. Integrating the latter instead of the former (index-reduction) is much 
easier. Although benevolent in some particular cases (e.g. incompressible fluids), this can 
lead to a drift-off from the proper submanifold Kerg, the kernel o f g  (cJ: [l 11). 

Indeed, (10) is an index 2 DAE, with a = N(dimQ+ 2) and m = N. Our aim is to solve 
it using a time integrator designed for DAE2 systems. 

3.2 Can the Pressure Be Associated with the Constraint? 

Since the pressure is usually associated with the divergence constraint, we now discuss the 
relevance of using the pressure as the algebraic variable along with the equation of state 
as the constraint. We illustrate this with a simpler model system that has an analytical 
solution and can be solved without differentiating the index 2 algebraic constraint while, 
nevertheless, retrieving an equation for the pressure. In this simplified case, we show that 
the pressure can be tied to the index 2 constraint which motivates a similar approach for 
the full low MACH number flow problem. Consider the following system: 



For the sake of brevity, and since this is not the main goal of this article, we only provide 
an existence result with a suboptimal hypothesis regarding the regularity of the right-hand 
side functions. The result could be made more general at the expense of a more detailed 
discussion. 

Proposition 3.1. I f  f l ,  f2 are l1 ftinctions, then (13) has a c1 solution ( c p l ,  cp2,p) given 
by: 

~ ( 4  = -&.h(t,  1 )  - f 1  ( t )  

~ l ( t )  = ( ~ l ~ + l ( f i ( s ) + p ( s ) ) d s  (14) 

cp2(t) = 1. 

In addition, this solution can be obtained without dzfferentiating the constraint. 

ProoJ: Assuming that p is a C' function, then cpl is also c1 and is given by: 

Now, the second differential equation implies that cp2 is also C' and 

Enforcing the constraint and the consistency of the initial conditions, it follows that 

whence 

( V t e E )  h ( t , l ) + c p ~ ( t ) = O .  

Finally, combining ( 1  8) with the fi rst equation of (13) yields 

In other words, Proposition 3.1 illustrates that the pressure can be viewed as a general- 
ized scalar LAGRANGE multiplier associated with the equation of state constraint. 



3.3 The Half-Explicit RUNGE-KUTTA Method 

The Half-Explicit s-stage Method (HEM), introduced by [lo] in order to integrate DAE2 
systems, can be stated as follows: 

where h E R;, yo and yl respectively denote the time-step and the two values of y at the 
beginning and the end of a step. 

According to [2], we will use the following coeffi cients in order to get order 4 time- 
accuracy for y with a s = 5 steps scheme: 

and 

thus 

3.4 An Equivalent Formulation of the Scheme 

Contrary to appearences, the implicitness of (20) does not involve the differential but the 
algebraic variable. In fact, a closer look at the scheme shows that, for i # 1, knowledge 
of Zi-l is required in order to compute f i .  Now, each YI. must satisfy the algebraic equation; 
thus there should be, at each stage, at least a degree of freedom allowing the enforcement 
of this constraint. In fact, precisely because nothing is imposed on Z ! ,  there is at each stage 
i # 1 one, and only one, such degree of freedom: the previous stage algebraic value, Zi-l. 
For the same reason, the only free parameter allowing compliance with the step algebraic 
constraint is not yl , but Zs. In fact, the implicitness is transfered from the differential to the 



algebraic stage values. This is why we propose to re-formulate (20), in such a way as to 
make it more convenient for implementation purposes. 

Proposition 3.2. Assumingg(yo) = 0 and Yl =yo, then (20) is equivalent to: 

' 4 = ~o+h$\ai+l,jf(if ,Z~) (V~E{~,.. ,S-I}) 
0 = g(X, fhai+l,if (Y;.,Zi)) (Vi € {l, . . ,~-1)) 

X+1 = X, + hai+l,i f (KIZi) (Vi E { I ,  .,,s- I}) 
JG = yO+h~; ,~b j f ( l ; ,~ j )  

0 = g(~s+hbsf(I.I,,Z.,)) 
i Yl = XF+hbSf(YS,ZS) 

ProoJ: It follows directly from (20) that, at each stage i E {I,  .., s- 1), Zi must be a solution 
of the following non-linear equation in the unknown z: 

and that Z, must be a solution of 

thus, (25) and (26) imply that 

which proves the suffi cient condition. 
Conversely, if (24) is satisfi ed, then so are (25) and (26), except for the case i = 1, corre- 
sponding to the initial consistency condition g(yo) = 0 which is true by hypothesis. 

Remark 3.2. This new formulation of the HEM scheme explicitly requires the consistency 
ofyo, but this condition is also present, albeit implicitly, in (20). 

3.5 Practical Implementation Issues 

Clearly, (24) involves the solution of s non-linear equations, one at each stage. These 
equations are not, in general, algebraically solvable and, therefore, iterative methods must 



be considered. In addition, solving (24) at any stage i using an exact1 NEWTON algorithm 
would require an evaluation of the derivative of qi(z) = g ( X , + h ~ i + ~ , ~  f (&,z)), given by: 

Evaluating $$i(z) at each stage can be computationally prohibitive. This is in particular 
the case with the numerical example proposed in this article and is likely to be the same 
for low MACH number flows. We therefore chose here to solve each of these non-linear 
equations using an approximate NEWTON method: $$(I) is approximated via a difference 
formula. 

Another practical issue is that of inconsistent initial conditions that can result in an 
ill-posed problem. Moreover, this can be numerically hidden, since the scheme might con- 
verge but produce meaningless results. Although only the differential variable of a DAE2 
seems to be initially constrained, this is also the case for the algebraic variable, because of 
the hidden constraint (12). Nevertheless, according to (24), g(yo +hazI f (yo,Z1)) = 0, thus 
zo is actually not used. Consequently, it is not necessary to provide a consistent zo prior to 
each step. In a sense, the consistency is automaticaly enforced by setting zo = Z1. In the 
case of an inconsistent yo, the only solution is to replace it by a projection on Kerg: either 
arbitrarily, in which case there is an infinite number of ways to proceed, or with respect to 
some direction, e.g. one which makes sense physically. 

4 Numerical Test: the Modifi ed KAPS Problem 

The Modifi ed KAPS Problem is a differential-algebraic system, with differentiation index 2, 
introduced in [4]. We briefly recall here the properties which make it a good test case 
for low MACH number reacting flow time-integrators. As it seems that no literature is 
available concerning the qualitative properties of its algebraic submanifold, we will also 
briefly discuss them. 

'at least theoretically, but not numerically. 

17 



4.1 Statement of the Problem 

The Modifi ed KAPS Problem (MK) is a DAE2 introduced in [4] as follows: given (a, E) E 
IR x IR:, solve the following system for y l ,  y;! and z: 

The eigenvalues of are 0 and -(2 + &-I), thus can be made as distant from each other 
as desired. In addition, a allows modification of the submanifold geometry. Moreover, 
MK has the following analytical solution: 

which is independent of both a and E. These features make MK an excellent test case for 
DAE2 schemes. 

4.2 The Constraints 

By definition, the index 2 submanifold Kerg depends solely on the parameter a E IR. For 
all a, yl = a implies g(yll y2) = 0 thus the parabola T : yl = 2 is a submanifold of Kerg; 
moreover, the analytical solution of MK belongs to T by inspection. In fact, the geometry 
of Kerg becomes increasingly complicated as la[ grows, but T is invariant: the numerical 
scheme must be capable of staying on it. Now, in order to compare our HEM implemen- 
tation with an index-reduction approach, let us examine the hidden constraint, and define 
d12 =yl -6 for convenience. Then, 

Proposition 4.1. The hidden constraint of MK is 

PivoJ: By applying (12) to the particular f and g induced by (29). 0 



Remark 4.1. In addition, given y, the analytical solution of the hidden constraint, when it 
exists, is given by: 

Alternatively, it is also convenient to see the algebraic constraint as a two-dimensional 
submanifold .!M of IR3, where the third coordinate is given by a, as illustrated in Figure 1. 

Figure 1. Sections of the constraint submanifold H c R ~ .  

4.3 Numerical Results 

Our HEM4 implementation for MK is now compared to both the analytical solution (30) 
and to an index-reduction with a local state space fonn ERK4 (irERK4), c$ [ l  11, based on 
inserting the index 1 constraint at each stage and at the end of each step of an ERK4 scheme. 
Practically, our irERK4 does not solve the equations (31) but directly uses (32), in order 
to estimate the drift-off per se by avoiding implicit solve failures. It should be noted that 
this advantage is artifi cal and would not be possible in the general case, since an explicit 
solution of the index 1 constraint would not be available. In contrast, the HEM4 scheme 
must solve the 5 non-linear equations of (M), by the means of a perturbed, or approximated, 
NEWTON solve. This requires in particular the provision of the initial guesses for the 



Zi. Considering the fact that HEM'S stage order is only unity (cJ: [lo]), we decided to 
extrapolate these guesses linearly from previous stage values, when available, as follows: 

Remark 4.2. Although Z1 (previous implicit solution) and zo (previous step value) are 
known when Z; is needed, they are both approximations of z(to); therefore, one cannot 
extrapolate in time from them. We simply set Z; = Z1, since zo is not necessarily consis- 
tent. 

Starting with the consistent yo = ( 1 , l )  and zo = 1, we highlight the most significant 
results. Figure 2 illustrates how, even with small time-steps and the simplest possible Kerg, 
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Figure 2. HEM4, irERK4 and exact solutions with a = 0, E = 1 
and, from left to right, h = 0.03, 0.06 and 0.15. 

irERK4 drifts away from Kerg while HEM4 remains stable. Figure 3 shows that, as the 
geometry of Kerg is made more complex, irERK4 diverges sooner; this is not related to the 
search for the submanifold, since irERK4 uses (32). On the other hand, HEM4 remains 



Figure 3. HEM4, irERK4 and exact solutions with h = 0.05, 
E = 1 and, from left to right, a = 0,4 and 9. 

on Kerg, as expected; moreover, it is largely insensitive to or (except for very large time- 
steps, where the index 2 projection fails). One could expect the differential operator to 
become stiffer as E --+ 0, thus making any explicit scheme unstable; this is what happens 
with irERK4 (Fig. 4). On the contrary, HEM4 remains stable2 even though its "differential 
part" is explicit. Contrary to what was expected, and for any E, MK is not stiff along T; but, 
because of the drift-off, irERK4 does not benefi t from this. 

Remark 4.3. The numerical tests also show that the number of NEWTON iterations needed 
to converge within the prescribed tolerance is generally less than 7, which indicates that 
the loss of second order convergence of the NEWTON iterations, because the & Q ~ ( z )  are 
approximate, is not an issue. 

5 Conclusions and Perspectives 

In this article, we have presented a new non-split projection strategy for low MACH num- 
ber flows that takes into account the intrisic index 2 differential algebraic formulation that 
results from semi-discretization of the governing equations. In addition, being one-step, 
this scheme can be easily combined to adaptive mesh refi nement. We have used a reduced 
model that has some of the characteristics of the semi-discretized low MACH number flow 

'until E reaches machine precision. 
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Figure 4. HEM4 irERK4 and exact solutions with a = 1, h = 
0.05 and, from left to right, E = f, 0.1 and 10-14. 

governing equations in order to illustrate analytically that the pressure can be viewed as 
a generalized LAGRANGE multiplier associated with the index 2 constraint constituted by 
the equation of state. We have therefore proposed to use in this context a one-step, multi- 
stage index 2 DAE scheme, HEM, for the numerical solution of low MACH number flow 
equations. Finally, we have numerically illustrated the approach and compared it to an 
index-reduction projection strategy with a test case allowing in particular for variable man- 
ifold complexity. Moreover, because of its inherent simplicity, porting it to more complex 
DAE2 systems such as3 low MACH number reacting flow can be confidently considered. 
For these reasons, we have decided to proceed accordingly, while exploring in parallel 
several related issues: 

5.1 Stiffness 

As indicated in Section 4.3, the Modifi ed KAPS Problem does not permit an assessment 
of HEM stability when the differential operator becomes stiff. Therefore, we propose to 
examine the behavior of the HEM scheme on a slightly modified version of the system by 

3 b ~ t  not restricted to. 



keeping the same g and z, but taking y in C1 (lR4, IR3) along with the following system: 

so that (30) remains valid and y3 (t) = t for all t in R+. This new problem is also a DAE2. 

5.2 Order inz 

In the case where Z, is used as an approximation of zl = z(to + h), then z is only fi rst-order 
accurate. Solving for zl the hidden (index 1) constraint: 

would provide a better approximation. Unfortunately, this approach seems unrealistic in 
our case, in particular with the "real" low MACH number approximation problem. An 
alternate approach is to approximate, for i E (1, ..., s- 11, the derivatives yl(xo +qh)  with 
a forward EULER method: 

y(xo + cih)' = y;.+1-& 

(ci+ 1 - ci)h 
then to use a polynomial extrapolation, through these s - 1 points, in order to obtain an 
approximation y{ of y(xo + h)' = y{ . Finally, solve 

for zl, e.g., with an approximate NEWTON method. 
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