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Abstract 

L 

Large-scale finite element analysis often requires the iterative solution of 
equations with many unknowns. Preconditioners based on domain decomposi- 
tion concepts have proven effective at accelerating the convergence of iterative 
methods like conjugate gradients for such problems. A study of two new do- 
main decomposition preconditioners is presented here. The first is based on a 
substructuring approach and can viewed as a primal counterpart of the dual- 
primal variant of the finite element tearing and interconnecting method called 
FETI-DP. The second uses an algebraic approach to construct a coarse prob- 
lem for a classic overlapping Schwarz method. The numerical properties of both 
preconditioners are shown to scale well with problem size. Although developed 
primarily for structural mechanics applications, the preconditioners are also 
useful for other problems types. Detailed descriptions of the two precondition- 
ers along with numerical results are included. 
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1 Introduction 

The purpose of this report is to  document an investigation of two new preconditioners 
based on domain decomposition concepts. This investigation was part of a three-year 
LDRD project funded jointly by the Engineering and Computer Sciences Research 
Foundations. Although development of the preconditioners was motivated largely by 
structural mechanics applications, the preconditioners are applicable to other problem 
types as well. 

Effective preconditioners are key to  the success of iterative methods like conjugate 
gradients when applied to  large-scale finite element analysis. For example, consider a 
simple elasticity problem in one dimension discretized with N elements. The condition 
number of the system of finite element equations varies with N2.  Consequently, it 
takes more and more conjugate gradient iterations to  solve the equations to a specified 
accuracy as the number of elements increases. The goal of a preconditioner is to keep 
the required number of iterations nearly independent of N at little additional cost. 

Preconditioners based on domain decomposition concepts have proven effective 
at accelerating the convergence of iterative methods when applied to finite element 
discretizations of partial differential equations. The advantages of these precondition- 
ers are particularly apparent in parallel computing environments with large numbers 
of processors. Two new domain decomposition preconditioners are presented in the 
following sections. The first is based on a substructuring approach and can be viewed 
as a primal counterpart of the dual-primal variant of the finite element tearing and 
interconnecting method called FETI-DP. Section 2 is an updated version of an earlier 
Sandia document (SAND2002-2724J) and will appear in SIAM Journal on Scientific 
Computing. A mathematical theory for this preconditioner now exists and appears in 
the journal Numerical Linear Algebra with Applications. The second preconditioner 
is described in Section 3 and uses an algebraic-based partition of unity to construct 
a coarse problem for a classic two-level overlapping Schwarz method. The numerical 
properties of both preconditioners are shown to scale well with problem size. 
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2 A Preconditioner for Substructuring Based on 
Constrained Energy Minimization 

Abstract 

A preconditioner for substructuring based on constrained energy minimiza- 
tion concepts is presented. The preconditioner is applicable to both structured 
and unstructured meshes and offers a straightforward approach for the itera- 
tive solution of second and fourth-order structural mechanics problems. The 
approach involves constraints associated with disjoint sets of nodes on sub- 
structure boundaries. These constraints provide the means for preconditioning 
at both the substructure and global levels. Numerical examples are presented 
which demonstrate the good performance of the method in terms of iterations, 
compute time, and condition numbers of the preconditioned equations. 

2.1 Introduction 

This study is focused on a preconditioner for the iterative solution of substructuring 
problems. The basic idea of substructuring is to decompose the domain of a finite 
element mesh into non-overlapping substructures 01,. . . , !2N such that each element 
is contained in exactly one substructure. In the direct method of substructuring [l], 
all degrees of freedom (dofs) not shared by two or more substructures are removed 
via static condensation. One then obtains a much smaller system of equations that 
only involves dofs on substructure boundaries. This smaller system is then solved by 
a direct method. 

Such an approach is effective for small to moderate sized problems, but it may 
be impractical for larger ones because the smaller system might still be too large for 
a direct method. An effective iterative approach for larger substructuring problems 
is balancing domain decomposition (BDD) [2]. BDD performs well for second-order 
problems in both two and three dimensions, but requires modifications to effectively 
address fourth-order problems like plates [3]. A related FETI method [4] also requires 
modifications for fourth-order problems [5]. The method presented here has many 
similarities with a dual-primal version of FETI [B] called FETI-DP, but important 
differences include: 1) the primary variables for iterative solution are displacements 
rather than Lagrange multipliers, 2) the coefficient matrix for the coarse problem is 
never indefinite, and 3) multilevel extensions for very large problems appear to  be 
more straightforward. 
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The method also has similarities with a Neumann-Neumann domain decompo- 
sition method for plate and shell problems [7]. If only corner constraints are used, 
then the substructure spaces, coarse space, and the substructure bilinear forms are 
identical. The difference is that the present method uses an additive rather than 
multiplicative coarse grid correction. Consequently, it is possible to use a different 
bilinear form on the coarse space resulting in a sparser matrix for the coarse problem. 
In addition, the present method is applicable to  3D problems and allows for more 
general types of constraints. 

Other preconditioners for substructuring exist, but most are only applicable to 
problems where the finite element mesh is a refinement of a previously existing coarser 
mesh [8]. Like BDD and FETI, the present method does not require a preexisting 
coarser mesh and is applicable to unstructured meshes. From a practical point of view, 
the preconditioner can be implemented using existing software for factoring sparse 
symmetric definite matrices. The formulation of the preconditioner is presented in 
the following section. Examples are presented in Section 2.5 which demonstrate its 
good numerical performance. A mathematical theory for the method is presented 
elsewhere [9]. 

2.2 Precondit ioner 

The discrete internal energy Ei of substructure Ri can be expressed as 

where Ki and ui are the stiffness matrix and degree of freedom (dof) vector of Ri. The 
superscript 5" in (1) and elsewhere denotes transpose. The matrix Ki is assumed to 
be either symmetric positive definite or symmetric positive semidefinite in this study. 
The substructure dof vector ui is related to the global dof vector u by the equation 

where each row of Ri contains exactly one nonzero entry of unity. The assembled 
finite element equations are expressed as 

K u =  f (3) 

where f is the global force vector and the assembled stiffness matrix K is given by 

N 
K = R T K ~ R ,  (4) 

i=l 
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Preconditioning at both the substructure and global levels is closely linked to 
solutions of constrained energy minimization problems. Let 4: denote the solution to 
the problem of minimizing Ei subject to the constraints 

where Ci is a constraint matrix and ej  is column j of the identity matrix. Each row 
of Ci is associated with a coarse dof common to two or more substructures. More 
details on the matrix Ci are presented later. Define 

= [ 0; . .  . $;c% ] (6) 

where n,i is the number of rows in Ci. It follows from Lagrange’s method for con- 
strained minimization that 

where hi is a matrix of Lagrange multipliers and I is the identity matrix. Let u& 
denote a vector of length n,i of coarse dofs for Ri. The vector u,i is related to the 
global vector of coarse dofs u, by 

where each row of RCi contains exactly one nonzero entry of unity. 

Let uIi denote a vector which contains all dofs in Ri that are not shared with any 
other substructures. In other words, u ~ i  contains all dofs internal to Ri. The vector 
uIi is related to ui by the equation 

where each row of RIi contains exactly one nonzero entry of unity. Note that the 
sparse matrices Ri, R,i and R I ~  are all used simply for bookkeeping purposes and 
never actually formed. 

Returning now to  the constraint matrices, each row of Ci is associated with a 
particular set of nodes on the boundary of Ri. These sets are classified as either 
corners or edges. Corners consist of single nodes and are chosen as follows. The first 
corner ciJ E Nij is chosen as a node shared by the largest number of substructures . .  

where Nij is the set of nodes shared by Ri and . .  Rj. The second corner ciJ E N:zj is 
chosen as a node with greatest distance from e;’. For problems in three dimensions, a 
third corner cy E Nij is chosen as a node for which the area of the triangle connecting 

. .  
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. .  
e;’, cy. and cy is maximized. If the angle between the line segments (cy,$) and 
($,e;’) is less than say 0.01 radians, then cy is no longer considered a corner. This 
approach is repeated for all i and j to  obtain the set of corners. Such an approach is 
nearly identical to one described by a colleague (see Acknowledgments) and used in 
the parallel structural dynamics code Salinas [lo]. Salinas was developed at Sandia 
National Laboratories and currently uses a FETI-DP implementation for its solver. 

Let Si denote the set of all nodes on the boundary of Ri excluding corners. The 
set Si is partitioned into disjoint subsets called edges via the following equivalence 
relation. Two nodes are related to  each other if the substructures containing the two 
nodes are identical. In other words, each node of Si is contained in exactly one edge, 
and all nodes of a given edge are contained in exactly the same set of substructures. 
Using all such edges can lead to a large number of rows in Ci for certain problems. 
Thus, it may be useful to consider only a single edge associated with each Nij. The 
edge l i j  C Nij associated with Nij in this study is one with the largest number of 
nodes. 

The sets of corners and edges for all substructures are collectively grouped into 
M = { M I , .  . . , MN,}. Contributions from the corners to M are always included in 
this study, but those from the edges may or may not. Let u i k  denote the dof in row 
k of ui. For the matrix Ci, the entry in column k of the row for component p of M j  
is given by 

(10) 
s i k  if E M j  and c ( U i k )  = p 

c i k j p  i o  otherwise 

where n ( U i k )  and C ( U i k )  are the node and component numbers of dof u i k  and p is an 
integer typically between 1 and 6. The scalar s i k  is the sum of all diagonal entries of 
the global stiffness matrix K associated with n(uik). The rows of Ci are then scaled 
so that the sum of entries in each row equals unity. 

In order to distribute residuals to  the substructures, it is necessary to define 
weights for each substructure dof. There are two cases to consider. If uik is not 
involved in any constraints, i.e. column k of Ci is zero, then the weight for u i k  is 
given by 

where sqk is the sum of all diagonal entries of the substructure stiffness matrix Ki 
associated with n(uik). Define the substructure coarse stiffness matrix Kci as 

W i k  = sik/si]c (11) 

Kci = @pQ!& (12) 

If there is a nonzero entry in column k of Ci, then define s$ as the sum of all diagonal 
entries of Kci associated with n(?&). The global counterpart, s&, is defined similarly 
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where diagonal entries of the global coarse st,iffness matrix K,, see (17) below, are 
used instead. In this case, the weight for uik is given by 

The weights Wik are used to form the diagonal substructure weight matrix Wi defined 
as 

Wi = diag(wil, . . . ,win,) (14) 
where ni is the number of rows in ui. 
partition of unity in the sense that 

The substructure weight matrices form a 

Given a residual vector r associated with the iterative solution of (3),  the precon- 
ditioned residual M-lr is obtained using the following algorithm. 

1. Calculate the coarse grid correction v1 

where 

2. Calculate the substructure correction v2 

where zi is obtained from the solution of 
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3. Calculate the static condensation correction 213: 

where 
7-1 = r - K(v1 + v2) 

4. Calculate the preconditioned residual: 

Residuals associated with dofs in substructure interiors are removed prior to  the first 
iteration via a static condensation correction. These residuals then remain zero for 
all subsequent iterations. 

The preconditioner M looks much like other two-level additive Schwarz precon- 
ditioners, but there is an important distinction. Notice that v1 is not a Galerkin or 
variational coarse grid correction. That is, w1 does not equal @(@TK@)- l@T~ for 
some interpolation matrix @. A Galerkin coarse grid correction could be used, but 
it leads to  more coupling in K, and increased complexity for code implementations. 
It is important to note from (17) that two coarse dofs are coupled in K, only if both 
dofs appear together in at least one substructure. There is greater coupling between 
dofs in the coarse problem for BDD than the present approach. This is true because 
coarse dofs associated with two different substructures can be coupled in BDD even if 
they are not directly adjacent to one another. We also note that Kc is always at least 
positive semidefinite. This is not the case for the coarse problem coefficient matrix 
of FETI-DP if an augmented coarse problem is used [6]. 

2.3 Implementation Details 

Notice from (7) and (20) the need to  solve indefinite systems of equations. In order 
to make use of existing sparse solvers for definite systems, it is useful to  consider the 
following partitions of the vectors zi and W&T. 

zi = [ ] , WzRzr = [ ;f ] 
zir 
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where the subscript c denotes dofs associated with corners and the subscript T denotes 
the complement. Equation (20) is then rewritten as 1 

where all subscript 2's are dropped for notational convenience. Solving (25) for z ,  and 
back substituting the result leads to  

The order of the reduced linear system (27) is only the number of edge constraints 
used in Ci. As such, it can be factored effectively using software from the LAPACK 
library [ 113. Provided the corner dofs remove any singularities, matrix vector products 
of the form K;'z can be obtained using a sparse matrix solver for definite systems 
of equations. 

2.4 Multilevel Extension 

The two-level preconditioner described in this section requires solutions of equations 
at both the local (substructure) and global (coarse problem) levels. Difficulties will 
arise for very large problems if either Kc or the coefficient matrix in (20) becomes too 
large for direct factorization. If Kc is too large, then one can apply the preconditioner 
recursively to obtain approximate solutions of (16). The primary reason for this option 
is made evident by comparing (4) and (17). Notice that the stiffness matrix Kc for 
the coarse problem is identical'in form to the stiffness matrix for the original problem. 
That is, both are obtained by assembling stiffness matrices of "elements". In the case 
of Kc, the substructure coarse stiffness matrices K& are assembled. Similarly, the 
node sets described earlier play the role of coarse nodes. Thus, one can construct a 
preconditioner Mc for Kc just like M is constructed for K .  Given a coarse problem 
residual T,, K;'rC in (16) can simply be replaced by MC-'rc. Such an approach has 
shown promising initial results and will be investigated further in another study. It 
is unclear if a similar option is available for the current formulation of FETI-DP, but 
some work has been done with approximate solution techniques for a related domain 
decomposition method [ 121. 

- 
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Figure 2.1. Mesh used for 2D scalability studies. In the 
figure h = 1/16 and H = l /2 .  

2.5 Numerical Examples 

The first set of examples demonstrat'es the numerical scalability of the preconditioner 
with respect to the number of substructures and the number of elements per sub- 
structure. Consider a plane stress problem for a square of unit length with all dofs 
on the left side constrained to zero. The domain is decomposed into (1/H)2 square 
substructures each containing ( H / / z ) ~  square quadrilateral elements (see Figure 2.1). 
Thus, the length of each substructure and element equals H and h, respectively. The 
elastic modulus is set to 30 x lo6 and Poisson's ratio to 0.3. Unit forces are applied 
to all nodes on the right edge of the mesh in the horizontal direction. Results for 
including different node sets in M are designated by C for corners only and CE for 
corners and edges. The number of equations in the coarse problem is denoted by N,. 

The number of preconditioned conjugate gradient iterations needed to achieve 
a relative residual tolerance llr112/11f112 of lop6 are shown in Table 2.1 for increas- 
ing numbers of substructures. Also shown in the table are condition number esti- 
mates obtained using the connection between conjugates gradients and the Lanczos 
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144 
256 
400 

Table 2.1. Iterations (iter), condition number estimates 
( K ) ,  and number of coarse problem equations (N,) for 2D 
problems with increasing numbers of substructures ( N )  and 
H l h  = 8. 

method [13]. The condition number estimates are for the preconditioned matrix 
M-1/2KM-1/2 (see (3) and (23)). The est.imates are lower bounds on the actual 
condition numbers and were obtained from the extrema1 eigenvalues of a tridiagonal 
matrix of dimension equal to the number of iterations. Notice that the number of 
iterations and condition number estimates grow very slowly as the number of sub- 
structures increases. Notice also that better performance is obtained if both corners 
and edges are included, but the size of the coarse problem is also larger. 

Results for a fixed number of substructures ( N  = 16) and increasing values of 
H / h  are shown in Table 2.2. Notice that the number of iterations and condition 
numbers grow slowly with the number of elements per substructure. Results for a 
plate bending problem with the same geometry, material properties, and a thickness 
of 0.01 are also shown in Tables 2.1 and 2.2. Results were obtained using discrete 
Kirchoff triangular elements with unit forces applied to  all nodes on the right edge of 
the mesh in the out of plane direction. Notice in the two tables that the same trends 
are apparent for both the plane stress (second-order) and plate bending (fourth-order) 
problems. 

To study the effects of material properties jumps, consider Figure 2.2 where the 
elastic modulus E = 1 and u = 0.3 throughout the square domain except in the center 
region [1/4,3/4] x [1/4,3/4] where E = F and u = 0.3. The boundary conditions 
are the same as the ones in the previous examples. Results for 16 substructures with 
H / h  = 6 are shown in Table 2.3 for different values of F. Results for an analogous 
Laplace equation problem with the same material property jumps are also reported. 
In Table 2.3 each substructure contains a single material. That is, the substruc- 
tures are aligned with material interfaces. Notice that the number of iterations and 
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Table 2.2. Iterations and condition number estimates for 
2D problems with 16 substructures ( H  = 1/4) and increasing 
numbers of elements per substructure. 

plane stress 

- 
H f h  

4 
8 
16 
32 
64 

- 

plate bending 

plane stress plate bending I Laplace equation 
C CE C CE I C CE 

14 5.3 

9.5 
22 12 13 

2.4 21 6.3 
3.4 25 8.8 
4.7 30 12 
6.1 34 15 

gi 18 

1.3 
3.6 
4.8 
6.1 

12 
13 
14 

Table 2.3. Iterations and condition number estimates for 
2D problems with material property jumps. The number 
of substructures is 16 ( H  = 1/4) and H / h  = 6. Material 
property jumps are aligned with substructure boundaries. 

CT 

10-3 

1 
lo2 
103 

iter 
13 
13 
13 
14 
14 

__ 

4.3 

CE -F 
2.3 

Laplace equation 
c 

iter 
9 
9 
10 
10 
10 

- K - 
2.4 
2.4 
2.6 
2.6 
2.6 

$ 
1.2 

condition numbers remain bounded independently of 0 for all three problem types. 

Results for the same mesh (h  = 1/24) with 9 substructures ( H  = 1/3) are shown in 
Table 2.4. Here the substructure boundaries do not align with the material interfaces. 
Notice for both the plate bending and Laplace equation problems that the number of 
iterations and condition numbers remain bounded independently of 0 whether or not 
edges are included in M .  In contrast, the condition numbers continue to  increase with 
larger values of 0 for the plane stress problems if only corners are used. Notice that 
the number of iterations increases by less than a factor of two when 0 increases from 
1 to  lo4 while there appears to  be a near linear relationship between the condition 
number and o for larger values of o. 

Similar results for three-dimensional problems are shown in Tables 2.5 through 
2.8 where fully-integrated 8-node hexahedral elements were used. Results from the 
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E = l  
v = 0.3 

Dlane stress 

E=CJ 
v = 0.3 

date bendin I Ladace equation 

Figure 2.2. 
problems with material property jumps. 

Geometry and boundary conditions for 2D 

cr 
lop3 

1 
10’ 
lo3 
lo4 

Table 2.4. Iterations and condition number estimates for 
2D problems with material property jumps. The number 
of substructures is 9 ( H  = 1/3) and H / h  = 8. Material 
property jumps are not aligned with substructure boundaries. 

C CE C C 
iter IC iter IC iter IC iter 
14 6.3e2 8 2.8 24 27 16 
14 66 8 2.7 24 15 16 
12 4.8 7 1.7 18 6.1 11 
17 27 10 2.1 19 5.9 13 
18 2.6e2 10 2.1 19 5.9 13 
18 2.5e3 11 2.1 20 5.9 13 

2 
IC 

5.2 
4.9 
2.5 
2.4 
2.4 
2.4 

C CE 
iter IC iter IC 

7 3.5 4 1.2 
8 3.4 4 1.2 
8 2.8 5 1.2 
8 2.4 6 1.2 
8 2.4 6 1.2 
8 2.4 6 1.2 
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Table 2.5. Iterations, condition number estimates, and 
number of coarse problem equations for 3D elasticity prob- 
lems with increasing numbers of substructures ( N )  and 
H l h  = 4. 

N 
64 

iter I K I N,  iter I 6 I N, 
27 I 18 I 288 9 I 2.2 I 1044 1 E.2; 1 31 I 19 1 870 1 1 ;:; 1 i::i 

1000 32 19 3618 2.1 19008 
32 19 1932 

present approach 
C CE 

( N ,  = 288) ( N ,  = 1044) 
H / h  iter K iter R 

4 27 18 9 2.2 
8 46 53 13 4.1 
12 61 96 15 5.6 
16 66 144 16 6.9 

Table 2.6. Iterations and condition number estimates for 
3D elasticity problems problems with 64 substructures ( H  = 
1/4) and increasing numbers of elements per substructure. 

FETI-DP (Salinas) 
C ACP 

iter iter 
29 9 
49 13 
65 15 
68 17 

( N ,  = 288) ( N ,  = 1368) 

FETI-DP implementation used in Salinas are also shown in Tables 2.6 through 2.8 
where the designation ACP means that an augmented coarse problem was used. The 
coefficient matrix for the augmented coarse problem of FETI-DP is indefinite. In 
contrast, the matrix K,  is positive definite for both cases C and CE. 

Results in Table 2.5 suggest that the preconditioner scales well with respect to  
the number of substructures for 3D problems. Results in Table 2.6 suggest that  much 
better scalability with respect to  the number of elements per substructure is obtained 
if both corners and edges are included. Likewise, better performance is observed 
for FETI-DP by including an augmented coarse problem. Results for problems with 
material property jumps are shown in Tables 2.7 and 2.8. In this case the entire 
domain has E = 1 and v = 0.3 except for the center region [1/4,3/4] x [1/4,3/4] x 
[1/4,3/4] where E = o and v = 0.3. If material property and substructure boundaries 
are aligned, then good performance is obtained whether or not edges are included as 
shown in Table 2.7. Results in Table 2.8 suggest that much better performance can 
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Table 2.7. Iterations and condition number estimates for 
3D elasticity problems with material property jumps. The 
number of substructures is 64 ( H  = 1/4) and H / h  = 6. Ma- 
terial property jumps are aligned with substructure bound- 
aries. 

present approach 
C CE 

( N ,  = 288) ( N ,  = 1044) 

FETI-DP (Salinas) 
C ACP 

( N ,  = 288) ( N ,  = 1368) 
0 

lo-’ 
10-2 

1 
10’ 
lo3 

Table 2.8. Iterations and condition number estimates for 
3D elasticity problems with material property jumps. The 
number of substructures is 27 ( H  = 1/3) and H / h  = 8. 
Material property jumps are not aligned with substructure 
boundaries. 

iter 6 iter K iter iter 
36 33 12 3.3 38 14 
37 33 12 3.3 38 14 
37 34 11 3.2 40 11 
39 37 12 2.7 42 12 
41 38 12 2.7 43 13 

present approach FETI-DP (Salinas) 

22 

C CE C ACP 

I 0 

1 
10’ 
lo3 
lo4 

iter K iter 6 iter iter 
37 156 11 5.3 40 31 
37 146 11 5.1 40 19 
31 48 10 3.1 32 11 
47 89 16 6.8 49 27 
74 7.0e2 18 10 76 51 
78 6.8e3 20 11 78 60 



Table 2.9. Results for 3D elasticity problems with H / h  = 
22. Each substructure is assigned to one processor and the 
designation CLIP is for the present approach. 

N 
64 

I Salinas CLIP I Salinas FETI-DP I 
iter I time (sec) iter I time(sec) 
52 I 86 58 I 94 

216 
512 
1000 

62 99 75 110 
65 118 77 126 
68 123 79 133 

be obtained by including both corners and edges when large material property jumps 
not aligned with substructure boundaries are present. Greater sensitivity to  material 
property jumps is apparent in Table 2.8 for FETI-DP with an augmented coarse 
problem (ACP) compared to  CE of the present approach. Although not shown, 
preliminary results obtained by suitable scaling of the augmented coarse problem 
constraint equations removed much of the sensitivity of FETI-DP results for this 
problem. 

Results for much larger 3D elasticity problems with H / h  = 22 and a relative 
residual tolerance of are shown in Table 2.9. The problems were run on the 
Department of Energy’s Accelerated Strategic Computing Initiative option Q super- 
computer. The 1000 substructure problem has over 32 million dofs. Notice that the 
numbers of iterations and compute times for a Salinas implementation of the present 
approach, designated CLIP, are comparable to those for the FETI-DP implementa- 
tion. The results in Tables 2.9-2.11 are for using corner constraints only. In this case, 
the primary computational and memory requirements are very similar for CLIP and 
FETI-DP. In particular, both require factorizations of the matrices Kc, Rl&RE, and 
K,, (see (17), (21), (26)). Thus, large performance differences are not expected. 

The final two examples are for unstructured meshes. One is for the diffraction 
grating model shown in Figure 2.3 and described in [6]. This model consists of 35328 
eight-node hexahedral elements, 40329 nodes, and a single material with u = 0.17. All 
dofs of six selected nodes are constrained and unit loads are applied to each node in the 
vertical direction. The second example is for the joint leg model shown in Figure 2.4. 
This model consists of 269852 ten-node tetrahedral elements, 374281 nodes, and a 
single material with u = 0.3. All dofs of nodes on the bottom surface are constrained 
and each node is subjected to  a unit load in the vertical direction. For both examples 
the relative residual tolerance is lop6. Mesh decompositions into substructures were 
obtained using a code based on the graph partitioning software Chaco [14]. Results 
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Figure 2.3. 
node hexahedral elements and 40329 nodes. 

Diffraction grating model with 35328 eight- 

for these two problems are shown in Tables 2.10 and 2.11. Although the numbers 
of iterations are generally larger than those for the structured meshes, they remain 
quite reasonable. Comparable performance of the present approach and FETI-DP is 
evident for these two problems. 

2.6 Conclusions 

The results of this study are encouraging. The preconditioner has the attractive fea- 
ture of exploiting the good numerical stability and efficiency of existing sparse solvers 
for symmetric definite matrices. The preconditioner was observed to  have very good 
numerical scalability with respect to the number of substructures in structured mesh 
studies. Good scalability with respect to  the number of elements per substructure 
was also observed, but three-dimensional second-order problems required that both 
corners and edges be included in the constraints. These observations are consistent 
with those for other approaches like FETI-DP [6] and Schur complement methods 
[8]. The performance of the preconditioner was observed to  be fairly insensitive to 
large material property jumps provided the material interfaces were aligned with 
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. 

Figure 2.4. Joint leg model with 269852 ten-node tetrahe- 
dral elements and 374281 nodes. 

Table 2.10. Results for diffraction grating model. 

Salinas CLIP 

198 
504 
1008 
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Table 2.11. Results for joint leg model. 

Salinas CLIP Salinas FETI-DP 
N 
120 
140 62 16 3381 66 14 341 1 

201 I 62 I i: I 4662 I 66 1 i: 1 250 57 5886 60 1 
iter I time (sec) I N ,  iter I time (sec) I N,  
70 I 21 I 2745 74 I 20 I 2760 

substructure boundaries. Results for second-order problems suggest that better per- 
formance is obtained by including both corners and edges when such alignment does 
not occur. Results from more realistic unstructured meshes demonstrated that the 
preconditioner is competitive with an existing approach. 

Some remaining issues need to  be addressed for improvement. First, it would 
be useful to  have an effective method for selecting additional corners and edges to  
improve performance for very poorly conditioned problems. Second, the performance 
of the multilevel extension should be investigated further. Recall that the multilevel 
extension is obtained by recursive application of the preconditioner to  coarse problem 
stiffness matrices. Such an extension would be beneficial for problems with very 
large numbers of substructures. Third, it would be useful to extend the method 
to preconditioning of mixed formulations of elasticity. Such an extension would be 
useful for elasticity problems with nearly incompressible materials or for related Stokes 
problems. 
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3 An Algebraic Coarse Space for Domain 
Decomposition Methods 

Abstract 

An algebraic coarse space for domain decomposition methods is presented. 
The space is constructed using a partition of unity that is based on solutions of 
problems local to each subdomain. Unique to the method is the construction of 
the partition and the treatment of rotational degrees of freedom for fourth-order 
plate and shell problems. The coarse space is used in the formation of a two-level 
overlapping Schwarz preconditioner. Numerical examples demonstrate good 
performance of the preconditioner independent of the number of subdomains 
and the number of elements per subdomain provided the overlap is proportional 
to subdomain size. 

3.1 Introduction 

The primary motivation for this study is the need for simple and effective coarse 
problems in two-level domain decomposition preconditioners [I]. Without an effective 
coarse problem, the number of iterations needed to approximately solve a system of 
equations may grow as the number of subdomains increases. Sometimes an auxiliary 
coarse finite element mesh can be used to  provide a coarse problem. Often, however, 
this is not possible and one must appeal to an alternative “algebraic” approach. Some 
possible options in this regard include smoothed aggregation [2, 31, balancing domain 
decomposition [4], and partition of unity [5] approaches. 

Of the approaches mentioned above, the proposed one is most closely related 
to [5]. Like the cited approach, the coarse space is obtained using a partition of 
unity. The distinguishing features of the present work are the algebraic construction 
of the partition and the treatment of rotational degrees of freedom for fourth-order 
plate and shell problems. Recall for a one-level overlapping Schwarz preconditioner 
the requirement to solve, either exactly or approximately, a series of problems local 
t o  each subdomain. Solutions of these problems are then combined, either in an 
additive or multiplicative manner, t o  construct the preconditioner. The same types 
of calculations needed for solutions of the subdomain problems are used here in the 
construction of the partition of unity. Thus, one is able to  take advantage of existing 
solution methods for the Schwarz preconditioner to construct the coarse space. 

For smoothed aggregation approaches, one starts with a tentative prolongator 
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matrix p whose columns span the null space of the system operator. The final 
prolongator P is then obtained via a smoothing process that reduces the energy 
associated with each column of p .  This smoothing process typically leads to more 
nonzeros in P than k and requires matrix norm estimates. For the present approach, 
a similar reduction in energy is obtained directly by multiplying tentative prolongator 
like quantities by a partition of unity. A large part of the present approach can be 
viewed simply as an algebraic method for constructing a “smooth” partition of unity. 
Compared with the coarse space for balancing domain decomposition, the present one 
leads to fewer nonzeros in the coarse problem matrix. 

The method is described in the following section. Corrections to the coarse space 
needed for fourth-order structural mechanics problems are also described. Numerical 
examples are provided in the third section where the coarse space is used in a two-level 
overlapping Schwarz preconditioner. The examples demonstrate the good numerical 
properties of the preconditioner. 

3.2 Coarse Space 

To begin, consider a non-overlapping decomposition of a finite element mesh into 
subdomains al l .  . . , RN such that each element is contained in exactly one subdomain. 
Overlapping subdomain Rf is obtained by including the p rows of elements directly 
adjacent to  Ri. That is, Ri contains all elements with at least one node in Ri. 
Likewise, R: contains all elements with at least one node in a:, and so on. A degree 
of freedom is in the set Sr if at least one element in Rp contains this dof. The 
boundary set sr consists of all dofs in Sr’l that are not in S:. The subdomain dof 
vector ui contains all dofs in Sr and can be expressed in terms of the global dof vector 
u by the equation 

where each row of Ri has exactly one nonzero entry of unity. Similarly, the stiffness 
matrix associated with Rp is expressed as 

ui = R ~ u  (1) 

where A is the stiffness matrix for the entire problem and superscript T denotes matrix 
transpose. It is assumed in t’his study that A is symmetric and positive definite. Recall 
for a one-level, additive Schwarz preconditioner [ 13 that the preconditioned residual 
S ( T )  can be expressed as 

N 

S ( T )  = R’MLIRi~ ( 3 )  
i= 1 
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where r is the residual and MF'Rir is either an exact or approximate solution of the 
equation Aixi = Rir. For example, the action of MF' on a vector could be obtained 
using a multigrid preconditioner, an incomplete factorization, or a sparse approximate 
inverse. Attention is restricted in this study to the case where Ad;' equals A i l .  

The coarse space approximation of u is expressed in terms of a sum over all 
overlapping subdomains by the equation 

N 
u, = R T @ z C z  

i = l  
(4) 

where @i is a subdomain interpolation matrix and ci is a vector of coarse dofs for fly. 

An outline of the overall process to  obtain @i is now given. To begin, a matrix Fi 
is constructed based on the nodal coordinates of dofs in ui. The goal here is for the 
colunins of Fi to provide a force basis to  generate a low-energy displacement basis 
represented by the matrix !Ifi. An approximate inverse of Ai is obtained from !Ifi and 
its diagonal entries are used to construct the partition of unity. The partition of unity 
is then used to construct @i by scaling the null space of the differential operator. In 
the case of plate bending and shell problems, the quality of is improved using 
a simple procedure. Finally, a correction based on energy minimization concepts is 
made to Qi. 

where there is a one-to-one correspondence between the rows of fi and ui. Recall that 
t.he columns of Fi provide a force basis used to  generate a low-energy displacement 
basis. The columns of F. can be chosen in several different ways. One option is to  
use the eigenvectors associated with the smallest of eigenvalues of Ai. Another option 
is to associate each column of Fi with a simple loading condition such as a spatially 
varying body force. In order,to avoid the potential cost of the first option and the 
bookkeeping requirements of the second, the following procedure is adopted. Let 
denote the spatial coordinate in direction rn of the node associated with row j of u. 
For scalar problems like the Laplace equation, the entry in row j and column k of F 
is given by 

(6) Fj,k = Zj,k- l  

for k = 1,. . . , d + 1 where d is the spatial dimension and d l 0  = 1. In the case of 
elasticity and 3D shell problems, 
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for k = 1,. . . , d + 1 and m = 1,. . . , d. The scalar 6jl” = 1 if the dof associated with 
row j of u is in direction m and 6J>m = 0 otherwise. For 2D plate problems with three 
dofs per node, m varies from 1 to 3. The matrix Fi is given by 

The total potential energy of Rg is defined as 

Substitution of ( 5 )  into (9) and minimization of Wi with respect to ui leads to 

Aiui = Fici (10) 

An approximate solution of (10) consistent with the Schwarz preconditioner is given 
by 

ui = QiCi (11) 

Note if an exact factorization of Ai is available, then an efficient and more direct 
route to constructing Qi is to simply use a subset of the eigenvectors associated with 
the smallest eigenvalues of the eigenproblem AiQi = GiQJ where Gi is the mass 
matrix, if available, or the identity matrix. In this case, the matrix Fi need not be 
constructed at all. 

If fi is no longer constrained by (5) and Wi is minimized subject to the constraint 
(ll), one then obtains 

ui Bi fi (13) 

If for some reason QTAiQi is singular, e.g. columns of Qi may be linearly dependent 
for very small subdomains, then its inverse can be replaced in practice by a pseudo- 
inverse since the matrix dimensions are small. The matrix Bi can be viewed as an 
approximate inverse of Ai since BiFi = Ai’Fi if ML1 = Ai’. 

Define 
1 T  Pi = diag(Bi)(RiB- Ri ) 

where 
N 

B = Rrdiag(Bi)Ri 
i=l 
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One can confirm that PI,. . . , PN forms a partition of unity. That is, 
N 

R'P~R~ = I 
i=l 

where I is the identity matrix. 

Given a particular problem type such as linear elasticity, the columns of the null 
space matrix Ne span the associated null space of A in the absence of any Dirichlet 
boundary conditions. For the scalar Laplace equation, Ne is a vector of the same 
length as u with all its entries equal to unity. For 3D elasticity problems that may 
include shell elements, the entries in row j of Ne are given by 

(18) N," = d j T C j  

where the 6 by 1 vector dJ has a single nonzero entry of unity in the row corresponding 
to the local dof number associated with row j of u and 

For example, djT = [0 1 0  0 001 if the dof associated with row j of u is a translation 
in the 2-direction. Similarly, djT = [ O O O O O l ]  if the dof associated with row j of 
u is a rotation about the 3-direction. The matrix Ne for plate bending problems is 
constructed in a similar manner, but details are omitted here for brevity. 

Let XT denote the average coordinate in direction m associated with all dofs in 
ui. The subdomain interpolation matrix ai is obtained by scaling Ne by the partition 
of unity according to  

where Ci equals Cj in (19) with -xT replacing xjlrn. The primary reason for including 
Ci in (20) is so that the average translation associated with columns 4 through 6 of @i 

is zero. One can confirm that the standard zero energy modes for the unconstrained 
global system can be represented exactly by (4). In particular, 

@i = PiRiNeCi (20) 

N 

Ne = RT@iCi 

where Ci equals Cj in (19) with xT replacing xjim 

i=l 

The quality of the matrix @i can be improved using energy minimization concepts. 
To this end, let 

@i = R L Q ~ Z  + R$@if (22) 
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L 

where each row of Ri, and Rif has exactly one nonzero entry of unity. The subscripts 
x and f in (22) refer to  fixed and free dofs, respectively. Let d t  denote the dof in row 
k of ui. Row k of Rz is nonzero either if d t  E S,” only for j = i or df E s3p for at 
least one j If i .  In words, this means that either 0: is the only subdomain containing 
d t  or that dk is on the boundary of at least one other subdomain. Define the energy 
associated with the matrix @i as 

where trace denotes the sum of diagonal entries. Substitution of (22) into (23) and 
minimization of Ei with respect to  the entries of @if leads to  

(24) T -1 @if = -(RifAiRif) RifAiRE(Pi, 

In this study, @if is calculated using (24) and @i is then updated according to (22). 
A similar procedure is used in [5] where @if is the harmonic extension of ai,. The 
energy of the updated ai, as measured by Ei, will always be less than or equal to  
that of the unmodified Qi. Note that correct use of (24) requires the exact solution 
of a sparse system of equations of dimension typically much less than that of Ai. If 
an approximate solution is used instead, then it may not be possible to faithfully 
represent any column of Ne by (4) without additional corrections. 

For elasticity problems without rotational dofs or for scalar problems like the 
Laplace equation, the procedure just described to  obtain @ p i  does not need to be 
modified. Unfortunately, for problems with rotational dofs, the energy associated 
with the columns of is too large. To help understand why this is the case, note 
that all rotational dofs are constrained to zero in the first three columns of ai. A 
state of deformation with nonzero values for the translational dofs and zero values 
for all rotational dofs can have very high energy. In order to  address this issue, let 

where uit and uir contain translational and rotational dofs, respectively. Each row of 
Rit and Ri, has exactly one nonzero entry of unity. Minimization of the energy term 
u T A ~ u ~  subject to  the constraint uit = RitQici leads to the modified interpolation 
matrix 

6i = RzRit@i + RZ@ir (26) 

Note that the rows of Qi associated with translational dofs remain unchanged while 
those associated with rotational dofs are modified to  minimize energy. Note also that 
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the exact solution implied by (27) can be replaced by an approximate one. Because 
Qi has been modified, it is now necessary to make corrections so that all rigid body 
modes of the unconstrained global system can be represented exactly by u,. Details 
are provided below for problems with 3D shells. A similar procedure applies to 2D 
plate bending problems. 

With reference to  (21), define 

N 

Ne = CRF6iC, 
i=l 

Ideally, Ne = Ne but this will not be the case for rows of Ne corresponding to  
rotational dofs. In order to address this issue, columns 1 through 3 of 6i are modified 
first according to 

The final three columns of Ne are then calculated using (28) and the final three 
columns of 6i modified according to (29). This two-step procedure is motivated by 
the block triangular structure of Ci and ensures that Ne = Ne. The procedure to  
calculate the subdomain interpolation matrix ai is summarized below. 

6i +- 6i + Pi(Ne - Ne)  (29) 

1. Depending on the problem type, determine the entries in the matrix F using 
either (6) or (7). 

2. Calculate Fi, XPi and Bi using ( 8 ) ,  (12), and (14). 

3. Calculate the partition of unity matrix Pi according to  (15) and determine the 
null space matrix Ne (see (18) and surrounding discussion). 

4. Calculate @i using (20). For plate bending and shell problems, modify < P i  ac- 
cording to (29). 

5. Calculate @if using (24) and update @i according to (22). 

Step 5 can be omitted if direct solvers are to  be avoided altogether. 

The primary differences between the procedure just described and that of [5] 
are now discussed. First, the partition of unity is constructed in this study using 
either approximate or exact solutions of local subdomain problems. In contrast, the 
approach of [5] uses a simpler approach based on the layer of neighboring nodes in 
which a particular dof appears. Although simpler and easier to implement, such an 
approach does not account for the size or shape of the elements in the mesh. The 
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approach of [5] also involves a method to  modify the partition to  have a controlled 
decay to  zero near the constrained boundary. A similar modification could improve 
the coarse space for the present approach, but was avoided to simplify implementation 
on a parallel computer. A final difference is that guidance is not provided in [5] on 
constructing the coarse space for plate and shell problems. 

The final part of this section describes the two-level Schwarz preconditioner used 
in the numerical examples. With reference to (4), let 

where 
c =  [ C T  . .  

Substitution of (30) in (4) leads to 

The coarse problem correction for a residual T is given by 

Given a residual T ,  the preconditioned residual Z ( T )  for a two-level Schwarz method 
with multiplicative coarse problem correction and additive subdomain correction is 
obtained as follows: 

1. Calculate ~ ( r )  from (34) and set TI  = T - Ac(r) .  

2. Calculate S ( T ~ )  from (3) and set r2 = r1 - As(r1) 

3. Calculate c(r2) from (34) and set Z ( T )  = C ( T )  + s(~1) + c ( ~ 2 )  

Additive and approximate coarse problem corrections are also possible, but are not 
investigated here. Note after the first iteration of conjugate gradients that c(r )  = 0 
in Step 1 since all subsequent residuals are orthogonal to QT. 
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Table 3.1. Iterations (iter) and condition number estimates 
( K )  for 2D problems with increasing numbers of subdomains 
( N )  for H / h  = 8. The overlap parameter p has a k e d  value 
of 1. The number of equations in the coarse problems for the 
plane stress, plate bending, and Laplace equation problems 
equals 3 N ,  3 N ,  and N ,  respectively. 

N 
16 
64 
144 
256 
400 

plane stress plate bending Laplace equation 
iter 6 iter 6 iter 6 

15 5.0 38 27 13 4.7 
16 5.0 43 30 14 4.7 
16 5.0 47 32 14 4.7 
16 5.0 50 33 14 4.7 
16 4.9 51 33 14 4.7 

3.3 Numerical Examples 

The first set of examples demonstrates the numerical scalability of the preconditioner 
with respect to the number of subdomains and the number of elements per subdomain. 
Consider a plane stress problem for a square of unit length with all dofs on the left side 
constrained to zero (see Figure 2.1). The domain is decomposed into ( 1 / H ) 2  square 
subdomains each containing ( H / h ) 2  square 4-node quadrilateral elements. Thus, the 
length of each subdomain and element equals H and h, respectively. The elastic 
modulus E is set to  30 x lo6 and Poisson’s ratio v to 0.3. Unit forces are applied 
to all nodes on the right edge of the mesh in the horizontal direction. Results are 
also presented for analogous plate bending and Laplace equation problems. For the 
plate bending problems, discrete Kirchoff triangular elements of thickness 0.01 are 
used with unit forces applied to  all nodes on the right edge of the mesh in the out of 
plane direction. 

The number of preconditioned conjugate gradient iterations needed to  achieve 
a relative residual tolerance of lop6 are shown in Table 3.1 for increasing numbers 
of subdomains. Also shown in the table are condition number estimates obtained 
using the connection between conjugates gradients and the Lanczos method [6]. The 
estimates are lower bounds on the actual condition numbers and were obtained from 
the extrema1 eigenvalues of a tridiagonal matrix of dimension equal to  the number 
of iterations. Notice that the number of iterations and condition number estimates 
remain nearly constant as the number of subdomains increases. 

Results for a fixed number of subdomains ( N  = 16) and increasing values of H / h  
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Table 3.2. Iterations, condition number estimates, and 
minimum (emin) and maximum (e,,) eigenvalues of the 
coarse problem stiffness matrix for 2D problems with 16 sub- 
domains ( H  = 1/4) and increasing numbers of elements per 
subdomain. The overlap is given by p = ( H / h ) / 4  - 1. 

I I plane stress I plate bending I Laplace equation I - 
H / h  I iter I IC I emin I emax I iter I IC I emin I emax iter I IC I emin I emax 

8 I 18 I 7.1 I 4.6e5 I 2.2e8 I 52 I 2.2e2 I 2.6 I 4.9e4 14 I 7.2 I 1.2e7 I 2.9e8 
16 18 7.2 4.6e5 2.3e8 57 2.3e2 2.8 5.6e4 15 7.4 1.2e7 3.0e8 
32 18 7.2 4.6e5 2.3e8 59 2.3e2 2.9 5.8e4 15 7.5 1.2e7 3.0e8 
64 19 7.2 4.6e5 2.3e8 60 2.3e2 2.9 5.8e4 15 7.6 1.2e7 3.0e8 

are shown in Table 3.2. In this case, the coarse dofs of the four leftmost subdomains 
are all constrained to zero. Without these constraints the numbers of iterations and 
condition numbers are lower, but the insensitivity of the quantities in Table 3.2 to  
the ratio H / h  is less clear. Also shown in the table are the minimum and maximum 
eigenvalues of the coarse problem st,iffness matrix <PTA<P. Notice for all three problem 
types that the number of iterations, condition numbers, and eigenvalues all remain 
nearly constant provided the overlap parameter p is proportional to  H / h .  

To study the effects of material properties jumps, consider a problem where the 
elastic modulus E = 1 and v = 0.3 throughout the entire square domain except in 
the center region [1/4,3/4] x [1/4,3/4] where E = 0 and v = 0.3. The boundary 
conditions are the same as in the previous examples. Results for 16 subdomains 
with H / h  = 6 are shown in Table 3.3 for different values of 0. In Table 3.3 each 
subdomain contains a single material. That is, the subdomains are aligned with 
material interfaces. Notice that the number of iterations and condition numbers do 
not change significantly with c for all three problem types. Results for the same 
mesh (h  = 1/24) with 9 subdomains ( H  = 1/3) are shown in Table 3.4. Here the 
subdomain boundaries do not align with the material interfaces. Although the results 
are not as good as those in Table 3.3, the numbers of iterations are not significantly 
larger. 

Similar results for 3D problems are shown in Tables 3.5-3.8 where fully-integrated 
8-node hexahedral elements were used. Results in Table 3.5 suggest that the pre- 
conditioner scales well with respect to the number of subdomains for 3D problems. 
Similarly, good scalability with respect to  the number of elements per subdomain is 
apparent in Table 3.6. For Tables 3.7 and 3.8 the entire cube domain has E = 1 and 
v = 0.3 except for a centered cube region of dimension 1/2 where E = c and v = 0.3. 
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plane stress plate bending 
c iter K iter r; 

lo-' 13 4.0 27 9.6 
13 4.0 26 9.0 

1 13 3.8 26 9.6 
lo2 14 4.0 27 10.8 
lo3 15 4.0 29 10.9 

Table 3.3. Iterations and condition number estimates for 
2D problems with material property jumps. The number 
of subdomains is 16 ( H  = 1/4) and H / h  = 6. Material 
property jumps are aligned with subdomain boundaries and 
the overlap p is fixed at 1. 

Laplace equation 
iter K 

12 3.5 
12 3.5 
11 3.6 
13 4.0 
15 4.0 

Table 3.4. Iterations and condition number estimates for 
2D problems with material property jumps. The number of 
subdomains is 9 ( H  = 1/3) and H / h  = 8. Material property 
jumps are not aligned with subdomain boundaries and 
overlap p is fixed at 1. 

I I d a n e  stress 1 plate bending I Laplace equation 
(T I iter I K I iter I r; I iter I I(, 

I 13 1 4.8 I 31 I 22 1 11 1 4.0 

1 
102 
io3 
io4 
105 

14 
15 
20 
22 
23 
24 

4.8 
4.7 
12 
22 
27 
27 

32 
34 
49 
60 
65' 
76 

22 
25 

1.9e2 
8.5e2 
2.Oe3 
2.4e3 

12 
13 
17 
17 

I 19 

4.0 
4.7 
14 
15 
25 
25 

the 

i 
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Table 3.5. Iterations and condition number estimates 
for 3D problems with increasing numbers of subdomains for 
H / h  = 4. The overlap parameter p has a fixed value of 
1. The number of equations in the coarse problems for the 
elasticity and Laplace equation problems equals 6 N  and N ,  
respectively. 

elasticity 

64 21 I 8.6 
N iter I K 

Laplace equation 

17 I 7.1 
iter I K 

Table 3.6. Iterations, condition number estimates, and 
minimum and maximum eigenvalues of the coarse problem 
stiffness matrix for 3D problems with 64 subdomains and 
increasing numbers of elements per subdomain. The overlap 
is given by p = ( H / h ) / 4  - 1. 

elasticity Laplace equation 
emax 

7.9e6 
8.le6 

As with the 2D examples, good performance is obtained for both 3D examples with 
material property jumps. 

Results for much hrger 3D elasticity problems with H / h  = 22 and a relative 
residual tolerance of are shown in Table 3.9. The problems were run on the 
Department of Energy’s Accelerated Strategic Computing Initiative option Q super- 
computer. The 1000 subdomain problem has over 32 million dofs and was analyzed 
using the parallel structural dynamics code Salinas [7]. Results were obtained using 
Salinas implementations of the present approach with p = 0, a primal substructuring 
approach (CLIP) [8, 91, and FETI-DP [lo]. Notice that the numbers of iterations 
and compute times for a Salinas implementation of the present approach, designated 
CLASP, are competitive with those for the CLIP and FETI-DP implementations. 
The results in the table for CLIP and FETI-DP are for using corner constraints only. 
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Table 3.7. Iterations and condition number estimates for 
3D problems with material property jumps. The number of 
subdomains is 64 and H / h  = 6. Material property jumps are 
aligned with subdomain boundaries and the overlap p is fixed 
at 1. 

103 

105 

elasticity 

~ 

Laplace equation 
iter I K, 

I 

17 I 6.6 
17 
17 
21 
23 
27 
30 
32 - 

6.6 
6.6 
13 
16 
24 
35 
44 

Table 3.8. Iterations and condition number estimates for 
3D problems with material property jumps. The number of 
subdomains is 27 and H / h  = 8. Material property jumps are 
not aligned with subdomain boundaries and the overlap p is 
fixed at  1. 

elasticitv I LaDlace euuation 
iter 
21 
21 
22 
31 
35 
37 
39 
40 

- 

- 

9.5 
9.8 
38 
54 
70 
76 
77 - 

18 
19 
28 
30 
31 
32 
32 - 

K, 

8.8 
8.7 
9.2 
46 
57 
59 
59 
59 
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N 
64 

Table 3.9. Iterations and times in seconds for 3D elasticity 
problems with H l h  = 22. Each subdomain is assigned to 
one processor and the designation CLASP is for the present 
approach. 

iter I time iter I time iter I time 
29 I 40 52 I 86 58 1 94 

I Salinas CLASP I Salinas CLIP I Salinas FETI-DP I 

216 
512 
1000 

30 43 62 99 75 110 
31 55 65 118 77 126 
31 62 68 123 79 133 

Table 3.10. Results for 2D unstructured mesh problems 
shown in Figure 3.1. The overlap p was set to the integer 
nearest to dKi /4  - 1 where Nelem is the number of ele- 
ments in the mesh. 

7.8 7.2 
8.5 
11 

A possible explanation for the smaller number of iterations required by CLASP is that 
a multiplicative coarse problem correction is used rather than an additive one. The 
primary reason for the significant reduction in time is that one fewer factorization of 
a large sparse matrix is required by the present approach. 

The final example deals with the unstructured meshes shown in Figure 3.1 of a 
square domain with three circular cutouts. The mesh decompositions into 16 sub- 
domains were obtained using a code based on the graph partitioning software Chaco 
[ll]. The boundary conditions are the same as those for the previous 2D examples. 
Results for plane stress and Laplace equation problems solved t<o a relative residual 
tolerance of lop6 are shown in Table 3.10. In order to simplify communications for 
parallel programming, if any dof of S: - Sf is contained in at least one Sy for which 
Ri and Rj are not originally adjacent, then this dof is removed from S:. Although 
the results shown are not as impressive as the ones in Table 3.2, they do show that 
very good results can be obtained for unstructured meshes. 
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Figure 3.1. Finite element 
final example. 

meshes and subdomains for 
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3.4 Conclusions 

A new algebraic coarse space for domain decomposition methods was presented. An 
attractive feature of the coarse space is that it can be constructed using solution 
techniques for one-level preconditioners. Thus, one has the ability to construct a 
two-level method from a one-level method at little additional cost. The coarse space 
was used in the formation of a two-level overlapping Schwarz preconditioner and 
applied to some example problems. Results from numerical studies suggest that the 
preconditioner scales well both with respect to the number of subdomains and the 
number of elements per subdomain. Results for a large-scale benchmark problem 
also show that the method is competitive with other solution methods. Good results 
were obtained for example problems with material property jumps whether or not 
the jumps were aligned with subdomain boundaries. 
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