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United States Government. Neither the United States Government nor any agency
thereof, nor any of their employees makes any warranty, express or implied, or assumes
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agency thereof. The views and opinions of authors expressed herein do not necessarily
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Abstract

With the recent development of temperature measurement systems, continuous
temperature profiles can be obtained with high precision. Small temperature changes
can be detected by modern temperature measuring instruments such as fiber optic
distributed temperature sensor (DTS) in intelligent completions and will potentially aid
the diagnosis of downhole flow conditions. In vertical wells, since elevational
geothermal changes make the wellbore temperature sensitive to the amount and the type
of fluids produced, temperature logs can be used successfully to diagnose the downhole
flow conditions. However, geothermal temperature changes along the wellbore being
small for horizontal wells, interpretations of a temperature log become difficult. The
primary temperature differences for each phase (oil, water, and gas) are caused by
frictional effects. Therefore, in developing a thermal model for horizontal wellbore,
subtle temperature changes must be accounted for.

In this project, we have rigorously derived governing equations for a producing
horizontal wellbore and developed a prediction model of the temperature and pressure by
coupling the wellbore and reservoir equations.  Also, we applied Ramey’s model (1962)
to the build section and used an energy balance to infer the temperature profile at the
junction. The multilateral wellbore temperature model was applied to a wide range of
cases at varying fluid thermal properties, absolute values of temperature and pressure,
geothermal gradients, flow rates from each lateral, and the trajectories of each build
section.

With the prediction models developed, we present inversion studies of synthetic
and field examples. These results are essential to identify water or gas entry, to guide
flow control devices in intelligent completions, and to decide if reservoir stimulation is
needed in particular horizontal sections. This study will complete and validate these
inversion studies.
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CHAPTER 1

INTRODUCTION

1.1 BACKGROUND

In the past decades, thousands of wells have been drilled horizontally and in multiple
directions to obtain larger contact with the reservoir. Because of the growing
complexities of the recent well trajectories, running conventional production monitoring
tools on appropriate locations has become difficult and costly. Flow rate, pressure, and
temperature are the principle parameters to be measured through production logging.
Continuous profiles of pressure and temperature measurements in a complex well can be
obtained accurately and inexpensively using the advanced technology of fiber optics.
Since the first fiber optic sensor was implemented in a well in Shell’s Sleen Field in 1993
(Kragas, 2001), the use of distributed temperature sensors (DTS) and distributed pressure
sensors (DPS) has become increasingly common for monitoring producing sections of
horizontal wells.

For multi-phase flowing wells, despite the recent advancements in technologies
and equipments, a comprehensive solution to measuring flow rates and holdups of the
phases is evasive (Falcone et al., 2002). However, to take full advantage of intelligent
wells, which can control inflow capacities from different producing sections without
interventions, real-time monitoring of the downhole flow conditions such as flow rate
profiles and locations of excessive water or gas influx is essential. Therefore, to realize
the value of intelligent wells, downhole flow conditions are either measured or
interpreted from measurable parameters (e.g. density, pressure, and/or temperature) in
horizontal, multi-lateral, or multi-branching wells.

Temperature logs have been interpreted successfully in vertical wells to locate
water or gas entry zones, casing leaks, and inflow profiles (Hill, 1990). Recently,
interpretations of temperature profiles in horizontal wells have been reported to be useful
to identify types of fluid flowing to a wellbore (Tolan et al., 2001; Brown et al., 2003;
Foucault et al., 2004). However, the inferences described above require a model to
translate temperature information into flow information. Although several wellbore
temperature models are available for vertical wells, there has been little work on the
thermal modeling of horizontal producerbores.

The main difference between vertical and horizontal wellbore models lies in the
variation of temperature and pressure. In vertical or near vertical wells, the wellbore
pressure is usually dominated by a hydrostatic difference, and the wellbore temperature
by the geothermal temperature, causing both wellbore temperature and pressure to change
with depth. If a vertical well produces fluid from different depths, the fluids have
different inflowing temperatures because of the geothermal temperature variation with
depth. This difference in inflowing temperature can cause clear changes on a
temperature log, which can be interpreted to infer the downhole flow conditions.

1



The geothermal temperature variation along a horizontal well is very small. To
identify the causes of a measured temperature variation, reservoir and wellbore
temperature models are required to relate a measured temperature to the inflow profile of
the well. These models must account for all the subtle thermal energy effects including
Joule-Thomson expansion, viscous dissipative heating, and thermal conduction.

1.2 LITERATURE REVIEWS

One of the earliest works on temperature prediction was done by Ramey (1962).
Ramey’s method approximates the pressure gradient of vertical wellbores by the
hydrostatic difference, neglecting frictional pressure drop, and assumes steady-state heat
transfer inside the wellbore and transient conduction from the reservoir. The solution
was obtained semi-analytically under these assumptions. His temperature prediction
model works for either a single-phase incompressible liquid or a single-phase ideal gas in
vertical injection and production wells. Sagar (1991) extended Ramey’s work to
inclined wellbores. Hasan et al. (1998) applied an energy equation for multi-phase flow
and calculated temperature profile and history numerically. Hagoort (2004) revisited
Ramey’s equation and compared it to the rigorous solution. He confirmed that Ramey’s
equation works for broad situations except for early periods of production, and also
determined the periods for which Ramey’s approximate solution could be applied.

For horizontal or near-horizontal wells, the hydrostatic difference is zero or very
small. Dikken (1990) presented a coupled reservoir and wellbore equations to simulate
horizontal well production. In developing the model, he considered wellbore pressure
as a function of wellbore and reservoir pressures, and flow rate of the well. He also
showed that neglecting wellbore pressure drop could result in errors in estimating
production rate profiles. Hill and Zhu (2006) introduced a dimensionless humber that
represents the relative importance of the horizontal wellbore pressure drop to the
reservoir pressure drawdown and categorized the situations where the wellbore pressure
could be regarded as constant.

When the wellbore is continuously receiving mass from the formation (radial
influx), the frictional pressure drop is different from that which occurs in pipe with no
inflow along it.. Yuan et al. (1998) and Ouyang et al. (1998) conducted horizontal
wellbore flow experiments to estimate the pressure drop caused by radial influx in a
porous pipe and correlated new friction factors for horizontal producerbores.

Stone et al. (2002) proposed a thermal simulation model with multi-segment
wells. They applied nodal analysis to the coupled problem and solved the equations
segment by segment. Ouyang and Belanger (2006) presented an inversion study of DTS
data. They concluded that flow rate could be properly estimated based on DTS data for
wells oriented from vertical to 25° and also stated that the inversion would not be
performed in the wells inclined closer to horizontal than this limit by showing numerical
experimental results from the model they developed. However, the theoretical details of
the study were not revealed.



1.3 OBJECTIVES

The primary objective of this study is to develop an interpretation method of temperature
and pressure data from horizontal or near-horizontal wellbores. There are three
significant differences in concepts from vertical wells.  First, the geothermal
temperature that surrounds the horizontal wellbore is almost constant. Second, the
frictional pressure drop is the dominant effect on the pressure profile while in vertical
wells the gravitational pressure drop is the most important term. Finally, because of
much longer exposed length to the formation, the wellbore continuously gains or loses
convective energy from or to the formation as well as mass along its path.

Except for the production system that is stimulated by thermal method (wellbore
heating, hot-fluid injection, or combustion), the isothermal system has been assumed in
petroleum engineering applications. However, to identify the causes of a measured
temperature variation in the normal horizontal well production system, we must consider
subtle temperature behaviors in the wellbore and the reservoir.

In this project, we derive the governing equations for the wellbore and the
reservoir then combine the equations. The derived equations also work for inclination
wells including vertical wells. The coupled equations are solved simultaneously for
flow rate, pressure, and temperature profiles along the wellbore by applying successive
substitution.  Using the temperature and pressure prediction model developed, we infer
the features and sensitivities of temperature or pressure profiles under various production
scenarios, such as water entry.

This research also proposes an interpretation method of temperature and pressure
profile data to downhole inflow conditions. We set the parameters to be estimated as
productivities or inflow rates of each segment. From continuous temperature and
pressure data along the well, we invert them into the parameters by applying the
Levenberg-Marquardt algorithm.



CHAPTER 2

EXECUTIVE SUMMARY

The increasing deployment of distributed temperature and pressure measuring devices in
intelligent well completions provides a means to monitor the inflow profiles without any
well intervention. If the profiles of pressure and/or temperature are affected by the
inflow profiles of the various phases being produced, we would be able to estimate these
flow profiles by inverting measured temperature and pressure profiles. This inversion is
particularly challenging for horizontal wells because the pressure drop along the well is
usually small, and temperature changes, which are primarily caused by Joule-Thomson
effects, are also small.

The objectives of this research are twofold. The first goal is to develop a
comprehensive prediction model of temperature and pressure behavior in horizontal
laterals, build sections, and junctions. Second, we develop an interpretation method of
distributed temperature and pressure data into downhole flow conditions.

This report first presents a simple and comprehensive model for predicting the
temperature profile in a horizontal well during normal production (steady state flow).
Prediction of the wellbore temperature profile requires modeling of all thermal effects
occurring in the reservoir and in the wellbore itself. For the reservoir temperature
model, we couple mass and energy balances of fluid flow in a permeable medium in a
rectangular homogeneous reservoir with no flow boundaries at the top and bottom of
reservoir. For the two flow regions (radial and linear) considered in the reservoir, the
equation is solved analytically in one dimension. This analytical solution is then
coupled with a wellbore temperature model using a multi-segment technique to obtain the
fluid temperature profile along the wellbore. The wellbore model presented here
accounts for Joule-Thomson effects, and convective and conductive heat transfer from
the formation. It can model both compressible and incompressible single/multi phase
flow in a wellbore with an arbitrary inclination.

The primary results of the model are estimates of the extent of temperature
change during flow. Results show that temperature changes on the order of a few
degrees are possible and temperature changes of this magnitude are certainly detectable
with current technology. A second result is a demonstration of the inference of a single
phase and multiphase flow profiles from a synthetic case. Sensitivity studies with the
model illustrate the flow conditions that cause measurable temperature changes or
anomalies that could be recognized in an analysis of distributed temperature
measurements.

We further developed a numerical temperature model of a bottom water drive
reservoir to demonstrate the uses of temperature profiles in detecting water entries driven
by water coning. Water in this numerical model is initially located in a warmer zone
below a horizontal well. Results show that oil or water can enter the wellbore 2-3 °F
higher, while gas can enter with 5-6 °F lower, than the geothermal temperature. Inflow
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temperature causes the slope of the wellbore temperature profile to change notably,
depending on the flow rates and types of fluid entering.

We also present an inversion method that interprets distributed temperature and
pressure data to obtain flow rate profiles along horizontal wells. The inversion method,
which is based on the Levenberg-Marquardt algorithm, is applied to minimize the
differences between the measured profiles and the profiles calculated from a forward
model of the well and reservoir flow system. The minimization was accomplished by
adjusting the well's inflow profile.

We present synthetic and field examples in this report to illustrate how to use the
inversion model to interpret the flow profile of a horizontal well. The synthetic examples
show that even with single-phase oil production, the inflow profile can be estimated, in
many cases, with the inversion method developed. The method is even more robust when
water or gas is produced along discrete intervals in an oil production well because of the
unique temperature signature of water or gas production. We applied the inversion
method to temperature and pressure profiles measured with production logs in a North
Sea horizontal oil producer. The method successfully determined the profile of oil and
water entry in a region of large water influx; the profile determined compared well with a
flowmeter derived profile.

Finally, we show a temperature estimation model for build sections and junctions.
The model predicts the temperature profiles in the build sections connecting the laterals
to one another or to a main wellbore, accounting for the changing well angle relative to
the geothermal temperature profile. In addition, energy balance equations applied at
each junction predict the effect of mixing on the temperature above each junction. The
sensitivity studies in the build section and junction are shown in this report.



CHAPTER 3

RESERVOIR MODEL

3.1 INTRODUCTION TO THERMAL RESERVOIR MODEL

In most thermal vertical wellbore models, the fluid is assumed to arrive at the wellbore
with the same temperature as the geothermal temperature. Some authors included
warming or cooling effects near the wellbore vicinity before the fluid enters the wellbore
(Ouyang and Belanger, 2006; Maubeuge et al., 1994). However, these warming or
cooling effects resulted from the Joule-Thomson effect (see Appendix A) are relatively
small compared to the temperature variation in depth caused by geothermal temperature
gradient.  Therefore, these effects are in general negligible in vertical wellbore
modeling.

Under the condition of normal production, a temperature difference on the order
of a few degrees Fahrenheit from the geothermal temperature can possibly occur through
the transport in porous media (Dawkrajai et al., 2006; Dawkrajai, 2006). These
temperature changes, which are often neglected in vertical well modeling, would play an
important role in horizontal well modeling since there would be little differences in
geothermal temperature along horizontal wells. Hence, to develop a prediction model
for horizontal well interpretations, we also need equations for the reservoir flow and have
to couple them with the wellbore equations.

Fig. 3.1 Box-shaped reservoir with constant fluxes from the sides.

3.2 WORKING EQUATIONS FOR RESERVOIR FLOW

We consider a box-shaped reservoir fully penetrated by a horizontal well as depicted in
Fig. 3.1 with no-flow lateral boundaries and constant fluxes from the sides. The
fundamental equations describing fluid flow in a reservoir are mass balances, Darcy’s
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law, and energy balance. These equations are very general and used in many
engineering applications. They are discussed and formulated to fit the scope of this
study.

3.2.1 Mass balance

A starting point for studying fluid flow is the mass balance. It is the conservation of
mass that transports through a unit area in unit time. By understanding the mechanisms
of mass flow, we can infer the velocity or pressure distribution of the fluid in a reservoir.
The velocity or pressure distribution is then coupled with the energy equation to obtain
temperature profiles in the reservoir.

The general form of the mass balance that can apply directly to fluid flow in
permeable media for any number of components, phases, and chemical reactions is
explained in Chapter 2 of Lake (1989). It is simplified here for single phase and steady-
state flow condition.

%~ (pu) (3.)

where u is the Darcy velocity (u=v¢) and the relationship between the pressure is
given as,

u=-5.(vp+pg). (32)
7

where k is the permeability and 4« is the viscosity. The mass balance (Eq. 3.1) is

typically expressed in terms of pressure by substituting Darcy’s law (Eg. 3.2). Dropping
time derivative term, we obtain

0=-V-(pu)

. 3.3
=V~(p%-(Vp+pg)j (3.3)

For an isotropic and homogeneous reservoir, neglecting gravity, Eq. 3.3 becomes
0=pVip+Vp-(Vp). (34)
Dividing by o and expanding Vp yield

10op
0=V?’p+=-LVp-(Vp
p op ( ) (3.5)

=VZp+cvp-(Vp)

where c is the compressibility of the fluid. The second term is usually negligible for a
slightly compressible fluid.



3.2.1 Energy balance

A brief derivation of the thermal energy balance is presented here. Rigorous detail is in
Bird et al. (2002) and Sandler (1999). First, we start from the flowing fluid.

g(m)bvpvv—vp—vﬂpg, (3.6)
where T is the shear stress tensor.

The momentum is usually viewed as a force, thus; multiplying force by velocity
gives the mechanical energy. Knowing that, we can take the dot production of the
velocity vector, v, with the momentum balance in Eq. 3.6. The result is the mechanical
energy balance shown in Eq. 3.7.

%(épvzj:—v-(%pvzvj—v- pv — p(—V-v)—V-(T-V)—(—T:Vv)+pv-g.
(3.7)

The general form of the total energy balance includes kinetic energy, internal
energy, heat conduction, work done on the flowing fluid by pressure forces, external
forces (gravity) and viscous forces. This total energy balance can be written below.

ﬁ(%pvz+pUj=—V-K%pv2+pUjV}+V-KTVT—V- pv

ot , (3.8)

—V-(r-v)—(—‘r:Vv)+pv-g

where U is the internal energy and Ky is the total thermal conductivity of rock and fluid.
Subtracting the mechanical energy balance in Eq. 3.7 from the total energy balance in Eq.
3.8 yields the thermal energy balance from which temperature of fluid can be obtained as

%(pU)=—V-(pUV)+V'KTVT—pV'V-i-(—T:VV). (3.9

Eq. 3.9 is one of the most useful forms of the microscopic energy balance in engineering
thermodynamics and fluid mechanics. The left side describes the accumulation of
internal energy per unit volume. The transport terms on the right side are the internal
energy changes caused by convection, conduction, fluid expansion, and viscous
dissipation, respectively. For steady-state flow, the time derivative is dropped. The
equation is in the following form.

0=V-(pUv)+ pV-v-V-K, VT —(-1:Vv). (3.10)

To express the thermal energy balance in terms of measurable (sensible)
quantities ( p,T ), we substitute the definition of enthalpy, H, which is given by

H=U+2, (3.11)
Yo,

Substituting Eqg. 3.11 into Eq. 3.10 gives



0=V-(pvH)-V-(pv)+ pV - v-V K, VT —(-T: VV). (3.12)
Expanding the first term on the right side, we have
0=(pv)-VH+HV . -(pv)-V-(pv)+ pV:-v-V-K; VT —(-1:VV). (3.13)

Assuming spatially constant porosity, the mass balance (Eq.3.3) becomes

0=V.
(ou) (3.14)
=gV -(pv)
Therefore, the second term on the right side of Eq. 3.13 is zero. We obtain
0=(pv)-VH -V -(pv)+ pV - v-V K, VT —(-1:VV). (3.15)

Enthalpy is a function of temperature and pressure and can be expressed as

dH =C,dT +1(1—ﬁr)dp, (3.16)
Y2

where C is the heat capacity, and g is the coefficient of isobaric thermal expansion
defined as

__1(o%
p-i(2). o)

From the relationship in Eq. 3.16, Eq. 3.15 becomes

. |
o_pv{cm+;(1—ﬂT)vp}v'(pV)+pv'v_v'KTVT_(_T'W). (3.18)

=pC,v-VT = fTv-Vp-V K, VT - (-1:Vv)

The (—t:Vv) term is the viscous dissipation heating that describes the

irreversible degradation of mechanical energy into thermal energy. The research and
discussion on it is ongoing. This term is sometimes viewed as an entropy generation in
thermodynamics, which means that it is always positive (heating) for a Newtonian fluid.
For special fluids, the term can be negative because some energy may be stored as elastic
energy (Bird et al., 2002). (-t : Vv)is commonly substituted by (—V-Vp) for a flow
governed by Darcy’s law; see Ingham et al. (1990) and Al-Hadhrami et al. (2002) for
details. This substitution makes Eq. 3.18 become a complete energy balance of steady-
state flow.

The heat conductivity is the effective heat conductivity, K, which combines

both fluid and rock conductivity. Empirical expressions for K, can be found in the

literature (Lake, 1989). For a fluid filled consolidated sandstone, an example expression
is given as



K, = K,{1+0.299 (ﬁj - +4.57[ﬂ] {ﬁy . (3.19)
Ka (1_¢)Kd Ps

where the subscripts fl, a, and d refer to fluid, air and dry respectively. K, depends

weakly on temperature and is treated as a constant here. The main assumption is that
the temperature of flowing fluid is identical to the temperature of the rock. This
assumption is valid for continuous flow (steady-state) because changes in a flow rate are
much slower than the response time of any sensor. Finally, replacing the interstitial
velocity, v, with the Darcy velocity, u, the equation becomes

0=pCu-VT - fTu-Vp-V-K; VT +u-Vp. (3.20)

The first term is thermal energy transported by convection. The second term is
thermal energy (cooling) caused by fluid expansion. The third term is thermal energy
by heat conduction, and the last term represents viscous dissipation.

3.3 INFLOW TEMPERATURE ESTIMATION

Inflow temperature can be estimated by solving the equations derived in the previous
section. For the reservoir with horizontal well shown in Fig. 3.1, the pressure drop in
the reservoir can be obtained by integrating Darcy’s law along the streamline. Furui et
al. (2003) investigated the geometry of streamlines from a finite element simulation and
approximated the pressure profile in the reservoir by a composite of 1D radial flow near
the well and 1D linear flow farther from the well as drawn in Fig. 3.2. They estimated
the distance from the wellbore where linear streamlines become radial as h/2. Their
solution corresponds to the analytically derived solution by Butler (1994).

We solve the reservoir equations following the streamline geometry shown in Fig.
3.2. Firstly, we solve the equations analytically and then approximate the solution to a
simpler expression that gives almost an identical answer to the rigorous solution.

10
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Fig. 3.2 Geometry of the streamlines.

3.3.1 Analytical solution

Following the reservoir streamline geometry, the pressure relationship in a 1D Cartesian
coordinate (y-direction) is described by Darcy’s law as

0, __kdo (3.21)
u dy
In term of the volumetric flow rate, Eq. 3.21 becomes
9 __kdp (3.22)
2Lh u dy

where g, L, and h are the flow rate, the length of well, and the thickness of the reservoir
respectively. In linear coordinate, the energy balance becomes

aT dp dsT dp
u,——plu, —-K +u,—=0. 3.23
pCp y dy ﬂT y dy T dy2 y dy ( )
Substituting Eq. 3.22 into Eqg.3.23 and rearranging yield
2 2 2
dy K; \2hL/)dy kK, \2hL kK; \ 2hL

Solving the second-order ordinary differential equation, we obtain

T:Llem+y+L2emy+%, (3.25)

11



where

C, c.\ 4
m =9 |Pey | P | APH ) (3.26)
£ T anL| K, K. ) kK,

L,and L, are integration constants to be determined by boundary conditions.
Similarly, we have for the radial flow portion,

4 __kde (3.27)
2arL u dr’
In radial coordinates, the energy balance becomes
dp 1d( dT
——-pTu, —+u,—-K 0. 3.28
PCp U 4 + "dr T rdr[ drj (3.28)
Substituting Eq. 3.27 into Eq. 3.28 gives
2
_27zLKTt sz +f e, 2L Ky dT yqﬂT Mg (3.29)
q dr? q dr 27KL  27kL
Solution to this second-order differential equation is given by
T=Rr™ +R,r* +i, (3.30)
B
where
2
no= 0 [FCe [PCe)  Aup | (3.31)
T 4l K, K, kK

R, and R, are integration constants. The boundary conditions are as follow:
At the external reservoir boundary, temperature is known (geothermal temperature)

T|, v =T (3.32)

2

0"

Temperature and heat flux is continuous at the boundary between radial and linear
elements

T h_T| h, (3.33)
and
darj _dr (3.34)
dri,_h dy|,n
2

Heat flux is continuous at the wellbore.
12



dT

T :a(T|r:rw —TW). (3.35)

r=r,

where « is the overall heat transfer coefficient between the wellbore and the formation
(see Appendix B). The last boundary condition makes the inflow temperature
dependent on the wellbore temperature and the overall heat transfer coefficient between
reservoir and wellbore. From the boundary conditions, finally we have

Lohtl (3.36)
W,y
L+,

L, =3t (3.37)
v,y

R -Atl (3.38)
v,y

and

R, = %t0s (3.39)

v,y
where

0 g™ h)"(h

l,=r,e2 (-K;n_+ar,)pT, -1 >) lgmn ) (3.40)
N“| 3m o h

l, = S| |87 S -gmon (-K;n, +ar, AT, -1)

, (3.41)
A h\™
+e? arw(gj (ﬂTw _1)(n+ - n—):|

o, om. h\"(h

l,=r,"e2 (K.n_—ar, AT, -1 S) lgmen . (3.42)
h"| 3 o (h

=15 |e* n"|5m —n [=Ken, +or, AT, -1)

, (3.43)

Y

_e?" arw(g]m (pT, —1)n, —n_ )}

13



Dm +m
0, =™ 2 (m, —m YKon. —ar, 4T, 1), (3.44)

h n- Dm++im7 h 1m++Dm, h
ezz[aj (BT, —tar | e 2 (Em—n}re? : (-§m+nj, (3.45)

h
0, = 2™ ')grwn* (m, —m_)Y=K;n, +ar, AT, -1), (3.46)
h N LU h Y+l h
0, =(E) (,B’Tw—l)ozrw[e2 2 (Em —n+]+e2 2 *(—Em+ +n+ﬂ, (3.47)
and
n h 7 Imt‘*'hm? h Dmi+1mi h
v, = pr, (Ej (Kqn, —ozrw){e2 2 (§m+ —n+j+e2 2 [—§m+ +n+J :

(3.48)

The solution of the reservoir temperature mainly depends on Joule-Thomson
effect in the reservoir and the conduction of heat to or from the wellbore. Fig. 3.3
shows the reservoir temperature profiles (perpendicular to the wellbore) comparison for
various reservoir pressure drawdowns (100 psi, 300 psi, and 500 psi) neglecting the
wellbore temperature effect (zero heat transfer with the wellbore) for single-phase oil
flow. Unless stated, the default properties listed in Table 3.1 are used in the examples
through in this chapter.

182.5
Ap =500 psi

182

181.5 I 4p =300 psi

181 |

180.5 L
Ap =100 psi

Temperature [’F]

180

179.5
0 500 1000 1500

Distance from the wellbore [ft]

Fig. 3.3 Reservoir temperature profiles (Joule-Thomson effect).
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Table 3.1 Properties used in the examples.

Reservoir length [ft] 2000

Reservoir width [ft] 3150

Reservoir height [ft] 55
Pressure drawdown [psi] 300
T at outer boundary [°F] 180

Oil  Water Gas

Density [Ib/ft’] 41 63 14
Viscosity [cp] 0.49 0.48 0.03
Kr [Btu/hr ft °F] 2 2.5 1.3

The Joule-Thomson effect is proportional to the pressure drop in the system.
Therefore, the higher the pressure drawdown, the more significant the Joule-Thomson
effect can be observed and the higher the inflow temperature of the fluid. When a
different type of fluid is produced than the one flowing in the wellbore, there is often a
temperature difference between the inflowing fluid from the reservoir and the fluid
flowing inside the wellbore. In this case, the wellbore temperature effect becomes
important. In Fig. 3.4, the reservoir temperature profiles near the wellbore vicinity ( -
1.5 ft) for different wellbore temperatures with a fixed heat transfer coefficient (88
Btu/hr-ft?-°F) are shown. As can be seen in Fig. 3.4, inflow temperature is affected by
the wellbore temperature. Because of the high non-linearity between reservoir and
wellbore temperature, the equations have to be solved iteratively. The details about the
coupling model are discussed in Chapter 5.

185

184
[y
Ll
2 183
=]
]
©
o
o 182
€
Q
=

181

T,=180 °F
180 L L L L 1 L
0 0.5 1 15

Distance from the wellbore [ft]

Fig. 3.4 Wellbore temperature effect.
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Reservoir temperature profile also varies if the types of fluid differ. The
example calculations of temperature profiles of various types of fluid (oil, gas, and water)
flowing into a wellbore are shown in Fig. 3.5. If the pressure drawdowns (300 psi) and
the boundary temperatures (180 °F) are same for all the types of fluid, the temperature
difference is essentially governed by the Joule-Thomson coefficient, K, , of the fluid.

182
Oil
181
— \
o Water
%~ 180 F
e
2
o 179
4]
g
S 178 |
-
177 +
Gas
176 : — —
0 500 1000 1500

Distance from the wellbore [ft]

Fig. 3.5 Reservoir temperature profiles (different fluid types).

3.3.2 Studies from reservoir model

We have derived the rigorous temperature solution to the reservoir energy balance
equation, and demonstrated some key behaviors of the reservoir temperature behavior.
From the above examples, we can see that the temperature profiles follow straight lines
except for the radial flow region near the wellbore. This implies that we can neglect the

second derivative (conductive heat flux) of the temperature in the linear flow region.
2

Neglecting the heat conduction term, K. (;—I and dividing both sides by u,,
y

Eq. 3.23 becomes

aT (o 9P _
" dy (5T -1) By = (3.49)

Solving for ar yields
dy

16



ar _AT-1dp
dy pC, dy
dp

= JTd_y

(3.50)

Assuming the Joule-Thomson coefficient, K, , is invariant over the domain of interest
(y=W — y=h/2), we can integrate Eq. 3.50 as

w W
dT d
J Soay= ] Ky oy, (351)
y=h/2 dy h/2 dy
W W
: de::KIrIdp, (3.52)
y=h/2 h/2
T|y:h/2 —To =Ky (pe - p| y:h/z)' (3.53)
Then we have the reservoir temperature at y =h/2
T =Te =K (pe = 0l =T (3.54)
The solution to the radial region (Eg. 3.30) is now obtained with the new coefficients
T=R'r +Rr +1. (3.55)
p
The new coefficients are to be estimated by the following two boundary conditions:
T| n=T| n=T,, (3.56)
=2 =
and
dT
TE;hMZaﬁLM—RJ (3.35)

Thus, we obtain
R1, = %|:ﬁrwn (KT n_-—ar, )TL - rwIL (KT n_-— arw)+ (gj 7 ar, (ﬁTw _l):l J (357)

and

R, = i{ B (et — Kon T, — 1™ (o, — Ko, ) (g} o (AT, _1)} @)



D=glr" (an (K;n_—ar,)-r" [an (K;n, —ar,)|. (3.59)

The comparisons with the rigorous solution are shown in Figs. 3.6 and 3.7. A small
discrepancy can be observed in a fine scale near the wellbore (Fig. 3.7). However, the
results are almost identical. From the results above, we conclude that the approximate
model is a fair alternative to the rigorous solution.

181.6
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— Approximate

N

0]

o

o]
T

Temperature [F]
2
IS

180 r

179.6 T e
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Fig. 3.6 Comparison between rigorous and approximate solution.
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Fig. 3.7 Comparison with rigorous solution in the radial flow region.
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3.3.1 Effect of damage skin on reservoir temperature

Damaged skin factor is created by formation damage during drilling or other well
operations. If the damaged formation affects the reservoir inflow temperature enough to
detect, we would be able to estimate skin distribution along the well from DTS data.
The inferences can be performed easily by adding another radial flow region that has a
reduced permeability. In this section, we revisit the inflow temperature model to
include the damaged zone and show how much temperature changes could occur under
various conditions.

damaged zone, %;

formation, &

Fig. 3.8 Schematic of a well with formation damage.

The damaged region usually extends a few feet from the wellbore radially if
permeability field is isotropic and homogeneous (Fig. 3.8). According to the streamline
geometry depicted in Fig. 3.2, the potential profile CD(y,z) in the reservoir can be
simply estimated by the following.

For the radial region:

D(y, z):ﬁ(%jln[—”yzszj forr, <\y®>+z? <h/2. (3.60)

w

For the linear region:

D(y, z):ﬁ(%}n(%}r%(q—(_zj(y—gj forh/2<.y?>+2* <W. (3.61)

I

w

Considering a small region of formation damage, we assume the geometry of a
streamline does not change. Then, for the pressure field,
For the damaged region:

19



_27zkd L r

w

oy, z)=-~ (ﬂjln(—”yz#}, forr, <.y*+z> <r,. (3.62)

For the radial region:

D(y,2)= 2:kd (Ejln(r—dj+i(ﬂjln{ﬁ} forr, <\y’ +22 <h/2.

L I Iy

w

(3.63)
For the linear region:

S A Ay S| A (A 02
q’(y’z)‘zﬂkd(ij(m}Zﬂk(ij( rdj forh/2<y* +2° <W

(205

(3.64)
From Eqgs. 3.62 - 3.64, the total pressure drop with fixed flow rate is obtained as
qu 2
Ap, =——|In| — W/h-12)+s|, 3.65
P, ZﬂkLHerjw(/ J/)ﬁ (3.65)

where

k ry
(k_ j.H (3.66)

where kq is a damaged permeability and ry is a damaged radius. As an example, we
consider k, =0.1k and r, =3ft (s=20.7). The pressure profiles of an undamaged

reservoir and a damaged reservoir for 500 psi pressure drawdown with fixed flow rate are
plotted on a log-log plot in Fig. 3.9.
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Fig. 3.9 Pressure profile comparison between undamaged and damaged reservoir.

From Fig. 3.9, we can observe the higher pressure drawdown in the radial flow
region if the damage zone, which creates additional pressure drop, exists. Since the
temperature profile is very sensitive to the reservoir pressure drawdown, the temperature
profile should be affected by the existence of skin as well. The solutions to the
temperature profile are given by

T=Cr™ +C,r™ +%, for r, <r<h/2, (3.67)
and,
T=C,r® +C,r* +%, for r, <r<ry,, (3.68)
where
2

We estimate these coefficients, C;, C,, Cs, and C4 with the following boundary conditions
in addition to Egs. 3.35 and 3.56:
The temperatures at the damaged and undamaged boundary are same,

cr,” +C,r,™ +%:C3rdd* +C,r,*" L (3.70)
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and first derivatives of Egs. 3.67 and 3.68 are equal since the temperatures should be
continuous

cnr™t+Cnrt=Ccd.r,*t+C,dr,* . (3.71)

Then the coefficients are:
C, - %[(TW —YBNh/2) rrt et (—d, +d.)
T YA (d, —n )+, (0 —d ) . (3.72)
+%(TL —1/ﬂ){rwd’ r%d (-d, +n_)-r,"r)%d, (n_- d+)}}

C, ==~y A2 o (. —d)
A -YAE S (= )+, e (e +d ), (379)
Lyl e @ e g d o, - |

C3 :%[(TI _l/ﬂ)(KTd— _arw)rw - rdn++d7 (_ n+ +n—)

, (3.74)
war, (T, ~Y /20 o (n, +d )+ (2 12 (n. —d)]

and,
C, = D,( ~1YBNK.d. —ar,)r, 1, (n, —n) . (3.75)
v, (T, -y p)0/2) 1 (0, —d, )+ (V2) 12" (-n_+d_)]
where

D'=(K;d_-aR), kwa (o, )+ (02 1 (0 - )
~(Ked, —am, ), /2 1t (ns+d )+ (V2 e (0 —d )]

Using the solution derived above, we can calculate the temperature profile. The
temperature profiles corresponding to the pressure profiles in Fig. 3.9 are plotted on a
semi-log plot in Fig. 3.10. Reservoir temperature is warmed up linearly in the linear
flow region, while it follows the radial pressure change in the radial flow region. For
both cases, as fluid approaches to the wellbore, the temperature change is accelerated.
The well with damage has more pressure drawdown near the wellbore, and the fluid
arrives at the wellbore with a higher temperature, 0.4 °F higher for this example.

(3.76)
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Fig. 3.10 Temperature profile comparison between undamaged and damaged reservoir.

Fig 3.11 shows the variation of the inflowing temperature varying damaged
permeability ratio from 0.05 to 1 and damaged radii of 1, 3, and 5 ft. The more
damaged, the higher the inflow temperature observed. Fig. 3.12 shows the same inflow
temperature example plotted with the skin factor values calculated from Eq. 3.66 in Fig.
3.7. From the figure, we can see the almost proportional change of inflow temperature
to the skin.

183.2

183.1

183 |-

182.9 |-

182.8

182.7 |

182.6 |-

Inflow Temperature [F]

182.5

182.4 |

182.3

kalk

Fig. 3.11 Inflow temperature vs kg/k.
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Fig. 3.12 Inflow temperature vs skin factor.
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CHAPTER 4

WELLBORE MODEL

4.1 INTRODUCTION TO WELLBORE MODEL

Because of the long exposed length of a horizontal wellbore to the reservoir, fluid may
enter the wellbore continuously throughout the producing zone. Therefore, we must
account for two streams that are in the axial direction (along the wellbore) and the radial
direction (from the reservoir) in deriving equations. Also, the extensive length of the
well that is exploiting the reservoir makes the downhole pressure and temperature inside
the wellbore vary with the positions.

The mass or heat transferred between the wellbore and the reservoir will be
determined by both the wellbore and the reservoir conditions. For instance, as a result
of fluid flow in a horizontal well, the wellbore pressure of near the heel tends to be lower
than that of the toe, which creates more pressure difference from the reservoir pressure,
resulting in higher inflow rate near the heel. In development of a wellbore model, these
dependences on the reservoir have to be considered.

4.2 WORKING EQUATIONS FOR SINGLE-PHASE FLOW

In this section, we derive the steady-state conservation equations for the wellbore region
averaging any variation in temperature or pressure in the radial direction over a
differential volume element shown in Fig. 4.1. Then we account for the net input and
output of intensive properties such as mass, momentum and total energy using the shell
balance.
The completion types may be open hole, perforated liner, etc. We introduce the
open pipe ratio defined as
Open area of pipe

= , 4.1
4 Surface area of pipe (4-1)

The open pipe ratio is a function of position considered over a given length of the
wellbore. It will be the perforation density over a segment for a perforated well and is
the reservoir porosity of a section for an openhole completed well. Using y, the

surface area of a differential volume element can be expressed as 2zRyAx, and

convective properties from the formation, for instance, transferred mass can be written as
27RyAXM .
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Fig. 4.1 Volume element of a wellbore.

As depicted in Fig. 4.1, the main streams of the fluid flow are in two directions
that are axial (x-direction) and radial (r-direction). We assume the velocity vector as

( 0 J otherwise
v Vv
( ] | @)
(N
atr=R
VI

where the subscript | means inflow properties. Equation Figure 4.2 indicates that there
is no slip (v, =0) at the wall, and the radial velocity only exists at the wall (v, =v,)
which is reasonable because in most part of the well, radial velocity is much smaller than
the axial velocity. As stated previously, inflow velocity v, is a function of the reservoir
and the wellbore condition.  Using the productivity index of the well, J, the inflow rate
for a certain distance ( Ax ) of the well can be written as

J.27ZR})VdX=J(pR -p), (4.3)

where p; is the reservoir pressure.
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4.2.1 Mass balance

Conservation of mass can be equated by observing the incoming mass flux and outgoing
mass flux as

rate of rate of rate of
increase; =4 mMass y—< Mass ;. (4.4
of mass in out

The rate of increase of mass within the differential volume element is

rate of

increase! = 7R?Ax 22 , (4.5)

of mass a

The rates of mass in and out of the differential volume are given as follows.

rate of
mass = 272RyAX(pv, ), + 2R (v, ), , (4.6)

in
and,
rate of

mass »=R*(pv,), ., - (4.7)
out

Substituting Egs. 4.5 - 4.7 into Eq. 4.4 gives
R DL —2mRax(on, ) + ARE ), — R (v,

= 27ZR]/AX,0V| +ﬂR2[(pVx)x _(pvx )x+Ax]
Dividing by zR?Ax, Eq. 4.8 becomes

e (4.8)

op _ 2 (%) = (Y, )yon

7 _ = + X X+AX ) 49

o R ol Ax (4.9)
Taking Ax — 0, we have

op _ 2y a(pv)

“F_<r — _ 4.10

ot R PV ox ( )
Finally, for steady-state, we obtain

d(ov) _ 2y

bV S/ PV 4.11

dx R PV ( )
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4.2.2 Momentum balance

To derive the equation for momentum, we write a momentum balance over the
differential volume as

rate of rate of rate of external
increase =< momentum ; —< momentum  + < forceon ;. (4.12)
of momentum in out the fluid

The rate of increase of momentum in the x-direction is given as

rate of 5 ( )
increase | = 7ZR2AX%. (4.13)
of momentum

Let @ be the combined convective and molecular momentum tensor that is defined as

®=pvw+pd—T, (4.14)
where & isthe Kronecker delta. Then the rate of momentum in and out are written as
rate of
momentum ¢ = 2z2RAX(® , ), + 7R*(® ),
i . (4.15)

= 27ZRAX(:DVer T )R + ﬂRz (pvxvx TP -7y )x
For Newtonian fluid, the shear stress is given by
- zﬂ%_g FMJF%}

P ox 37|r or ox | (4.16)
4 ov,
- gﬂ OX
There is no slip at the wall (v, ), =0) and Eq. 4.15 becomes
rate of
momentum ¢ = —27RAX(z,, ), + 7ZR2(,O\/XVX +p —g/,z aa\;x ) . (4.17)
in X

The rate of momentum out is

28



rate of

momentum = zR?*| pv,v, + P —ﬂ,u oy : (4.18)
3 6X X+AX
out
The external force on the fluid is
external
forceon { = —2R*Axpgsin @. (4.19)
the fluid

Substituting into Eq. 4.12 and dividing by 7R?Ax, we obtain

0 2 1 4 ov
M:__(frx)l?-i__{(pvxvx'i_p__lu XJ

ot R AX 3" OX

. (4.20)
— Vv +p—i o, —pgsiné
IOVX X 3ll’l 8X n
Taking Ax — 0, EqQ. 4.20 becomes
o(ov) 2 d 4 ov .
L= ——| pV-V+p—— X |- pgsing. 4.21
el G 8x('0v p 3/16)() 9 (4.21)

We neglect the second derivative of the velocity and for steady-state, Eq.4.21 can be
written as

0= 2 (e )a —- (v + p)- pgsing. 422

The wall shear stress, 7, is given by introducing a fanning friction factor as

_ Ay
rx 2 )

The friction factor for porous pipe was estimated as a function of the friction factor
without radial flux and wall Reynolds number by Ouyang (1998). For laminar flow, it
is independent of completion type and is given as

f = f,(1+0.04304(N, , ) *?). (4.24)

T

(4.23)

For turbulence flow, friction factor for openhole completion is given as

N 0.8003
f = f{l— 29.03[ﬂ] } , (4.25)
N Re

and for perforated well, it is
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f = f,(1-0.0153(Ny,, )*°). (4.26)

where Ng and N are the Reynolds number and the wall Reynolds number that are

Re,w

given by
Ne, = 22 (4.27)
y7;
and
NRew :M’ (428)
' H

f. is the friction factor without radial influx and is estimated from the Moody’s diagram

0

or from Chen’s correlation

£ 5.0452 £11098 7149 "% -
S I R M P - @.29)
3.7065 N, 2.8257 N

where & is the relative pipe roughness.
Finally, solving for pressure gradient yields

dp vt d(pv?) .
— == - —pgsing. 4.30
dx R dx A ( )

4.2.3 Energy balance

Total energy flux is a combination of convective energy flux, rate of work done by
molecular mechanisms, and rate of transporting heat by molecular mechanisms, which is
written as

e=(%pvz+pUjv+[n-v]+q, (4.31)
or
e:(%pvz+ijv+[‘r-v]+q, (4.32)

where & denotes the total molecular stress tensor which is defined as
T=po+T. (4.33)

An energy balance can be written as
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The

The

and

The

The

rate of Kinetic rate of rate of
andinternal ;=< total energy ; — < total energy
energy increase in out

rate of work

+< doneonsystem -+

by external forces

rate of kinetic and internal energy increase is
rate of Kinetic

andinternal = ﬂRzAxg(%p\/z + pU J
energy increase
rates of total energy in and out are

rate of
total energy ; = 27RAX(e, ), +2R?(e, ).,
in

rate of
total energy ; = 7R’ (e, )
out

X+Ax !

rate of work is done by gravity force and is given as
rate of work
done on system | =—zR*Axovgsing.
by external forces

energy production in the system is zero. Therefore, Eq. 4.34 becomes

production

(4.34)

(4.35)

(4.36)

(4.37)

(4.38)

7ZR2AX§(%/)V2 + pUj = 27RAX(e, ), + 2R (e, ), —R%(e, )., — AR*Axpvgsin 6.

The total energy in at r=R is obtained from Eq. 4.32 as

ee=| (Gt o] +la—trun )t

2

(Lo pH, v+ 2
2/0|| PV IB'UR
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(4.40)



We can split the energy in into two parts as

27ZRAX(er)R = Z”RVAXH%%W i +§,UVEI+,0| H, jvl +4, }
(4.41)

3

The first term on the right side of Eq. 4.41 is the energy in through the pipe material and
the second one is through the open area. Since the covered area of the pipe is
impermeable, fluid velocity is zero. Also, we neglect the heat conductions between
fluids. Therefore, the heat flux in the pipe open area consists of only convection as
depicted in Fig. 4.2.

+27ZR(1_7/)AX|:(%ID|V|2 +E,UVEI+,D| Hljvl +Q|}

Conductive

energy

Convective
energy

Fig. 4.2 Energy transport through a perforated/slotted pipe.

Therefore, Eq. 4.41 becomes
27RAX(e, ), = 27ZRAX7(% oV, +§ ﬂ%w o H, jv, +27RAX(L—- 7 )g, . (4.42)
Substituting Eq. 4.42 into Eq. 4.38 and dividing by 7zR°Ax vyield
o1 , 2r(1 5, 2 v, 2(1-y)
—| = +pU |=—|=pV," +=—u—+pH, v, +
8’[(2'0\/ P J R(Zpl | 3ﬂR P |j| R

L))

AX

q,
(4.43)

— pvgsing
Taking Ax — 0, EqQ. 4.43 becomes
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o1 27 (1 2 VvV
a(ap\/z+,DU):%[E,D|V|2+§ILIE+p|H|JV|+ R ql
(4.44)

Also, the energy flux in the x-direction is
e, = (%pvz +pH jvx — TV — TV, +0,. (4.45)

Since we neglect the heat conduction between fluids, the heat flux in the x-direction is
dropped (g, =0). Using average velocity for an entire region of the cross section area,
the energy flux can be written as

1 ., 4 ov
e, =|-pN +pH V——pu—Vv. 4.46
X (2 pj 3 o (4.46)

Substituting Eq. 4.46 into Eq. 4.43, we obtain

0(1 2y (1 2 v 2(1-
E(EPVZ +pu}:%(§p|vlz +—,u—'+p|H|jV| +MQ|

3" R R
: (4.47)
_9 i,ov2 i pH -2,y — pvgsiné
x|\ 27 T )T 3
We denote the kinetic energy terms as
2y (1 o0|(1
H T e e dR 0
and the viscous shear terms as
4y( v, 40( ov
——|u— NV, +——| u—Vv |=E. 4.49
BR('IJRJ' 36x(ﬂ6xj vs (4.49)
For steady-state, Eq. 4.47 becomes
0= pym, s 200 OOW) e e ugsing. (4.50)
R R OX
Expanding the third term on the right side of Eq. 4.50, we have
d(pHV)zpvdH L0} (4.51)
dx dx dx
From mass balance (Eq.4.11), we obtain
d(oHv dH 2
(/0 ):PV +H—pv,. (4.52)
dx dx R
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Substituting Eq. 4.52 into Eq. 4.50 gives
2 21— dH :
0 :%p'v' (H, - H)+—( = y)q, - E. +Ey —pvgsing. (4.53)

Let the pressure at the boundary, p,, be the same as the pressure of wellbore p.
Then, the enthalpy difference term between inflow and wellbore becomes

H, —H =Cy (T, ~T)+— (1=T, Xp, ~p)

:Cp(TI _T)

(4.54)

From Eq. 4.54 and the relationship between enthalpy and pressure and temperature (Eg.
3.16), we obtain

2 21— dT
O:%plvlcp(-rl _T)+ ( R 7)q| _pvcpa
dp (4.55)
—v(l—,BT)ajt E. +Ey —pvgsing
Solving for temperature gradient, we have
?j_T ::_]/I%Vl (TI _T)"' i(l—cﬂf)ql _1_ﬂT (;_p+ ]é (EKE + Evs)_ gzlné?
X i NV, pCp X Ve P
(4.56)
Joule — Thomson coefficient is defined as
Ky =222 (457)

PCp
The heat flux can be estimated in terms of the temperature difference by solving the heat
conduction equation in steady-state, which is given as

q, =a(T, -T). (4.58)
Substituting Egs. 4.57 and 4.58 into Eq. 4.55 yields

dT _ . dp 2[ gsing

— =K, —+
dx  Tdx Rpv

1
C (EKE + Evs )_ (4-59)

p P

1-—
gL -T)s

P

4.2.4 Studies from a single-phase model

In the above derivations, we made as few assumptions as possible. Before extending the
temperature equation to multi-phase flow, we have performed sensitivity studies to
determine the impact of each term in Eq. 4.59 on the wellbore temperature profile by
numerically solving the equation under various conditions. From these evaluations, we
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have determined that the kinetic energy, Exg, and viscous shear, Eys, are less important to
the temperature profile. Example temperature profiles are shown below. The
procedure of the numerical solution is addressed explicitly in next chapter.

Fig. 4.3 shows example temperature profiles obtained from the original
temperature equation, Eg. 4.59 and the one without the kinetic energy term. This
example was generated with the wellbore that has an inner diameter of 4.6 in and is
producing about 6,000 b/d oil. Fig. 4.4 shows a comparison of the temperature profiles
with and without the viscous shear terms.

From these examinations, we can conclude that neither kinetic energy nor viscous
shear affect the computed temperature very much. We neglect kinetic energy and
viscous shear terms in further discussions. Dropping these terms, the energy balance
equation becomes

a7 _ K d—p+i(7p,v, +1(;—7a](T, -T)- gsmH' .......................... (4.60)

dx  Tdx  Rpv o C,
or
dT dp 2 gsiné
—= —+—oa, (T, -T)- ) eeerrrrreee e ————————— 4.61
dx T x RVC, al( [ ) C, (4.61)
where
a, =yp,V,Cp +(l—}/)a. ........................................................................... (4.62)

We call «, a combined overall heat transfer coefficient in this research. It combines

both conductive and convective heat transfer for porous wall pipe that has an additional
convective term added to the conventional overall conductive heat transfer.
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Fig. 4.3 Temperature profiles with and without kinetic energy.
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Fig. 4.4 Temperature profiles with and without viscous shear.

4.3 WORKING EQUATIONS FOR MULTI-PHASE FLOW

Using a similar shell balance method to the single-phase flow derivations, the mass and
energy balance equations for multi-phase flow can be developed. The main difference
from the single-phase flow is that the conserved properties are weighted by their volume
fraction (holdup) in the system. As for the momentum balance of multi-phase flow, it
needs a special treatment and a number of models have been developed for wellbore
pressure and holdup calculations (Hasan and Kabir, 1998; Flores et al., 1998; Taitel and
Dukler, 1976). We apply a homogeneous model for oil-water flow and a homogeneous
with drift-flux model for gas-liquid flow (Ouyang and Aziz, 2000).

4.3.1 Mass and energy balance
The mass balance for phase i (= oil, water, or gas) is given as
d(PiVi yi) 2Wi4

dx = R PiViy - (4.63)

where 'y, is avolume fraction of phase i.
Neglecting kinetic energy and viscous shear terms, the energy balance for phase i

is
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dp;

dT, 2
PVYiCy; X =PV YiCpiKyr, X +E7/Pi,|vi,| YiiCoi (Ti,l _Ti)

d , (4.64)
+ Eqi,l (1_ 7/)_ piYivigsing
Summation of the equation for the three phases gives
dT, dp, 2
Zpivi inp,i - = Zpivi inp,i KJT,i L"‘ _VZpi,lvi,l yi,ICp,i (Ti,l _Ti)
i dx i dx R %5 (4.65)

2 .
+E(l_7)zqi,l _Zpi y;vigsiné
Assuming that the pressures and temperatures are the same in each phase, we have
dT d 2
&Zpivi inp,i = d_zzpivi inp,i Ko + EV(Tl -T )Zpi,lvi,l Yii Cp,i

L 21-y)
R

(4.66)

a: (T, =T)=-> pyvigsing
where «; is an overall heat transfer coefficient for multi-phase flow. The details are
discussed in Appendix B. Solving for temperature gradient, we obtain

dT _dp Zpiviyicp,iKJT,i 7’Zpi,lvi,| YirCoi +(1_7)0‘T

dx dx > pvyC,, +E(T' T > pvyiC,,
‘ ‘ (4.67)

2PV,

——z'ini yC.. gsind
Total (mixing) properties can be factorized as
(o) =2 Pvi¥: (4.68)
(vap)T = Zi:pivi YiCpi s (4.69)
and

(ove K ). =Zi:pivi Y,Cp Kor - (4.70)

Finally, we have
daT (pVCpKJT )T %ﬂLE{V(,OVCp)“ +(1—7/)aT}

dax ivapiT dx R (vap)T

(T, -T)- [EV";)T gsing, (4.71)
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or

dT (PVCpKJT )T dp 2 o, (pV) :
at _ Boe T 1 _1)= T_gsing, (4.72)
dx  (eC,) dx R(pC,), (T, -T) mC, )
where
ar, zjx(vap)T'I +(1-9)ay . (4.73)

4.3.2 Momentum balance

When estimating the pressure profile and holdup along the well, we can apply a
homogeneous, a drift flux, or a mechanistic model to the problem. The simplest model
is a homogeneous model which regards flow as homogenized single-phase flow. A
mechanistic model is the most realistic and complicated model. However, it sometimes
encounters problems in convergence between flow regime transitions. A drift flux
model relaxes the assumptions of homogeneous model and considers a slip velocity
between phases. Because of the ease and continuities in the parameters of drift flux
model, it has been widely accepted in a variety of petroleum engineering applications.

Oil-water two-phase flow
For oil-water two-phase flow, a homogeneous model is applied and the momentum
balance equation is given with mixture properties as

dp vt dlogve’) _
—=-fn n__+nn/_ sing, 4.74
i R i P9 (4.74)
Where the mixture density, p,, is given by
M, +M,
Pn=y
MV, M,V (4.75)
V, V; VvV, V;
= pO yO + IOW yW
Since no slip velocity between phases is considered, the holdup is
y, = (4.76)
VSW +VSO

where v, and v, represent superficial velocities of water and oil. Mass flux can be
written as
pmVTP = pOVSO + pWVSW " (477)

Therefore, the two-phase velocity is
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Vip = &vso +&VSW. (4.78)

Pm Pm

The oil-water mixture viscosity is estimated by the model that takes into account
the phase inversion point (Jayawardena et al., 2001). It is given by

Ho = (L= y4) (4.79)
The inversion point is
% %]
Vin = 1+[%j [’;—J - (4.80)
d d

where the subscript ¢ means continuous phase and d means dispersed phase. The
dimensionless numbers to be used for friction factor estimation will be calculated based
on the mixture properties as

Np, = Fnre= VD (4.81)
Hr
and
Ve, D
Ny = Pmi Ve, . (4.82)
/um,l

Liquid-gas two-phase flow

When the flow is liquid-gas multi-phase flow, the homogenized pressure gradient model
by Ouyang and Aziz (2000) is used. It consists of frictional, gravitational, and
accelerational pressure drops and is given as

% _ 1 {_ fpmVTP2
i

dx R

—pmgsin0+(d—pj } (4.83)
dX )

1_(plvsl + pgvsg )Vp

where v, and v, are superficial velocities of liquid and gas respectively. (3—pj
X aw

IS an accelerational pressure drop caused by wall friction and is given as

[d—pj =w(d—p) +(1—w)(d—pj : (4.84)
dX aw dX aw1l dX aw 2

where

d
(—DJ =_L2[(Vsl TV XpIWI,I TPy Wy, )+(p,V, T PgVy XW"' W, )]
dX ) w1 R , (4.85)
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and
dp 2
[&jawz =_,0 mR? (p'VS' + PyVyg XP|W|,| T PgWy, ), (4.86)

where w is the mass flow rate. Subscription | and g denote liquid and gas

respectively. The value for @ is proposed as 0.8.
The mixture properties are given by

Pmn =PV +Pg Yy (4.87)
Ho =Y T HgYys (4.88)
and
Vip = ﬂvSI +&ng : (4.89)
P P
The in-situ velocity of gas is estimated from drift-flux model as
Vg =Co (Vg +Vy) +Vy, (4.90)

where v, is the drift velocity and C, is the profile parameter. They are determined
experimentally (Franca and Lahey, 1992; Shi et al., 2005).
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CHAPTER S

COUPLED MODEL

5.1 INTRODUCTION TO COUPLED MODEL.

In the last two chapters, we have derived the wellbore and reservoir equations. Our
objective in this chapter is to develop a pressure and temperature prediction model that
provides the flow rate, the pressure, and the temperature profiles along the horizontal or
near horizontal wellbore. The three unknowns have to be determined from the mass, the
momentum, and the energy balance equations of the wellbore along with the reservoir
equations.

As Eq. 4.11 indicates, inflow rate profile is obtained from wellbore pressure
profile. Simultaneously, estimating wellbore pressure profile requires flow rate profile.
Similarly, the wellbore temperature is estimated from the wellbore pressure and the
reservoir temperature which is a function of the inflow rate and the wellbore temperature.
Since the working equations of the wellbore and the reservoir are highly dependent each
other, they must be solved iteratively at the same time.

We consider a horizontal well fully penetrated through a box-shaped
homogeneous reservoir as described in Fig. 3.1 and divide the reservoir into a number of
segments (Fig. 5.1). With no-flow lateral boundaries, flow in the reservoir is only in the
y and z directions; flow in the horizontal wellbore is in the x-direction. The assumptions
for this coupled model are the followings:

1) Steady-state flow: For continuous well flow, changes in the well rate are much slower
than the response time of any sensor. We use the steady-state equations derived in
Chapter 3 for the reservoir and Chapter 4 for the wellbore.

2) Isolated reservoir segments: Each segment of the reservoir is idealized to be isolated
from each other. There is no flow in the x-direction within the reservoir.

3) Single-phase reservoir flow: Each reservoir segment produces a single-phase fluid.
Multi-phase flow occurs only in the wellbore as a result of the combination of single-
phase flows of different phases from the reservoir segments.

Fig. 5.1 Geometry of the forward model.
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5.2 SOLUTION PROCEDURE

These highly non-linear equations are solved numerically. We first discretize the
equations with a finite difference scheme and solve the matrices for each equation as
many times as necessary until the variables meet the convergence by the successive
substitution.

The mass balance equation (Eq. 4.63) can be discretized as

(Vi)j +(Ai)j(vi)j—1=(Bi)j’ (5.1)
where i denotes phase and j denotes position index. (A ), and (B,), are given
respectively as

(piyi)'—l
) =———" 5.2
A=), 2
and
(i), (9,),(ps - p;)
B)=—"L "' 2, 5.3
( I)J (piyi)j mR? 3
In matrix form, the equations are given by
A(p,T)-V=B(p,T). (5.4)

Since fluid properties are also pressure and temperature dependent, both coefficients are a
function of pressure and temperature.

If the flow is oil-water two-phase, we can discretize the momentum equation (Eqg.
4.74) as

pj_pj—lsz’ (5-5)

where
(pm)'(vm)'zf' .

Dj AX[_ : R o —(pm)ngInHj _I:(lomvm)i2 _(pmvm)i—lz]' (56)
In matrix form the equation becomes

C-P=D(v,T). (5.7)

In discretized form, the temperature equation (Eq. 2.72) can be written as

BTy -Tiu=Fy, (5.8)

where

2AX| 05,

E, :1+T[(—MCp ) } (5.9)

J
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and

F, = AX [(%V%%](g—zl +%[(pva—a'];](ﬂ)] —[(%;}_gsinej . (5.10)

Then we have
E(v,p)- T=F(v,p,T,). (5.11)

Input data l
Estimate flow regime

Assign temperature profile

h J

l Solve energy balance |

. for temperature
—* Assign pressure profile

)

Solve mass balance
for velocity

'

Temperature
converged?

Modify

Estimate holdup temperature profile

I

l

Solve momentum balance

for pressure Update

Inflow temperature

Pressure
converged?

No

Pressure
converged?

Yes

Write output

Fig. 5.2 Schematic of the solution procedure.

Yes

The solution can be found iteratively. For instance, when velocity and pressure profiles
are known as (v",p"), then the temperature profile can be obtained as follows:
Solve

E(v",p",T' ) T=F(",p",T'), (5.12)
for T.Then T will be updated as
T = ((T-T' )+ T', (5.13)
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where superscript n means the known variable and | means the current status of the
unknown variable, and « is a relaxation factor that takes value between 0 and 1. This
process will be repeated until we have
(T'-T)"(T' -T) 2
INT I <&y
(T) (T)

(5.14)

where &, is a pre-assigned tolerance. A schematic of the solution procedure is shown
in Fig. 5.2.

5.3 RESULTS AND DISCUSSIONS

With the recent fiber optic technology, a temperature can be measured with a resolution
on the order of 0.0045 °F at some spatial and temporal resolutions (Sensornet Limited,
2007).  The changes in the horizontal wellbore are normally very limited.
Hypothetically, we set up the measurable temperature resolution as 0.01 °F.  However,
if the estimated total temperature change of the wellbore is on the order of 0.01 °F, it may
not benefit us to install the equipment and measure the profile. Therefore, it is
important to infer the possible temperature changes under various synthetic production
cases.

Other than the quantity of temperature change, we can also learn from the quality
of temperature changes by taking a spatial derivative of temperature (Hill, 1990). When
the different types of fluid are produced or well trajectory is changed at some position of
the horizontal well, the slope of the temperature profile show some anomalies (Yoshioka
et al., 2006; Yoshioka, 2007).

We consider two kinds of wells: one with a small diameter and the other large,
and both are completed as cased and perforated wells. The details of the well properties
are shown in Table 5.1. Oil, gas and water are the produced fluids. The reservoir and
fluid properties are listed in Table 5.2. The physical fluid properties are estimated
based on pressure and temperature along the wellbore, and Table 5.2, using accepted
correlations (McCain, 1990).

Table 5.1 Well properties.
Small Large
ID [in] 2.602 4
OD [in] 3.5 4.5
Diameter with cement [in] 5 6
Kcasing [Btu/hr ft °F] 6.933
Keement [Btu/hr ft °F] 4.021
Relative roughness 0.01
Total Length [ft] 2000
Pipe opened ratio [%] 2
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Table 5.2 Reservoir and fluid properties.
Reservoir length [ft] 2000
Reservoir width [ft] 3150
Reservoir height [ft] 55

Pressure drawdown [psi] 300
T at outer boundary [°F] 180
Specific gravity of gas 0.75
Salinity of water [%] 5
Oil API 45.176
Disolved GOR [SCF/STB] 800
Surface tenstion [dyne/cm] 10
QOil Water Gas
Kyt [Btu/hr ft °F] 2 25 1.3
K [Btu/hr ft °F] 0.0797 0.3886 0.0116

5.3.1 Possible temperature changes

To evaluate the possible temperature changes along the horizontal wellbore in a single-
phase production system, we studied two extreme cases: small and large production
scenarios with small or large well diameter. These examples should bracket the possible
temperature changes in actual single-phase producers.

Fig. 5.3 displays the pressure change from the toe pressure for flow through a
well with small diameter. With a total flow rate of about 5,000 b/d, the total pressure
drop in the 2,000 ft long well is about 30 psi; at a very high rate of about 20,000 b/d, the
wellbore pressure drop is over 300 psi. The corresponding temperature change profiles,
the temperature at any location along the well minus the temperature at the toe, are shown
in Fig. 5.4. For the small flow rate case, the temperature changes less than 0.2 °F
throughout the well while the temperature changes 1.4 °F for the large flow rate case.
Since the pressure drop for this case, a high flow rate in a small diameter well, is quite
large, this order of change would be the largest temperature change caused by wellbore
flow effects that can be expected in a horizontal single-phase oil production well.

Table 5.3 summarizes results from several other cases. The profiles for each are
similar to those shown in Figs. 5.3 and 5.4. In these calculations, the temperature
changes for low production rates with the larger diameter wellbore for both oil
(maximum change of 0.02 °F) and gas production (0.01 °F) cases were small. However,
if the production rate is large, the temperature change would be measurable. Even
though the pressure change along a well producing gas is small, the temperature change
of gas is more sensitive to the production rate.
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Fig. 5.4 Temperature deviation profiles (oil production with small well diameter).
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Table 5.3 Summary of possible temperature changes.

Fluid Rate Diameter AP1ota, PSI ATrota, °F
oil Low (4990 bbl/day) Small 35.2 0.16
oil High (20077 bbl/day) Large 314.9 1.44
oil Low (5064 bbl/day) Small 4.4 0.02
oil High (20053 bbl/day) Large 63.4 0.29
gas Low (5046 MSCF/day) Small 6 0.08

gas High (20039 MSCF/day) Large 63.9 0.79

gas Low (5097 MSCF/day) Small 0.73 0.01

gas High (20039 MSCF/day) Large 10.5 0.13

5.3.2 Pressure and temperature profiles with well inclination

Horizontal wells are rarely perfectly horizontal, with the inclination angle varying along
the trajectory. Deviations of the well trajectory may alter the temperature and pressure
profiles along the wellbore from that of a perfectly horizontal wellbore.

The geothermal temperature of the formation monotonically increases with depth
so that in upward flow, the wellbore fluids will encounter cooler formation temperatures
as they move up the wellbore, and will encounter warmer surroundings with a downward
trajectory. For this example, the geothermal gradient is taken to be 0.01 °F/ft.
Inclinations of 2° and -2° from horizontal were examined. These results were compared
with the horizontal small-diameter case that has uniform inflow (5b/day/ft for oil and 25
MCF/day/ft for gas).

Fig. 5.5 shows the comparisons of pressure changes from the toe pressure
(wellbore Ap) for upward and downward trajectories. For oil flow, the pressure loss

will be larger in upward flow compared to horizontal flow and less in downward flow as
depicted in Fig. 5.5 because of the decreasing hydrostatic pressure drop. Fig. 5.6 plots
the temperature deviations from the toe temperature. In downward flow, the wellbore
encounters warmer formation temperature and, as expected, temperature deviation of
downward flow is more than the horizontal case. Upward flow temperature behavior is
more profound. The fluid temperature decreases first because of a cooler environment,
and then increases because of Joule-Thomson warming. Although this results in the
minimum temperature deviation among cases, its shape is remarkable since temperature
should not decrease in a perfectly horizontal wellbore producing liquid. This downward
concave shape could be an identification of the upward trajectory of the well and
illustrates that an accurate measurement of well trajectory is needed to interpret
temperature and pressure profiles in nominally horizontal wells.
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Fig. 5.5 Wellbore pressure changes (single-phase oil).
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Fig. 5.6 Wellbore temperature changes (single-phase oil).

Next, we present the gas production cases. Comparisons with the horizontal
case are displayed in Figs. 5.7 and 5.8. Similarly, the pressure drop is smaller in
downward flow and larger in upward flow. And, the temperature deviation profiles
show distinct differences for the two inclinations. Because of Joule-Thomson cooling,

48



the usual temperature profile shows a monotonically decreasing curve in gas production.
But in downward flow, the wellbore is exposed to the warmer surrounding and ends up
with a higher temperature at the heel than at the toe. This does not usually occur in a
flowing horizontal gas well.
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Fig. 5.7 Wellbore pressure changes (single-phase gas).
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Fig. 5.8 Wellbore temperature changes (single-phase gas).
49



5.3.3 Water entry effects

When water is produced from the same elevation as the oil zone, the water producing
zone can be actually cooler than oil-producing zones because of the difference in Joule-
Thomson coefficients as shown in Fig. 3.5. We have observed in Chapter 3, that oil,
gas, and water would have different inflow temperatures and difference in inflow
temperature is dominated mostly by Joule-Thomson effects in the formation and the
reservoir boundary temperature. A case for which the boundary temperatures are
different is when water entry is caused by water coning. Since water is produced from
the deeper zone, water entry tends to cause warming of the wellbore (Dawkrajai et al.,
2006). In this study, we consider the boundary temperatures are the same for all the
fluid types. Therefore, the Joule-Thomson effect of the reservoir, which is a product of
pressure drawdown and the Joule-Thomson coefficient, is the dominant term.

Fig. 5.9 shows an example of temperature profiles for water entry near the middle
with different water cut values and Fig. 5.10 shows the corresponding pressure curve.
In this example water is entering the wellbore from 1,200 to 1,400 ft from the heel of the
well. This water entry is identified by the cool anomaly along the well. Beginning
from the toe of the well, the water producing zone is clearly indicated by the cool
temperature anomaly, with the beginning of the water zone corresponding to the sudden
drop in temperature and the end of the water zone marked by the increase in temperature.
For the higher water cut, this difference is more pronounced. While temperature
profiles indicate where the water entry starts and ends, the pressure profiles (Fig. 5.10) do
not clearly show the location of the water entry. We can see that the overall pressure
drop of the higher water cut case is higher. ~ Since the density of water is higher than that
of oil, the mixture density of the flowing fluid in the wellbore for the higher water cut
case is higher. Therefore, the frictional pressure, which is proportional to the density,
ends up with being larger for the higher water cut case. The slope of the pressure curve
with a water cut of 0.3 was changed where the water entry began. However, the
pressure profiles did not exhibit distinct anomalies.
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4 |

-6

-10 + - \Water cut 0.3
— Water cut 0.1

Pressure drop [psi]
&

0 500 1000 1500 2000
Distance from heel [ft]

Fig. 5.10 Pressure drop profiles for different water cuts.

The temperature drops observed on the profiles also vary with the water entry
locations.  Fig. 5.11 depicts the temperature profiles with different water entry locations
with a water cut of 0.3.  Water entry near the heel has limited effects on the wellbore
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temperature profile compared to the water entry near the toe because the relative amount
of water production will be smaller. For instance, supposing that a well is producing
5b/d/ft uniformly, the maximum water holdup along a horizontal well can be as high as
0.5 if water is entering over 1600-1800 ft from the heel. However, if water is entering
over 0-200 ft from the heel, water holdup can only be 0.1. Therefore, as water entry
occurs closer to the toe, fluid in the wellbore is more affected. The pressure drop
profiles are also plotted in Fig. 5.12. Again, we can observe the slope change where
water entry starts. Compared with temperature profiles, pressure profiles would be less
informative to identify amount and location of water entry.
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Fig. 5.11 Temperature deviation profiles for different water entry locations.
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To examine the use of a temperature log as a means to locate water entry location,
we define the temperature difference (AT ) cause by water inflow into an oil as shown in
Fig. 5.9 as the difference between the wellbore temperature upstream of the entry and the
minimum temperature caused by the water entry. Also, the dimensionless water entry
location is defined as the fraction of the water entry start distance from the heel divided
by the total well length as shown in Fig. 5.11. To develop guidelines for what
conditions lead to identifiable temperature anomalies, we varied the water cut (0.05 — 0.3)
and the water entry location while fixing total flow rate (10,000 b/d), the pressure
drawdown in the reservoir (300 psi), and the length of the water entry zone (10% of total
well length). The temperature differences from these simulations are summarized in
Fig. 5.13, which shows broad conditions of detectable temperature changes except for
conditions of low water cut and water entry locations close to the heel. As the water cut
increases, and the location goes away from the heel, the temperature changes become
larger.
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5.3.4 Gas entry effects

When gas is produced, the wellbore will usually experience a temperature cooling. The
temperature deviation profiles for different amounts for gas production and the pressure
drop profiles are shown in Figs. 5.14 and 5.15 respectively. The sensitivity of the
temperature behavior to the amount of gas production is clearer than those of water entry
cases. But for the pressure profiles, the profiles with different amount of gas production
cases are almost identical. The temperature deviation profiles of gas entry with different
entry locations are shown in Fig. 5.16 and the pressure drop profiles are plotted in Fig.
5.17. While the temperature behaves sensitively to the gas entry locations, the pressure
profiles only change the slopes. Similarly to the water entry example, the temperature
change caused by a gas entry increases as the amount of gas production becomes higher
and the gas entry occurs farther away from the heel.
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Fig. 5.15 Pressure drop profiles for different gas fractions.
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Fig. 5.16 Temperature deviation profiles for different gas entry locations.
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Fig. 5.17 Pressure drop profiles for different gas entry locations.

As with the water entry case, we varied the volume fraction of gas production
(0.05 - 0.3) and the gas entry location, and fixed total flow rate (10,000 b/d or 56,146
CF/d), the length of the gas entry zone (10% of total well length), and the reservoir
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pressure drawdown (300 psi) to determine the conditions which gas entries can be
identified from the temperature profile. The gas flow rates for these calculations are the
downhole volumetric flow rate, so a gas cut of 0.3 means that at the bottomhole pressure
and temperature, 30% of the total volumetric flow rate is gas. The results from these
simulations are summarized in Fig. 5.18. Similar features to the water entry scenario
can be observed from the figure. When gas production rate is small and entry occurs
near the heel, the temperature changes are not significant enough to detect. As gas
production rate increases or gas enters farther away from the heel, the temperature
changes become large. Considering the fact that the inflow temperature of a gas is
cooler than geothermal temperature, it is clear that we see more pronounced effects of the
gas entry on the temperature profile than those of the water entry.

AT

Gas cut

Gas entry location (xg/L)

Fig. 5.18 Temperature difference contour (gas)

5.3.5 Damaged skin effect

With the existence of formation damage, the pressure profile in the reservoir changes.
As a result, the inflow temperature increases proportional to the damage skin factor were
shown in Fig. 3.13. Inflow temperature changes caused by a near well damaged region
are not as significant as the ones caused by water or gas entry. However, while the
occurrence of water or gas entry can be noticed at the surface once they have been
produced, the distributions of formation damage are hard to profile.

If formation damage is evenly distributed in the entire producing zone, there
would be little chance to observe skin effects on temperature log since it would not leave
any anomalies on the profiles. In the following examples, we show the cases that
formation being damaged in a particular zone, namely toe, middle, and heel. We
consider a single-phase oil production with uniform inflow (5 b/d/ft) while the pressure
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drawdown in the reservoir (300 psi) being fixed by adjusting the undamaged
permeabilities. We also assume that the damaged zone is extended radially into the
formation for distance of 3 ft. The reduced permeability ratios, k,/k , of 0.1

(s=24.6),0.3(s=6.4),and 0.5 (s =2.7) are considered.
Fig. 5.19 shows the case of damage existing near the toe for 500 ft. For small
k, /k of 0.1 and 0.3, the temperature changes are measurable. We can also observe the

temperature slope change where the damage zone exists. Fig. 5.20 displays a similar
example but with the damage zone lying in the middle. The inflow temperature effects
are less observable because the difference in inflow temperature is smoothed by the
wellbore temperature as have been seen in the water or gas entry examples. Finally, the
profiles of the damage zone at the heel are shown in Fig. 5.21. The changes are not
distinct for this case.
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Fig. 5.19 Temperature profiles with damaged zone (toe).
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Fig. 5.21 Temperature profiles with damaged zone (heel).
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CHAPTER 6

INVERSION METHOD

6.1 INTRODUCTION TO INVERSION METHOD

In this chapter, we develop an inversion method to analyze distributed pressure and
temperature data. The coupled model described in the previous chapters will be used as
a forward model to calculate pressure and temperature profiles. With the steady-state
model, we perform production profile matching along a horizontal well.

We also present the study of the effects by adding temperature data to flow rate
and pressure data in reservoir property estimation. Having more data as observations
simply increases restrictions in parameter estimation and should decrease the uncertainty
but possibly over-determines the problem. Even though pressure data are commonly
used as observation to be matched, the temperature change is often neglected in normal
production system. As discussed previously, that is a fair assumption especially for
horizontal wells. However, with the advanced technology to accurately measure
temperature, it is important to give some insights into the effect of having temperature
data additionally on the reservoir property estimation.

6.2 INVERSION METHOD

We regard the total flow rate, the pressure and temperature profiles as observation data,
and productivity (inflow) distribution as parameters to be estimated. In synthetic
examples, we generate observations from a forward model and invert them to obtain the
productivity distribution along the horizontal well.  The discrepancy between
observation and calculation is the error (objective) function to be minimized.

The relationships between productivity (or inflow rate) profile and observations
(total flow rate, pressure, and temperature) are highly nonlinear. Let the relationship
between parameter vector w and model-generated observations be represented by
f(x;w). f(x;w) is a function of both observation space x and parameter w, and
maps N-dimensional parameter space into M-dimensional observation space. The
Levenberg-Marquardt Algorithm (1963) is a blending method of a least-squares
estimation and a steepest descent method, and it outperforms both methods. In what
follows, we briefly show the derivations of both methods and of the Levenberg-
Marquardt algorithm.
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6.2.1 Least-Square Estimation
We assume that the model-generated observation f(x;w) corresponding to a vector w
that differs slightly from w, is a linear function of w. A linear approximation of

f(x;w) in the neighborhood of w, is given by a truncated Taylor series as
fxw)=f(x;w,)+J(w-w,), (6.1)
where J is a Jacobian matrix given by
J=Vi(x;w,). (6.2)

Now we define an objective function as a squared error of the model-generated
observation f(x;w) from the observations y. Itis given as

E(w)=[(f(xw)-y)". (6.3)

Taking a derivative of the objective function with respect to the parameter vector w, we
have

VE(w)=2Vf(x;w) (f(x;w)-y). (6.4)
Substituting Eq. 6.1 into Eq. 6.4 gives
VE(w)=2Vf(x;w) (f(x;w,)+I(w—-w,)-y). (6.5)

Since we have assumed a linear approximation of f ’s dependence on w, we have
Vi (x;w) = VF(x;w,)

_ (6.6)
=J
We denote
d=J"(f(x;w,)-y), (6.7)
and
H=J"J. (6.8)

The letters d and H stand for the derivative and the Hessian respectively. While d
is the actual derivative of E(w), H is the approximate Hessian obtained by neglecting
the second order derivative. The rigorous Hessian is estimated as (Duijndam, 1988)

H:JTJ+i(f(xi;w)—yi)Ti, (6.9)

'~ is the Hessian matrix of the residual (f(x;;w)—y,) at this observation point

and is neglected here because of the linear assumption of f. With Eqgs. 6.7 and 6.8, Eq.
6.5 becomes

VE(W)=2H(w -w,)+2d. (6.10)
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With the optimal parameter vector w
VE(w) should be zero. Therefore, we have

ot the gradient of the objective function

0 =2H(w,, —w,)+2d. (6.11)
Solving for w, yields
W = —H'd+w,. (6.12)

Because of the linear approximation of f, Eq. 6.12 is approximately correct.
That is w,,, defined by adding the upgrade vector to the vector set w,, is not
guaranteed to be the minimum of the objective function E(w). Therefore, the new set
of parameters contained in w, is then to be used as a starting point to determine new

upgrade vector given by Eq. 6.12. By repeating this procedure, we can supposedly
reach the global minimum of E(w). The process of iteratively arriving at the minimum
is depicted for a two-parameter problem in Fig. 6.1.

Initial guess

Parameter 2

Contours of equal
objective function value

v

Parameter 1

Fig. 6.1 Image of least-square method’s iterative behavior.

6.2.2 Steepest Descent Method
The gradient vector of E(w) can be written as

62



g = VE(W)
=217 (f(x;w,)-y). (6.13)
=2d
In the steepest descent method, the upgrade vector follows the direction of that the
objective function decreases from the current parameter set w,. Therefore, the
upgrade vector will be computed from

W=w, -8, (6.14)

where the constant 7 is the upgrading parameter. The negative gradient vector —g is
in the descend direction of the error function E(w) in which the current parameter set is
supposed to move. The upgrade vector, however, has to be damped by multiplying 7
S0 as not to overshoot the downhill direction.

6.2.3 Levenberg-Marquardt Method
The upgrade vector derived from the local linear assumption (Least-Square Estimation)
should not allow the error function E(w) to increase from the current state. Therefore,

the angle between the upgrade vector derived from local linear assumption, —H'd , and
the negative gradient vector, —g, cannot be greater than 90 degrees. If the angle is

greater than 90 degrees, the upgrade vector leads E(w) to increase. However, the

upgrade vector, —H*d, can normally speed up the convergence toward the global
minimum especially when the parameters are highly correlated even though —g defines
the direction of steepest descent of E(w). In such situations, since the descend

direction becomes too sensitive to the parameters, we tend to wander between the valleys
of the objective function near the minimum and the convergence speed becomes
enormously slow. This behavior is diagrammatically shown in Fig. 6.2.
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Fig. 6.2 Image of steepest descent method’s iterative behavior.

The upgrade vector Eq. 6.12 is not always better because it assumes a local
linearity of f(x;w) and that is only valid near a minimum. Marquardt (1963) invented
a technique that involves ‘blending’ between least-square (Eg. 6.12) and steepest descent
(EQ. 6.14) methods. We take full advantage of steepest descent until we reach near the
minimum and gradually shift the upgrading method into the least-square method.
Introducing a blending factor A, the upgrade vector is given as

w=w,—(H+I)"d. (6.15)
where 1 is the identity matrix. If a small value for A4 is taken, Eq. 6.15 becomes
identical to the least-square method. And, as A gets large, Eq. 6.15 approaches to

1

szo—zd, (6.16)

which is a steepest descent method.

6.3 APPLICATION

We now apply a Levenberg-Marquardt method to our problem, which has flow rate,
temperature, and pressure data as observations. Supposing downhole pressure and
temperature profiles are measured at N points, we will obtain N points of pressure and
temperature, respectively, in addition to the total flow rates of each phase. In the
following, we define the corresponding variables for the Levenberg-Marquardt method.
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6.3.1 Variable definitions
We denote the measured pressure data as

P =[Poss Pz P [ (6.17)
And the temperature measurements as

T, =T, Topr s Ton |- (6.18)
The flow rates of each phase (1 = oil, 2 = water, and 3 = gas) are

A = (G Oz O] (6.19)

The parameters we wish to estimate from these data are the productivity profile
along the well.  The productivity index J is defined as

q
J=—1. 6.20
Ap (6.20)
From Eq. 3.63, we can solve for the productivity index of horizontal well. ~ Then we
obtain
3 27KL . (6.21)

U In(hJ + ﬂw—l.9l7 +S
R h

From Eq. 6.21, the productivity index is proportional to permeability if other parameters
stay the same. Therefore, the permeability profile along the well is chosen as the
parameters to be estimated from production data. To match the pressure and
temperature data measured at N points, the forward model must divide the reservoir into
N segments. Following the notation of the previous section, the parameters can be
written as

w = [k(x ) k(%, ) k(x, )T
:[k11k27""kN]T |

From the forward model with N segments, we can calculate N pressures and N
temperatures respectively. The calculated pressure profile from the model is

(6.22)

P.(W) =[P Pezi P (6.23)
and temperature profile is

T, (W)=, T T | (6.24)
Additionally we have production of each phase

q.(W)=[0.0c2. 9 [ (6.25)

where subscript ¢ stands for calculated.
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Now we define the objective function as a squared difference of the model-
calculated values and measurements. However, we cannot treat temperature, pressure,
and flow rate equally because they have different impacts on the permeability profile and
have even different unit (temperature in °F, pressure in psi, and flow rate in b/d or
MCF/d). For this purpose we must weight each measurement in defining the error term.
Hence, we define the error components as follows

e,=D,”2(p, ~p,), (6.26)

€ = DT%(TC _Tm)' (6.27)
and

¢, =D, 2(q, - q,). (6.28)

where D, D;,and D, are weights for each error element and are diagonal matrices.
Then we can define the objective function as
E(w)=e pTep +e; e + eqTeq
N 3 . (6.29)
2 2 2
= z [(Dp )jj (pCJ' - pmj ) + (DT )jj (TCJ _ij ) ]+ Z(Dq )ii (qci — Ui )
j=1 i=1
Using the error components vector, the gradient vector d is given by
d=J,"e, +J; e, +J e, (6.30)

where Jacobian matrices J , J;,and J, aregiven by

oe; op,;
), - - “[b,%), o (6.31)
oe;. T
L o 632
and
oe i aqci
(Jq)ik :i:(DP%)ii m (6.33)

Therefore, the k™ component of the derivative vector d is given as
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N 8pc s aTc
:Z (Dp)"(pcj - pmj) J +Z (DT )jj (ch _ij) J ' (634)
i=1 ) ok, i=1 ok,
3 aq )
D X L . Cl
+;|:( q)“ (qa qml)akk :|
Similarly, the Hessian matrix H is
H=JJ, +J3.73,+3,J,. (6.35)
The component of the matrix is estimated as
. apcl apcl aTcl aTcl : aqci aqci
H), = D, | ———+(D — D,|] ———|. 6.36
( )Jk IZ:1: ( p)|| ak] akk +( T)II ak] akk +iZ:1: ( q)ii ak] akk ( )

apcj

Each component of Jacobian matrices can be obtained numerically. For instance,

k
can be computed by perturbing ki while keeping other parameters constant. The
sensitivity of ky to p; is approximated to

Py _ Py Ky kg + 3K,k )= Py (o ko) (6.37)
ok, ok | |

As obvious from Eq. 6.37, calculating a sensitivity of one parameter ki requires at least
one forward model run. Therefore, to compute the whole Jacobian matrix, we must
generate a number of parameters (N) forward runs.

Starting from an initial guess of the parameters, w,, the update rule follows the
Levenberg-Marquardt method that is given as

w=w,—(H+A1)"d. (6.38)

The schematic of the inversion process is shown in Fig. 6.3.
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Converged? Find an optimal A

Write output

Fig. 6.3 Schematic of the inversion procedure.

6.3.2 Observation weights

In 6.3.1, we supposed that the production data measured were pressure and temperature
profiles in addition to total flow rate of each phase. Giving many types of input data to
the objective function, however, might result in the problem being over-determined and
the objective function losing the right path without making any improvements.
Therefore, in this example, we go through a variety of numerical experiments with
different input data combinations to evaluate the effects of each input data on the
permeability inversion. As observations we possibly obtain, we consider pressure and
temperature profiles, and flow rates of each phase. Plus, we consider the spatial

derivative of pressure and temperature profiles (dp/dx and dT/dx) because we have

observed the slope of these curves sometimes indicating additional information.

In Egs. 6.26 — 28, we introduced the weights for each observation. As stated,
each observation has different physical properties and units. Therefore, they should
have different contributions to the objective function. For instance, if the weight of flow
rate is improperly high compared to the other inputs, the inversion problem becomes
identical to the problem of simply matching the flow rate data only. Although knowing
the relative importance of different types of input data is essential, there is no explicit
way to quantitatively calculate the weights.

In this study, we approximately equalize the sensitivities of the input data to the
permeability estimation with observation weights to quantify the relative importance.
Also, we treat the input data of the same kind equally in further discussion. Therefore,
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for instance, the component of weight matrices (Dp),-,- can be replaced with simply D,

for all pressure observations. Since each observation has different units, we introduce
dimensionless observation as follows.

q;u
= 6.39
qD,I kpRAX ( )
P;
Py =—, (6.40)
o] Pr
Tp = T , (6.41)
pCp pR
X
XD :E. (642)

where Ax is the length of the segment.
The sensitivity of the dimensionless observation p, ; to the permeability of the

k™ segment k, can be written as K, /opp; - To obtain similar contributions from
different observations, we equate the sensitivities with the weights. Then we have
1 ok, 1 ok, 1 0k,
Dp% Pp, ) DT}/2 dTp B Dq% Np, |
1 ok, 1 ok,
B de% a(dpD/dXD)j B DdT}/2 a(dTD/dXD )j

where D, and D, are the weights for dp/dx and dT/dx.

From Eq. 6.43, the relative sensitivity of the dimensionless pressure observation
to the flow rate can be written as

, (6.43)

D% _ ok, /oy,
Dp% 8kk/6pD'j

(6.44)
_po,
AMp |
Therefore, the relationship between D, and D, is given by
a 2
D, =| 22| p | (6.45)
p ;
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9Py, /00p,; isthe sensitivity of g ;to p, ;. Flow rate of the phase i is given by

> 3(pr—py)=0;. (6.46)

k=1

To estimate the sensitivity, we consider small perturbations of pressure and flow rate
caused by, say, permeability and the resulting changes can be written as

pj:pj0+5pj’ (6.47)

g = qio +&]i , (6.48)

where p J.O and qi0 are the initial pressure and flow rate before perturbations. The
change in the flow rate is

&; =0 _Qio
=2 3P =P )= 3,00, = 2 3 (P — o), (6.49)
=—J ;P

Therefore, we have

Z_':: _ —Ji | (6.50)
In dimensionless form, the sensitivity becomes

apD,j _ kAx apj

p,; 4 0oq;

mo\J;

Therefore, from Eq. 6.21 and 6.45, the relative weight then becomes
2

In(gj + ﬂvr\]/ —-1.917 +s
D, = > D,. (6.52)

i

(6.51)

Similarly, the weight of dimensionless temperature observation is given by

2
oD .
D, = Po.) D,. (6.53)
Ty,
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From Eq. 4.61, the physical relationship between wellbore temperature and pressure can
be approximated as

& =K, dﬁ (6.54)
dx dx
From Eqg. 6.54, we have
op .
o _ 1 (6.55)
T, Ky
The dimensionless sensitivity is then
opp; 1 0p; 1 (1]
oT,; pPC, 0T, pC Ky (6.56)
= 1 =-1
IBTj -1
Therefore, the weight for the dimensionless temperature is
D, =(-1°D, =D,. (6.57)
What remain are the weights of (dp,, /dx, ), and (dT,/dx,),. From Eq. 6.43,
we have
op i
D, =|——> | D.. (6.58)
i [a(dpo/dxo),} i

(dpD /de) ; Is actually calculated by the pressure difference across a segment divided
by the length of the segment as

dp, _ Ap, _ Pp,j = Po,ju 1 (6.59)
dxp ), \AXp ), AXp

With a small perturbation, the changes of p, ; and (Ap,/AX, ), resultin
Po.j = Po; + (6.60)
APo | _[APs |0, o[ AP | (6.61)
AXp ,- AXp j AXp j

Solving for the perturbed change of (Ap,, /Ax,,), gives
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S Apy — Ap, _ App | o
AXp ,— AXp ,— AXp i

0 0
Pp, j +5pD,j —Po,ja _ Poj = Po,ju

= . 6.62
AXp AXp (6.62)
_ Fo,
AXg
Therefore, we obtain
Pp ;
———— = AX,, (6.63)
o(dp, /dx, ), °
Substituting into Eqg. 6.56, the weight for D, is then given as
op i
Dy =| =~ | D
" {6(dpD/de),-] " (6.64)
= (A%, )°D,
Similarly to(Ap,, /AX;, )., the weight for (dT, /dx, ), is
Dyr = (A%, )°D; . (6.65)

6.4 SYNTHETIC AND FIELD EXAMPLES

With the inversion method described above, we show synthetic and field examples in this
section. Synthetic examples include single-phase oil and gas examples to demonstrate
the effects of each production data (pressure, temperature, etc.), and detections of water
and gas entry. In the field example, we use production log data measured from a
horizontal well in the North Sea which is producing oil and water.

6.4.1 Effects of Input Data Choice

The possible candidates for input data are the pressure profile, the temperature profile,
the flow rate, the pressure derivative, and the temperature derivative. Total flow rate
will be given as an observation for every case. Through numerical examples, we
evaluate the effects of each input data on the inversion results. The experiments were
conducted for single-phase oil production and single-phase gas production with a variety
of permeability distributions.
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Experiments for single-phase oil production. “Observations” are generated from a
forward model following the “true” permeability distribution that we set up, and then
inversion of the true permeability distribution is performed by matching the observations
that are generated from the model.

As true permeability distributions, we consider four different distributions (cases
A, B, C, and D) along the horizontal well as shown in Fig. 6.4 for the single-phase oil
production example. High permeability (500 md) zone and low permeability (50 md)
zones are located alternately in different ways. To obtain larger wellbore effects on the
profiles, the well with small diameter described in Table 5.1 is used in the experiments
and the bottomhole (heel) pressure is set for 3,600 psi. The reservoir whose properties
are listed in Table 5.2 is considered. The measurement resolutions of the pressure,
temperature and flow rate are assumed to be the order of 0.1 psi, 0.01 °F, and 1 b/d
respectively. The measurements are logged over 20 points located every 100 ft along
the well.  As an initial permeability distribution, a homogeneous 300 md distribution is
considered assuming we have no a priori information about the permeability.
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Fig. 6.4 Four different permeability distributions along a horizontal well.
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For all the cases, we evaluate the effect of input data given on the inversion
calculation. The combinations we give are: pressure only, temperature only, pressure
and temperature, pressure and pressure derivative, temperature and temperature
derivative, and all of them. We will determine the best combination among them
through numerical experiments. As an example of additional input data effects, the
generated observations of case A and the matched curves by using pressure only,
temperature only, and all the observations are shown in Fig. 6.5.
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Fig.6.5 Observation and matched curves with different input data (Case A, oil).

Giving the pressure data only shows a close match with the pressure profile but
the temperature curves did not match. That indicates that pressure could be matched
even if its temperature profile is off from the observation. On the other hand, giving
temperature only obtains a good match while the pressure profiles also match. With
more input data (giving all possible input), not significant difference can be observed in
this example compared with the match from temperature only.

Fig. 6.6 displays the inversion results from case A. As pressure data only did
not show a good match of temperature curve in Fig. 6.5, it is not surprising that inversion
from pressure only did not match the true permeability field well. However, other
combination choices captured the features of the alternating permeability zone locations,
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and their inversion results show good resemblance to the true permeability distribution.
Inverted flow rate profile from temperature and pressure data were compared with the
observed one in Fig. 6.6¢c. They show very close match.
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Fig. 6.6 Inverted results for case A, (a) permeability distributions from original data.
(b) permeability distributions from derivative of the data,
and (c) flow rate profile from temperature and pressure.

The inversion results of case B are shown in Fig. 6.7. Similarly to case A, the
inversion with pressure data only or pressure and dp/dx did not produce better

distributions than the ones with the other input data. Using the choice of temperature
and pressure gives the very close distribution to the true permeability distribution. The
inverted flow rate profile from temperature and pressure data is also shown in Fig. 6.7.
The flow rate profiles are identically agreed.
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Fig. 6.7 Inverted results for case B, (a) permeability distributions from original data.
(b) permeability distributions from derivative of the data,
and (c) flow rate profile from temperature and pressure.

The inversion results for the permeability distribution case C are depicted in Fig.

6.8. Unlike the previous two cases, the choice

of pressure data only performed well in

this case. Also, the choice of all input data including the derivative of the data as shown

in Fig. 6.8b did not succeed in inverting the per

meability distribution. Considering the

fact that we can obtain better permeability inversion from other input data combination,
this result from all input data choice implies the error minimization process strayed away
from the right direction because of too many restrictions. The inverted flow rate from

pressure and its derivative is shown in Fig. 6.8c.
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Fig. 6.8 Inverted results for case C, (a) permeability distributions from original data.
(b) permeability distributions from derivative of the data,
and (c) flow rate profile from temperature and its derivative.

The last example of single-phase oil production is Case D. The inverted
permeability distributions and flow rate profile are shown in Fig. 6.9. Neither the
choice of pressure only nor of temperature only show a good match with the true
permeability distribution.  Similar behavior can be observed in the results including the
derivative of the data. However, the combination of temperature and pressure or all the
data performances are improved compared with the other choices. The inverted flow
rate by temperature and pressure data is compared with the observation in Fig. 6.9c.
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Fig. 6.9 Inverted results for case D, (a) permeability distributions from original data.
(b) permeability distributions from derivative of the data,
and (c) flow rate profile from temperature and pressure.

In order to evaluate the inverted results, we calculated the 1-2 norm of the
discrepancy as

2 kjtrue_kjinverted
Err= > | k. : (6.64)

=1 j,true

where K; . and K; ..o are the true and the inverted permeability of the position ]

respectively. The obtained errors were normalized by dividing by the error of the result
from pressure data for comparison reason and shown in Fig. 6.10. In cases A, B, and D,
the combination of temperature and pressure gives the best result. While the
combination of temperature and derivative of the temperature gives the best result in the
case C, the result from the temperature and pressure combination is still better than the
others. The combinations that provided the lowest error are highlighted in the figures.
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Fig. 6.10 Error comparisons (single-phase oil production).

Experiments for single-phase gas production.

single-phase gas production.

We perform the same experiments for
The permeability distributions used as true distribution are

displayed in Fig. 6.11. Similarly to the previous experiments, high permeability (100
md) zone and low permeability (10 md) are located alternately. Again, we examine the
goodness of inversion results when using different combinations of input data while flow
rate is always given. As an initial permeability distribution, homogeneous 50 md

distribution is considered.
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Fig. 6.11 Four different permeability distributions along a horizontal well.

We show an example of the observation and matched curves discrepancy. The
observed curves of case A and the matched curves are depicted in Fig. 6.12. The choice
of pressure data only shows a close match of the pressure curve while its temperature
curve slightly deviates from the observation. On the other hand, the matched curves
from temperature data only show poor matches for both pressure and temperature curves.
These discrepancies can be seen more clearly in the derivative of the data. Interestingly,
the choice of all input data provides better matches than these choices.
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Fig.6.12 Observation and matched curves with different input data (Case A, gas).

The inversion of permeability results are shown in Fig. 6.13. As expected, the
results from the choices of pressure data only and temperature data only did not capture
the features of the permeability profile well while the combination of pressure and
temperature and their derivatives gives a close match to the true permeability distribution.
Obtained flow rate profile shows a very close match with the observed one.
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Fig. 6.13 Inverted results for case A, (a) permeability distributions from original data.
(b) permeability distributions from derivative of the data,
and (c) flow rate profile from all input data.

We performed the permeability inversions for other cases as well. As we have
observed in the experiments with single-phase oil production, there is no single best
choice of the input data. One combination performs better one time, and another choice
performs better another time. Fig. 6.14 summarizes the inversion results from single-

phase gas production. Except for case C, including all the input data gave the best
results.
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The choice of input data. Through these experiments to determine the best choice of
input data combinations for single-phase oil and gas, we have seen most of the time
giving multiple input data provides better permeability inversion than the single input
data. In order for us to determine the best choice, we took an average of normalized
permeability distribution errors. The comparison is shown in Fig. 6.16. The
combination of temperature and pressure provides the least error above all the choices.
Therefore, we select temperature and pressure profiles as input data to the inversion
process in addition to flow rate in further discussion.
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6.4.2 Single-Phase Inversion

In the determination of input data choice, we considered horizontal wells producing high
flow rates to obtain substantial wellbore effects. The inversions of permeability
distribution were promising for those cases. In this section, we use a well with large
diameter described in Table 5.1 with larger bottomhole pressure to have small production
rate (small wellbore effect) to generate “pessimistic” conditions that have small pressure
drop and small temperature changes along the well. We again invert the permeability
distributions of cases A and B shown in Fig. 6.4 for single-phase oil production and in
Fig. 6.11 for single-phase gas production. For inversion of the permeability profile, we
select pressure and temperature as observed data choice as determined in the last section.

Single-phase oil production. With large diameter well and bottomhole pressure 3900
psi instead of 3600 psi, the generated observations of pressure and temperature profiles
are shown in Fig. 6.16. The total flow rate is 7767 b/d. Overall pressure drop in the
well is only about 7 psi and the temperature change is 0.04 °F as shown in the figures.
The matched curves are also depicted in Fig. 6.16. Because the resolution of
temperature is restricted to 0.01 °F, temperature profile is discretized. Yet, the observed
and inverted profiles closely matched. Fig. 6.17 shows the inverted permeability
distribution and flow rate profile. Despite the small changes of pressure and
temperature profile, the inverted profile reproduced the feature of the true profile quite
well.
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Fig. 6.17 Inverted (a) permeability distribution and (b) flow rate profile (case A, oil).

Fig. 6.18 shows the observed profiles with the permeability distribution of the
case B. The total flow rate is 7842 b/d. Also, the pressure drop (15 psi) and
temperature changes (0.07 °F) are very limited. The obtained matches are very close.
The inverted permeability distribution and flow rate are compared with the true
distribution and shown in Fig. 6.19. In Fig. 6.19a, the low permeability zone near the
toe is well represented but the inversion of the high permeability zone near the heel
shows some differences. However, the overall permeability prediction is good and
obtained flow rate profile (Fig. 6.19b) shows a close match.
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Fig. 6.19 Inverted (a) permeability distribution and (b) flow rate profile (case B, oil).

Single-phase gas production. Now we perform the permeability inversion with single-
phase gas production. The well used for the calculation is the same and the bottomhole
pressure is set at 3980 psi this time. Fig. 6.20 shows the observed pressure and
temperature profiles with the inverted curves for case A permeability profile. The total
flow rate at the surface is 8449 MSCF/d.

The pressure drop in the horizontal well is about 1.4 psi and the overall
temperature change is 0.02 °F.  Both the inverted temperature and pressure curves give
very close match to the observations. The inverted permeability and flow rate profiles
are shown in Fig. 6.21. Even though the changes along the well are small, the inverted
permeability and flow rate profiles capture the features of the true profiles well.
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Fig. 6.21 Inverted (a) permeability distribution and (b) flow rate (case A, gas).

With the true permeability profile of case B, the total production is 8529 MSCF/d.
The total pressure drop in the well is about 1 psi and the total temperature cooling is 0.02
°F. Fig. 6.22 shows the observed profiles and the matched curves. Both pressure and
temperature profiles are closely matched. The inverted results are depicted in Fig. 6.23.
The inverted permeability gives a profile close to the true except for the near heel region.
Although the temperature profile is matched very well, the change itself is limited and is
not captured by the measurement. If the measurement resolution were high, the
temperature drop caused by high permeability zone near the heel would appear clearly
and better permeability distribution could be inverted. However, this permeability
difference near the heel does not affect much on the flow rate profile as shown in Fig.
6.23b.
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Fig. 6.23 Inverted (a) permeability distribution and (b) flow rate profile (case B, gas).

6.4.3 Water Entry Detection

When water is produced, we can detect its entry from the wellbore temperature cooling if
the water and oil are produced from the same level (same boundary temperature). We
show water entry examples of water entering from two regions (900 — 1100 ft, and 1600
— 1800 ft from heel) and invert the permeabilities of these zones.

For a first example, we consider a permeability profile as shown in Fig. 6.24.
Two water entry zones are indicated in the figure. Observations generated based on this
permeability field are shown in Fig. 6.25. The well with large diameter described in
Table 4.1 is used and the bottomhole pressure is set as 3600 psi. As depicted in Fig.
6.25a, we have two water entry zones: one at the middle and the other at near the heel of
the well. For each water entry zone, the wellbore temperature is cooled as shown in
Fig. 6.25¢, while the pressure profile (Fig. 6.25b) does not show any signs of water
entries.  For this case, both water entry zones have equal permeability.
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We inverted the permeabilities of the water entry zones and the permeabilities of
the oil producing zone by matching the pressure and temperature profiles, and the flow
rates of oil and water. The matched temperature and pressure curves are displayed in
Fig. 6.26 and the inverted permeability distribution and flow rate profile are in Fig. 6.27.
Both the temperature and pressure profiles are closely fitted by the inversion method.
As a consequence, we were able to reproduce very accurate permeability and flow rate
profiles for the two water entry zones.

In the next example, we consider the case in which water entry from the middle is
smaller than the one from near the heel. The permeability profile shown in Fig. 6.28 is
considered as the true profile. The generated flow rate and temperature profiles
according to this permeability distribution are shown in Fig. 6.29.
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Fig. 6.28 Permeability distribution and water entry zones.
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Fig. 6.29 Generated observations (a) flow rate and (b) temperature profiles.

91



Again, we can find the water entry zones by looking for temperature drop along
the well. The true permeability distribution is inferred by matching the production data.
The matched curves are depicted in Fig. 6.30 and the obtained permeability and flow rate
distributions are shown in Fig. 6.31.

The observations were regenerated very precisely as depicted in Fig. 6.30. As
we have observed in Chapter 4, the wellbore temperature cooling by water entry are
mainly determined by the location of the entry zone and the water production rate. The
cooling effect is more emphasized as its flow rate becomes higher and as it occurs closer
to the heel. Therefore, in this case, the temperature cooling at the middle is less
significant than the previous water entry example. The permeability inversion still
shows a good match with the true permeability distribution.  Also, the flow rates in both
water entry region are precisely inverted.
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Fig. 6.30 Observations and matched curves (water entry).
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Fig. 6.31 Inverted (a) permeability distribution and (b) flow rate profiles (water entry).

For a last example of water entry, we consider a smaller water flow rate near the
toe as shown in Fig. 6.32. The temperature drop near the toe, as can be expected,
became less and at the middle it became more. The observed profiles and the inverted
profiles are shown in Fig. 6.33. The inverted pressure and temperature curves are
accurately matched with the observation. The inverted permeability and flow rate
profiles are shown in Fig. 6.34. The obtained permeability distribution predicts both
water entry zones’ permeability very closely. The flow rates of both water and oil are
closely matched as well.

93



Pressure [psi]

3680
3670
3660
3650
3640
3630
3620
3610
3600
3590

350

300

250

200

150

100

Permeability [md]

50

- .
(6 o 6 6 06 06 06 0.0 RIS .o
- .o
I |Smaller water entry|

[
0 200 400 600 800 1000 1200 1400 1600 1800 2000

Distance from heel [ft]

Fig. 6.32 Permeability distribution and water entry zones.

o Observed

— Inverted

500

1000

1500

Distance from heel [ft]

2000

Temperature [°F]

181.6
181.5
181.4
181.3
181.2
181.1

181
180.9
180.8

o Observed

— Inverted

0 500 1000 1500 2000

Distance from heel [ft]

Fig. 6.33 Observations and matched curves (water entry).

94



w
a
o

w
o
o

T 250 & Truth
E

§.200 Lo\ o * —o— Initial
§ 150 —o— Inverted
£

=

o

a 100

a
o
T

o

0 200 400 600 800 1000 1200 1400 1600 1800 2000

Distance from heel [ft]

a

18000

16000 |-

14000 - — Oil observed
3 12000 | Water observed
)
2, 10000 - = Qilinverted
) )
= = Water inv
S 8000 | ater inverted
3
O 6000 -
i

4000

2000 | \

0 L L L
0 500 1000 1500 2000

Distance from heel [ft]

b
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6.4.4 Gas Entry Detection

Similarly to water entry, gas entry cools the wellbore. However, the cooling effect by
gas is much larger than that of water because the gas temperature actually cools off below
the geothermal temperature while oil and water warm up. Therefore, the detection of
gas becomes relatively easy as discussed in Chapter 4. In this section, we show
examples of permeability inversions when oil and gas are produced. Again, we consider
two gas entry regions: one is located near the toe (1,600 — 1,800 ft from heel). The
other one is at the middle (900 — 1,100 ft from heel). The well properties are the same
as the water entry example except for bottomhole pressure which is set at 3900 psi.

As a first example, we consider the two gas entry zones having the same
permeability (20 md) while the oil permeability is 200 md as shown in Fig. 6.35. The
observations (flow rate, pressure, and temperature profiles) from this permeability
distribution are also shown in Fig. 6.36. As can be found from Fig. 6.36a, gas entered
into the well from two regions.  Similarly, whereas we cannot see any indications of gas
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production on the pressure profile (Fig. 6.36b), the locations of gas entries can be found
from the temperature profile by detecting the temperature drop as depicted in Fig. 6.36c¢.
We give the total flow rates of each phase, and pressure and temperature profiles to the
inversion process as input data in this case as well.
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Fig. 6.35 Permeability distribution and gas entry zones.

96



3912

3910

3908

3906

3904

Pressure [psi]

3902

3900

3898

Flow rate [bbl/d]

5000

4500

4000 —el
3500 Gas
3000

2500 r
2000
1500 +
1000
500 |

5000
1 4500
4 4000
4 3500
41 3000
1 2500
41 2000
41 1500
41 1000
41 500

500 1000 1500
Distance from heel [ft]

a

180.6

2000

Flow rate [MSCF/d]

N A 180.4 |

180
179.8

179.6 |

Temperature [°F]

179.4

179.2

*e
1802 | @4,

4

> o o

500 1000

1500 2000 0

Distance from heel [ft]

b

500

1000

1500

Distance from heel [ft]

C

2000

Fig. 6.36 Generated observations (a) flow rate, (b) pressure, and (c) temperature profiles.

The matched pressure and temperature profiles are shown in Fig. 6.37 and the
inverted permeability and flow rate distributions are shown in Fig. 6.38 with the initial
permeability distribution used to start the inversion.
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We slightly missed matching the pressure profile near the toe but the other zone
and entire temperature profile are very closely matched. The obtained permeability
distribution is close to the true permeability distribution. While the oil flow rate profile
is successfully reproduced, gas flow rate replication shows slight off from the
observation. However, more importantly, the permeabilities of both gas entry zones
were predicted accurately.

The next example is the same as the first one except that the middle gas entry
zone’s permeability is lower (10 md). The matched pressure and temperature profiles
are shown in Fig. 6.39 and the inverted permeability distribution and flow rate profile are
shown in Fig. 6.40. The temperature and pressure profiles are almost exactly matched.
Also, Fig. 6.40a shows a very successful permeability inversion result. High and low
gas permeabilities of both gas entry zones are predicted correctly. The obtained flow
rates profiles are agreed well with the observations.
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Fig. 6.39 Observations and matched curves (gas entry).
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Fig. 6.40 Inverted (a) permeability distribution and (b) flow rate profiles (gas entry).

For a last example, we invert the permeability distribution that has low
permeability (10 md) gas entry zone near the toe (1600 — 1800 ft from heel) and high
permeability (20 md) at the middle (900 — 1100 ft from heel). The matched curves of
pressure and temperature are shown in Fig. 6.41, and the inverted permeability
distribution and flow rate profiles are shown in Fig. 6.42.
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We can see in Fig. 6.41 that the observations were almost identically reproduced.
The inverted permeability distribution is also fit to the true permeability distribution
including gas entry zones so are the obtained flow rate profiles. Compared with the
examples of water entry, the inversion results are better. This is because a gas entry
tends to create a clearer effect on the temperature profile than a water entry does. Both
detection of entry locations and quantification of productivities are easier for gas entries.

6.4.5 Skin Factor Inference

Existence of formation damage changes the pressure profile of the reservoir with a fixed
flow rate. This results in, as demonstrated in Chapter 3, inflow temperature increase.
Temperature increases are mainly determined by the damaged formation permeability.
The effects of the damage zone’s radius are limited as shown in Fig. 3.11. We also
demonstrated the wellbore temperature profile with existence of formation damages in
Chapter5. Fig. 5.18 — 5.21 showed more pronounced formation damage effects as the
damage lies closer to the toe.

We apply the inversion method developed to infer the formation damage
permeability.  Similarly to the examples shown in Chapter 4, we consider a
homogeneous reservoir having formation damage near the toe, middle, and heel with
various ratios of reduced permeability. Then we study about the predictability of
formation damage from temperature profile. The permeability of the reservoir is
considered to be 200 md and the well with large diameter with 3600 psi bottomhole
pressure is used in the calculation.

Fig. 6.43 shows the observed temperature profiles from the reservoir with
formation damage extending 3 ft into the formation over the zone of 1500 — 2000 ft from

the heel for 3ft from the wellbore. The ratios of reduced permeability (k,/k)
considered are 1, 0.5, 0.3, and 0.1.
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Fig. 6.43 Wellbore temperature profiles with different formation damage.
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Fig. 6.44 Matched temperature profiles (toe) of (a) k,/k =05, (b) k,/k =0.3,
and (c) k,/k =0.1

We inverted the damaged permeability by matching the temperature profiles.
The matched temperature profiles are shown in Fig. 6.44 and the inverted damage skin
factors are shown in Fig. 6.45. We can see that the inversion result becomes better as
the damage becomes more severe. The more the reservoir is damaged, the more the
temperature profiles are affected and therefore, the more chance we have to infer the

damage skin factor. For k,/k = 0.5 and k,/k = 0.3 cases, even though the
temperature profiles are closely matched, we obtained different skin factor results.
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Fig. 6.45 True and inverted damage skin profiles (toe) of (a) k,/k =05, (b) k,/k =0.3,
and (c) k,/k =0.1

If the damage zone is located closer to the heel, its effect on temperature profile

becomes smaller.
damage zone at the middle (800 -

1300 ft from the heel).

We next show the prediction of skin factor for the reservoir with
The observed and matched

temperature profiles are shown together in Fig. 6.46 and the inverted skin factor profiles

are shown in Fig. 6.47.
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Fig. 6.47 True and inverted damage skin profiles (middle) of (a) k, /k =0.5, (b) k,/k =
0.3,and (c) k,/k =0.1

The observed temperature profiles are precisely reproduced as shown in Fig. 6.46.
For k,/k =0.5 case, the profile of damage skin factor is not predicted well. However,

the skin factor profiles of k,/k =0.3, and k,/k = 0.1 are reasonably predicted from

the temperature profile despite the small changes of temperature.

The last example contains the cases of damage zone being near the heel (0 — 500
ft from the heel). The true and inverted skin factor profiles are depicted in Fig. 6.48.
Large skin factor can be detected by the temperature profile. However, for the
temperature change caused by formation damage to distinguish, the damage cannot be
uniformly distributed. In other words, if the damage is segregated and large, we can
infer the damaged zone and quantify the reduced permeability.
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Fig. 6.48 True and inverted damage skin profiles (heel) of (a) k, /k =0.5, (b) k,/k =0.3,
and (c) k,/k =0.1

6.4.6 Field Example

We use the temperature and pressure profiles measured in a horizontal well in the North
Sea which is producing oil and water to test the inversion method with actual well data.
While zonal production data for each phase are known, the continuous profiles of
production rate have not been measured. We apply the inversion method to the field
data and obtain flow rate profiles of oil and water by matching the temperature and
pressure data.

The well is not perfectly horizontal and has slight deviations along its path. The
trajectory of the well is shown in Fig. 6.49. The total oil production rate is 12,699 b/d
and the water production rate is 8,554 b/d. From the measured depth 10689 ft to 9785
ft, the oil is being produced with 4,101 b/d and water with 2,201 b/d. From 9,705 ft to
8712 ft, the oil production rate is 8,598 b/d and the water production rate is 6,553 b/d.
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About 65% of the total production is produced from the upper zone. The measured
temperature and pressure profiles in this upper zone are shown in Figs. 6.50 and 6.51

respectively.
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Fig. 6.49 Trajectory of the well.
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From the temperature profile (Fig. 6.50), we can detect the temperature drop.
We consider this zone (about 9,200 — 9,600 ft, measured depth) as a water producing
zone. Also, considering the total flow rate of oil and water (21,253 b/d), the wellbore
pressure drop is very small (about 14 psi). Therefore, this well must be producing most
of the fluid near the heel so that it has less frictional pressure drop inside the wellbore.
The available properties given for this well are listed in Table 6.1. For the other
properties we need for calculations, we use the values listed in Tables 4.1 — 4.3. The
inverted temperature and pressure profiles are shown in Figs. 6.52 and 6.53 respectively.

Table 6.1 Field properties
ID [in] 5
Total Length [ft] 1250
Reservoir height [ft] 89
T at outer boundary [°F] 179.6
Specific gravity of gas 0.85
Oil API 37.8
Disolved GOR [SCF/STB] 197
Reservoir pressure [psi] 2917
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Fig. 6.53 Inverted pressure profile.

Although the inverted temperature deviated from the observation around 8500 ft
of the measured depth, overall inversion is good. The pressure curves also show close
agreement. Therefore, we can consider that the inverted profiles represent the actual
profile. Obtained flow rates of oil and water are depicted in Fig. 6.54. As can be seen
from the figure, oil is produced mainly from 9,000 — 9,200 ft and 8,400 — 8,500 ft. The
first oil production corresponds to the temperature increase of the temperature
measurement on this zone. The second oil producing zone is resulted from the fact that
the wellbore pressure drop is extremely small for this high flow rate.
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CHAPTER 7

BUILD SECTION AND JUNCTION

7.1 INTRODUCTION TO BUILD SECTION AND JUNCTION

The build section is a section of wellbore that is closed to the formation and that connects
the productive lateral to the main wellbore or to another lateral. The temperature and
pressure profiles of these build sections are needed to relate the temperature and the
pressure at the junction locations to the temperatures and pressures of the source laterals.

7.2 WORKING EQUATIONS FOR BUILD SECTION

To determine the temperature profile of a build section where the well inclination is
changing, we apply the energy balance equation developed for the wellbore (Eq. 4.60) to
a control volume of the build section as shown in Fig. 7.1.

Flows Direction

Fig. 7.1 Differential volume element of a build section.
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With no production (v, =0, y =0), a temperature of a j™ control volume along z-
direction is given as

dT. dp. '
Ok, Py 2 o, o) 95 (7.1)
dz dz  RpvC, ' C,
or
dT. dp. (T, . -T. i
LU b , T, -T)_gsino. 72
dz dz A C,
where A is called the relaxation parameter (Hasan and Kabir, 2002) which is defined as
Al = 2R (7.3)
wC,

T, is the earth (environment) temperature. With no production, formation temperature is

equal to the environment temperature and is a function of depth, z. With the
environment temperature of previous control volume, T, ; is given by

T, =T. ;.- (L-2)gssing, (7.4)

where g, isthe geothermal temperature gradient.

7.2.1 Single-Phase Liquid

The following assumptions were made to develop the equation for single-phase liquid:
fluid is incompressible, and flowing friction becomes. For single-phase liquid flow, the
static head loss nearly equals the total pressure gradient. Therefore, we obtain

%:pgsinﬁ. (7.5)

dz

Since we assume an incompressible fluid, the Joule-Thomson coefficient can be defined
as

1

K= . : (7.6)
Substituting Egs. 7.5 and 7.6 into Eq. 7.2, we have
dar. (T, -T.
] — ( e] J). (77)
dz A

With the substitution of Eq. 7.4 into Eq. 7.7, we have a first order linear differential
equation as

113



dT. 1 _
d_zJ:K[Tj —{I'e’jfl—(L—z)gG sin@}]. (7.8)
The solution of the differential equation is given by

T,=T,,.—(L-2)gssing+ Aggsing+C, exp(z;A"), (7.9)

]

where C, is the integration constant to be estimated from boundary condition. The

boundary condition for this system is that the temperatures are the same at the boundary
between the segments. At z=L,Eq.7.9is

T, =T,,+Agssind+C,, (7.10)
Therefore, we have

C, = Ag;sing, (7.11)
Putting back into Eq. 7.9 gives

T, =T, ,-0ggsin 0[(L - z)—{l—exp((z - LU}A} . (7.12)

A

7.2.1 Single-Phase Gas

For single-phase gas flow, the static head loss is not the same as the total pressure
gradient but is negligible at low pressure. Therefore, the solution of Eq. 7.2 is given as

T, :Teyj_lJrA(gG sing — gz:ln 9J+C, exp(z;ALj. (7.13)

p

Similarly, applying the same boundary condition at z = L, the integration constant is

C, :—A{gesine—gzne} (7.14)

p

Substituting into Eq. 7.14 yields

z-L . siné
T, =T, .+ A{l—exp[Tﬂ(gG sin@ — gC ] (7.15)

p

7.3 WORKING EQUATIONS FOR WELLBORE JUNCTION
For the case of modeling wellbore junctions that have commingled fluids with different
properties, the mixing method is reviewed (Hill, 1990). An enthalpy balance applied to
the mixing of two streams of fluid at different temperature into one combined stream is
used to determine the relative flow rates of those streams.
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Applying an energy balance to the wellbore junction, considering no heat loss and
gain during the mixing, yields

Wlel(Tm _T1)+W2Cp2(Tm _Tz): 0 (7-16)
where T, and T, are the temperatures of streams 1 and 2 respectively. T is the
temperature of a mixture defined by

_ w,C T, +w,C T,

(7.17)

m

w,C ot WZsz

The following equation is used to calculate the heat capacity of a mixture:

W W
C. = 1 C.+ 2 C 7.18
pm (W1+W2J pL [W1+W2j P2 (7.18)

When the two streams commingling at the junction are the same fluid, so that all
heat capacities are the same, combining Eg. 7.18 with the mass balance at the junction

W, =W, +W, (7.19)

From Eq. 7.17, we have
ch pl(Tl _Tz)

T,-T, = (7.20)
w,C ot WZsz
Then we have
LS ER (7.21)

L-T, wC,+wC,
If a well is producing a single-phase fluid, the heat capacities are the same. Therefore,
Eq. 7.21 becomes

T —-T W, w.

m—'2 _ 1 _ W (7.22)

T,-T, w+w, Ww,
Eq. 7.22 is very easy to use to infer the flow rates from each lateral. Thus, if there are
measurable temperatures differences between T,, T, and T,, the fraction of the total
flow from each lateral can be determined by measuring these temperatures. This
describes the mixing method used for temperature log interpretation.

7.4 SENSITIVITY STUDIES AND RESULTS

In this chapter, results of temperature profiles along the build section with different
trajectories were calculated. First, the temperature profile for the variable angle
trajectory was obtained and compared to a temperature profile with a constant angle of
45°,  Additionally, temperature profiles for multilateral wells with two single-phase
liquid laterals, and temperature profiles for multilateral wells with two single-phase gas
laterals were calculated using the model for single-phase liquid and gas, as well as
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junction mixing, to determine whether the mixing method used in temperature log
interpretation could be used to interpret the relative flow rates from different laterals.

7.4.1 Different trajectories

Temperature profiles for several constant angles (90°, 45°, 25° and 10.5°) and variable
angles along the build section were calculated for an oil flow rate of 3000 STB/d, as
shown in Fig. 7.2, using Eq. 7.12. Table 7.1 summarizes other important characteristics
of the reservoir used. As the well deviates from the vertical, the temperature at the top
of the build section decreases. This is because of the increased length of the wellbore in
the build section as the deviation increases, which in turn increases the length of time for
the relatively hot wellbore fluid to be cooled by the surrounding formation.

Table 7.1 Properties used for single-phase liquid examples.
Geothermal gradient [ °F/ft] 0.0274
Oil heat capacity [ Btu/lb °F] 0.485
Wellbore diameter [in] 7.5in
Outside casing diameter p [in] 5.5in
Inside casing diameter [in] 5.047 in
Thermal conductivity of cement [Btu/hr ft °F] 4.02
Thermal conductivity of earth [Btu/hr ft °F] 1.4
°API 35

Temperature, °F
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Fig. 7.2 Temperature profiles along the build section (3000 STB/d).

The temperature profile for the variable angle trajectory was surprisingly close to
the profile obtained with a constant angle of 45°. Even though these trajectories are
quite different (see Fig. 7.3), the net heat transfer from the wellbore fluid to the formation
was similar.

Constant Angle of 45°

—

Variable Angle

—_——

Fig. 7.3 Constant radius of curvature and constant angle trajectory.

At a much smaller flow rate (200 STB/d), the wellbore cools much more (see Fig.
7.4) than at a larger flow rate (3000 STB/d), as shown in Fig. 7.2, because of the
increased length of time for the relatively hot wellbore fluid to be cooled by the
surrounding formation.

For the vertical case, the temperature at the top of the build section is less than 10
°F higher than the geothermal temperature; a highly deviated (10.5 °F from the
horizontal), constant angle build section has a temperature at the top of the build section
that is only 2 °F different from the geothermal temperature.
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Fig. 7.4 Temperature profiles along the build section (200 STB/d).

7.4.2 Dual-lateral with single phase liquid

Data from Zuata Field in the Orinoco heavy oil belt (Ramirez et al., 2004; Robles 2001)
were used to calculate the temperature profiles for multilateral wells with two single-
phase liquid laterals, using the model for single-phase liquid and junction mixing. In
this area, dual-laterals are expected to achieve a target oil production rate per single well
of approximately 3000 STB/d by increasing the contact area between the wellbore and
the reservoir. Because of the depth of the reservoir (1500 ft — 2000 ft), the temperatures
were moderately low. Down-hole temperature at the total vertical depth was measured
to be approximately 120 °F, corresponding to an approximate temperature gradient of
0.02 °F/ft. For the three cases studied, lateral 1 produced 2000 STB/d and lateral 2
produced 3000 STB/d, with an oil gravity of 10° API for both laterals. The other
properties listed in Table 7.1 were used.

To determine whether the mixing method used in the temperature log
interpretation could be used to interpret the relative flow rates from different laterals, we
simulated dual laterals produced from different depths as shown in Fig.7.5. The mixing
method depends on the fact that fluids entering a well at different depths have different
temperatures because of the geothermal gradient. Similarly, if fluids from two branches
of a multilateral have different temperatures before commingling at a junction, the
resulting intermediate temperature of the mixed stream should be proportional to the rates
from each lateral.
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Main Wellbore

Lateral 1 Build Section
I %
|

Lateral 2 Build Section
i »
|

Fig. 7.5 Dual lateral geometry for the examples.

Figs. 7.6 — 7.8 show the predicted temperature profiles for laterals completed at
the same depth, laterals completed 500 vertical feet apart, and laterals completed 1000
vertical feet apart. For laterals completed at the same depth (see Fig. 6.6), the streams
from the two laterals arrive at the junction at slightly different temperatures because of
the different flow rates in each lateral. However, the difference is so small (about 0.5
°F) that interpretation of the junction mixing is probably impossible. When the two
laterals are spaced at a significant distance (see Figs. 7.7 and 7.8), the difference in the
temperatures of the fluid from the two laterals is significant enough that the mixing
method can be applied. The mixing temperature in these cases is different enough from
the temperature of the lateral (1 °F or more) to be readily measured with current
distributed temperature sensor devices.
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Fig. 7.6 Build section temperature profiles with liquid production at the same depth.
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Fig. 7.7 Build section temperature profiles with liquid production
at depths spaced 500 ft apart.
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Temperature, °F
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Fig. 7.8 Build section temperature profiles with liquid production
at depths spaced 1000 ft apart.

When one lateral is producing at a much smaller rate than the other, a sizable temperature
difference at the junction may occur during production from the same depth at both
laterals. Fig. 7.9 shows the temperature profiles for production rates of 500 STB/d for
lateral 1, and 3000 STB/d for lateral 2, both produced at the same depth. The difference

in the temperatures of the streams arriving at the junction is significantly greater than the
case with similar rates shown in Fig. 7.6.
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Fig. 7.9 Build section temperature profiles with different rates of
3000 STB/d and 500 STB/d.

7.4.3 Different fractions of total production

Several cases were used for calculations for different fractions of the total production
from each lateral, for example if the total production of the well was 5000 STB/d, 20% -
80% means, lateral 1 is producing 1000 STB/d and lateral 2 is producing 4000 STB/d.
In these examples, lateral 1 was always kept at the same level, and lateral 2 had a
changing depth (0 ft, 500 ft, and 1000 ft) from lateral 1, and the difference of temperature
is calculated at the junction.

The difference in temperature at the junction was calculated in the following
fashion: lateral 2 minus lateral 1. Therefore, when the difference is positive it is because
lateral 2 has a higher temperature than lateral 1. The total flow rate was kept constant
and the fraction flow rate of each lateral changed, and calculations were made for
different total flow rates.

When there is a difference in lateral production, we can see that the difference in
temperature between the laterals increases as the total flow rate increases, as is illustrated
in Figs. 7.10 — 7.12, but there is one point when this difference starts decreasing as the
flow rate increases. All the differences in depth between the laterals are 0 ft, 500 ft and
1000 ft. This is because of the fact that after certain flow rates (especially high flow
rates), the lateral which is producing less increases temperature in a more rapid manner
than the lateral which is producing more. This effect is delayed when there is a
difference in depth between the laterals. Even though lateral 1 increases rapidly
temperature, lateral 2 also increases because it is deeper than lateral 1. However,
eventually the difference in temperature will decrease, even for very high flow rate. For
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very high flow rate the difference in temperature between the laterals at the junction
would have a small value, but for those cases where there is a difference in depth, the
resulting effect would be delayed.

35
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25 4

0 1000 2000 3000 4000 5000 6000
Total flow rate, STB/D

Temperature difference at the junction, °F

=+ Difference in depth between laterals of 0 ft === Difference in depth between laterals of 500 ft
=+ Difference in depth between laterals of 1000 ft

Fig. 7.10 Fraction of total production from each lateral: 20% - 80%.
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Fig. 7.11 Fraction of total production from each lateral: 30% - 70%.
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Fig. 7.12 Fraction of total production from each lateral:40% - 60%.

When the two laterals produce the same flow rate and are at the same level, there
is not difference in temperatures at the junction. Therefore, the mixing method can not
be applied (as can be seen in Fig. 7.13). The mixing method can be applied when there
is a difference in depth between the laterals, and the total flow rate is large enough to
have an appreciable temperature difference at the junction measurable by a sensor.
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Fig. 7.13 Fraction of total production from each lateral: 50% - 50%.

When a lateral which is producing more is kept at the same level while the other
lateral which is producing less is moved to changing depths, there is one instant when
there is no difference in temperature at the junction (as shown in Figs. 7.14 — 7.16).
This level is reached when the effect of having a high flow rate from lateral 1 has the
same effect as having a difference in depth from lateral 2, which has a lower flow rate.
If the laterals have a significant difference in flow rate, this effect will not be visible.

From Figs 7.14 — 7.16 we see that the absolute difference in temperature at the
junction for different total flow rates can be seen to be smaller for all cases, because the
effect of having a higher flow rate is larger than having depth differences between the
laterals. Also, in this case lateral 1 will always have a higher temperature than lateral 2,
because of its higher flow rate. However, when the total flow rate increases, there is a
point where lateral 2 has a higher temperature than lateral 1.

When there is a difference in the lateral’s production, it can be seen that the
difference in temperature between the laterals usually decreases as the total flow rate
increases. However, there is one point where this difference begins to increase as the
flow rate increases for all the differences in depth. These differences between the
laterals are O feet, 500 feet and 1000 feet as shown in Figs.7.14 — 7.16. This is because
of the fact that above certain flow rates (high flow rates), the lateral producing less
increases in temperature in a more rapidly manner than the lateral producing more.
When there is a difference in depth between the laterals, the lateral which has less
production but a changing depth will increase in temperature even more rapidly than if
the laterals are at the same level. Also, when both laterals are at the same level, the
difference in temperature decreases for high flow rates. Therefore, for high flow rates
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and laterals at the same level, the difference in temperature at the junction has a low
value.
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Fig. 7.14 Fraction of total production from each lateral: 60% - 40%.
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Fig. 7.15 Fraction of total production from each lateral: 70% - 30%.
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Fig. 7.16 Fraction of total production from each lateral: 80% - 20%.

7.4.4 Dual-lateral with single phase gas

Typical data from the Parks Field Unit in west Texas (Owodunni, 2003) shown in Table
7.2 were used to calculate the temperature profiles for multilateral wells with two single-
phase gas laterals, using the model for single-phase gas in the build section and mixing at
the junction. Wells are design to produce gas from the upper and lower porosity lenses
of geologically constrained Devonian limestone. The results from temperature profiles
for this case are shown in Figs. 7.17 — 7.19, where lateral 1 produces 700 MSCF/d and
lateral 2 produces 1.7 MMSCF/d. The geothermal temperature gradient used was
0.016°F/ ft.

Table 7.2 Properties used for single-phase gas examples.
Geothermal gradient [ °F/ft] 0.016
Oil heat capacity [ Btu/lb °F] 0.3
Wellbore diameter [in] 7.5in
Outside casing diameter p [in] 5.5in
Inside casing diameter [in] 5.047 in
Thermal conductivity of cement [Btu/hr ft °F] 4.02
Thermal conductivity of earth [Btu/hr ft °F] 1.4
Specific gravity of gas 1.04

The results for these gas production cases are similar to those for an oil producing
dual lateral. The larger the vertical separation between the laterals, the bigger the

127



temperature difference between the produced streams arriving at the junction. For a
vertical spacing of 500 or 1000 feet, the temperature difference between the streams is

easily discernible, allowing the application of the mixing method to interpret the relative
flow rates from the laterals.

Temperature, °F
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—— Build section lateral 1: 706 mscf/d —— After Mixing at junction: Constant Angle

Fig. 7.17 Build section temperature profiles with gas production at the same depth.
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Fig. 7.18 Build section temperature profiles with gas production
at depths spaced 500 ft apart.
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Fig.7.19 Build section temperature profiles with gas production
at depths spaced 1000 ft apart.
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CHAPTER 8

Numerical Temperature Model of Two-Phase Flow

8.1 INTRODUCTION TO NUMERICAL TEMPERATURE MODEL OF TWO-PHASE FLOW.

Chapter 4 presented an inflow temperature model that resulted from analytically solving
the mass and energy balances of single-phase flow in a box-shaped isotropic reservoir
with no-flow lateral boundaries. The model predicts wellbore temperature under the
assumption that gas, oil, and water are flowing at the same geothermal temperature or
from the same depth. Based on this assumption, the model predicts that water enters at
a lower temperature than oil because of its larger heat capacity. The prediction seems to
be in conflict with field observation where we commonly see water entering at the higher
temperature than oil (Foucault et al., 2004).

This chapter further studies the temperature behavior in a horizontal well
subjected to bottom water drive. Water in this case is initially located in a deeper and
warmer zone below a horizontal well.

Unlike the previous analytical temperature model, this model numerically solves
mass and energy balances for two-phase flow both in the reservoir and wellbore. The
fluid properties also vary with temperature and pressure while flowing. The key
difference from typical thermal oil recovery simulators is that the model includes a
temperature change caused by pressure drops, which is usually neglected by those
simulators.  Since the temperature change in the context of monitoring a production well
is expected to be small, all of the subtle energy changes in the reservoir must be included.
Neglecting the Joule-Thomson effect for liquid flow will result in an underestimation of
the size of the temperature change.

We will focus our study only on a bottom water drive reservoir, in which water
coning is prone to occur. Although there are pressure-based models that can predict
water breakthrough time for water coning toward horizontal wells, what we are seeking
here is an alternative way to detect water breakthrough by assuming that the DTS are
permanently installed in a horizontal well. We will develop a basis to detect water entry
and breakthrough time based on temporal changes of the temperature profiles. A similar
basis could also detect gas entry in a gas-cap drive reservoir because gas properties are
much different from oil. The size of the temperature decrease for gas flowing into the
well should be larger and the gas inflow easier to locate than for oil-water flow.

8.2 PHYSICAL DESCRIPTION OF THE MODEL

Fig. 8.1 shows a schematic of the reservoir and well geometry. We consider a
horizontal well fully penetrated through a box-shaped reservoir with no-flow boundaries
at the top and the sides of the reservoir. Initial pressures are at static equilibrium at
which the water pressures are function of the elevation only. For convenience, water in
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the reservoir is initialized at irreducible water saturation. Temperature of the five
boundaries is fixed at its initial geothermal temperature. We assume that an active
aquifer at the bottom of the reservoir gives a constant pressure and temperature boundary
(4,000 psi, 180 °F) located at the original water-oil contact. A straight horizontal well is
placed in the center of the oil reservoir having horizontal to vertical permeability ratio of
five (kn/k; =5). The horizontal well is modeled as an open hole over its entire length.

\
\
SN

o T ' ’T Water
Tt

Fig. 8.1 Schematic of bottom water drive reservoir and well at the initial condition.

For two-phase flow in a reservoir, we are required to have a capillary pressure
model and a relative permeability model. Although these models are not the main
causes of temperature changes, they are commonly used to describe two-phase flow in
reservoir simulation. In this study, we have chosen a model and consistently used it
throughout example cases.

Capillary pressure is expressed as a function of interfacial tension, permeability,
porosity and saturation. For water and oil flow, the capillary pressure curve is modeled

as
Peow = CoJ%(l— S (8.1)

where k is the geometric mean of permeability in the x, y, z directions. The

parameters C and E are usually determined from matching a water/oil experimental
capillary pressure curve. Here we choose C=10 and E=3. o is the interfacial
tension between water and oil.

Relative permeability for the water and oil flow is calculated from Corey’s model
(Corey, 1986).
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where k., and k. are the end point relative permeabilities of water and oil
respectively. Subscripts ew and eo are the relative permeability exponents.

8.3. FINITE DIFFERENCE FORMULATIONS AND CALCULATION PROCEDURE

Mathematical formulations of mass and energy balances for oil and water flow in
the reservoir and the wellbore are developed in this section. Although the formulation
of mass balance is not new and commonly appears in reservoir simulation literature, it is
presented here for showing the steps taken in obtaining results (temperature, pressure,
and inflow rate profiles). The formulation of the energy balance is relatively new
because it includes the heat resulting from fluid expansion, viscous dissipation,
convection, and conduction.

8.3.1 Mass balance

Reservoir flow. For two-phase flow in a reservoir, the differential form (strong form) of
the mass balance can be written as follows.

-V (o) =2 (90.5,), )
~V(pau) =S (0.S.) ©5)

The divergence operator on the left side of the above equations could be expanded
into any coordinate system. ¢ is the porosity of the reservoir and assumed constant in

this study. w is the Darcy velocity that is extended to describe the two-phase flow by
relative permeability. The subscripts w and o denote the water and oil phases,
respectively. The right side of above equations can be rearranged and expressed in term
of phase pressure and fluid compressibility.

For oil:
1 0S op
__v. u = _0 + C 0 ' 8.6
oV (o) =97 4 48000 (8.6)
For water:
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Egs. 8.6 and 8.7 are added to eliminate the time derivative term of the saturations
so that the IMPES (implicit pressure explicit saturation) formulation can be used.

apo

1 1 0
——V( ouo)__v'(pqu):¢Soco ¢SWCW gtwl (88)

For three-dimension flow in a Cartesian coordinate system, Eq. 8.8 can be
integrated over a box-shaped control volume (AxAyAz). This leads to the mass balance

before taking the limitas Ax, Ay, Az approach zero. Then we have

AYyAz AXAZ AXA
- f Ax(pouo)_—Ay(pouo)_—yAz(pouo)

Po Po Po
AYAZ AXAZ AXA
- Y A><(pwuw)_ Ay(pwuw)_ yAz(quW)' (89)
AXAYAz AXAYAz
= c A + (o A
¢SO 0( At j t (o] ¢SW W[ At j t w

Eq. 8.9 is approximated by finite differencing. Details are given in Appendix C.
With the auxiliary relations of capillary pressure ( p,=p,—p, ) and saturation

(S, +S, =1), the finite-difference form of Eq. 8.9 is

n+l n+l n+l n+l
Ak Puiztik T Bigk Puicajc + Ciik Puijsax T Dik Puijax (8.10)
n+l n+1 n+1 ) )
+ Eijk pwijk+1 + I:ijk pwijk -1 + Gljk pwuk RHSijk

where the subscripts i, j, and k refer to spatial coordinates. The coefficients (A,

B, C, D, E, F, G, RHS) resulting from doing a typical finite difference are
presented in Appendix C.

Well grid blocks. For grid blocks containing a wellbore, Eq. 8.10 has to include the
source/sink terms on the left side as written below.

n+l n+1 n+1 n+1
Aijk pWi+ljk uk pWI—le + Cuk pwu+1k Ijk pwu—lk (8 ll)
n+1 n+1 n+l ) '
+ Eij Puwijss + Fig Puiges + Guk Puiik ook T Quisk = RHSijk

where the subscripts Jand K denote the well grid blocks. The production term,q,

represents volume produced at reservoir condition, per unit time. The relationship
between volumetric flow rate, grid block pressure, and wellbore pressure is expressed as

Qoixk =~ (p\;]v:JlK + Peiok — pv"v;ll.) (8-12)
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Quik = _Jw(p:vElK - p\?vgﬁ,i)' (8.13)

where PI, is the phase productivity index. We use an expression developed by
Peaceman (1983), which is

27Kk, Ak,

J, =
r
r-W

where | =o,w,and r, isgiven by

1 1

2 k 2
L9 Ay® +| 2| Az
K, k,

r, =0.28 . 1 . (8.15)

v

Once we substitute Eqgs. 8.12 and 8.13 into Eq. 8.11, the unknowns are the pressure in the
grid blocks and the wellbore pressure. Thus, the wellbore flow is required to describe
the pressure in the wellbore.

(8.14)

=N
+
7\
?\—‘x
N <
N
S

Wellbore flow. For wellbore flow, we use the equation derived in Chapter 4 given as

dp,e PV T d(pvz) .
W = m_ mm/— sind, 8.16
ix R ix Pnd (8.16)

The right side of Eq. 8.16 is evaluated from a previous iteration. The finite-
difference form of Eq. 8.16 is

p\m,m - p:v;rlll,i =R/. (8.17)

Eq. 8.17 only describes the difference between pressure at two points, so we need
another equation, which is a well constraint. In a total rate-constrained well, we have an
additional equation written as

[ max | max

Oiotar = 2 Yoisk +quiJK , (8.18)
i1

i=1
where 1 . is the maximum number of grid blocks in x-direction (along the well).
J o 1S the maximum number of grid blocks in y-direction (perpendicular to the well).
K. 1S the maximum number of grid blocks in z-direction (vertical depth).

max
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Set of linear equations. In solving a set of linear equations, the total number of
unknowns must be the same as the total number of equations. In this set, the unknowns
are water pressure of each grid block and wellbore pressure. Below is the summary of
equations and unknowns.
Unknowns:
1. Water pressure in grid blocks = I, xJ

x K unknowns

max max

2. Wellbore pressure = 1, unknowns

X

Total number of unknowns = 1, xJ . X Ko + 1

Equations:
1. Reservoir flow in all grid blocks = I, xJ .. x K . equations

[from Egs. 8.10 and 8.11]

ax

2. Wellbore flow = 1, —1 equations
[from Eq. 8.17]

3. Well constraint = 1 equation
[from Eq. 8.18]
Total number of equations = 1, X J . X Ko + 1

max

Once grid block and wellbore pressure are known, water saturations are
determined explicitly from the water mass balance equation (Eg. 8.7). This solution
method is also known as Implicit Pressure Explicit Saturation (IMPES).

8.3.2 [Energy balance

Reservoir flow. For non-isothermal flow in a reservoir, the general energy balance that
describes multi-phase flow is given in the literature (Lake, 1989). We begin with this
general energy balance, and rearrange the equation to express it in terms of temperature
and pressure. The general energy balance without Kinetic energy is written as below.

V'|:prlul(Hl + gD)}_V'(KT 'VT):_g ¢Z_p:p|slu| +(1_¢),03Us + 09D |,

(8.19)

where Np is the number of phase.
To avoid writing unnecessarily long equations, we first simplify the Eqg. 8.19 to

single-phase flow and then present a derivation. Eq.8.16 for N =1is

V-[puk + pugD]- V(K -VT)=-Z [ +(A-)pU. +p0D], (820

On the right side of Eq. 8.20, we can replace the internal energy by enthalpy from
the relation, pU = pH — p. The equation becomes
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pu-VH < HY ()4 V- ugD -V (K,VT) =~ [p{pH D)+ @ g)o.U, + poD].
(8.21)

Substituting the mass balance , —V -(pu)= ¢Z—/t), into the second term, Eq. 8.21

becomes

pu-VH + H[—%gﬁijerugD—V-(KTtVT)
(8.22)

oH

0 0 oU,
= —¢PE— H E¢P+a¢p -([L-¢)p,

ot

We assume that the temperature of the flowing fluid is the same as the
temperature of the rock (T =T,).r The internal energy of the rock can be expressed in

terms of the temperature as AU, = AH, =C AT . The fluid enthalpy is also replaced

8
~ < gD
e

by the definition of C, and Maxwell’s relation of thermodynamics.  Eq. 8.22 becomes

puC_ -VT = fTu-Vp+u-Vp-V- (K, VT)+V- pugD
oT 0 0 (8.23)
=-|1-¢)p.C + — +¢fT —p-——pyD
(0 9)p.Cou + 0, 1=+ 8T 20— 0
For oil-water flow, the final equation to be discretized is
(oouoC o + PuU,Coy ) VT = (Bou, -V, + Byu,, -Vp, T +u, -Vp, +u, - Vp,

oT
-V '(KTtVT)+V'(pouogD +quWgD)= _[(1_¢)pscps +¢(Sopocpo + Sprpr)]E
op op 0
TS ©+S —2 | -—(S D+S D
+ ( Bob 2 SubBub &] ~ (Sop,0D+5,,9,9D)

(8.24)
Eqg. 8.24 will be approximated using finite difference. Details are given in
Appendix D. The finite-difference form of the Eq. 8.24 is
A”kT n+1 + BijkT r‘|+ljk + CijkT n+1 + DijkT n+l

wi+1 jk wi—1 wij+1k wij—1k

+ BTl + By Tl + Gy Tt = RHS,

wijk-+1 wijk-1 wijk

(8.25)

where the subscript i, j, and k refer to spatial coordinates. The coefficients (A,

B, C, D, E, F, G, RHS) resulting from doing a typical finite difference presents
in Appendix D.

Well grid blocks. For grid blocks containing a wellbore, Eg. 8.25 must include
source/sink terms on the left side as written below.
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n+l n+1 n+l n+1
AijkT + BijkT i-1jk + CijkT + DijkT

wi+1jk wi— wij+1k wij—1k

n+l n+1 n+1 energy ' (826)
+ EijkTwijk+l + I:ijkTwijk—l + GijkTwijk + quK = I:aHsijk
where
ener 27TAX
Qisk Y= _{KT [WJ - (qu p )—r :|(TUK _Twell,i )’ (8-27)
(qpcp)'r = qoiJKpono +quJprpr' (828)

Once we substitute Eq. 8.27 into Eq. 8.26, the only unknowns are the temperature
in the grid blocks and the wellbore temperature. Thus, a non-isothermal wellbore flow
model is required to describe the temperature in the wellbore.

Wellbore flow. For non-isothermal wellbore flow, the steady-state energy balance is
derived in Chapter 4 that is

dT e (pVCpKJT )T dp 2 o (o h '
well _ e L Tk =T —(—Tgslne (8.29)
dx (pVCp)T dx r, (pVCPjT ( " kk) ey T

An additional equation comes from the fact that inflow temperature is equal to
wellbore temperature at the toe end (i =1) of the horizontal well.

Toens = T - (8.30)

Set of linear equations. In solving a set of linear equations, the total number of
unknowns must be the same as the total number of equations. In this set, the unknowns
are temperature of each grid block and wellbore temperature. Below is the summary of
equations and unknowns.

Unknowns:

1. Temperature inall grid blocks = 1, xJ, ., xK
2. Wellbore temperature = 1, unknowns

X

Total number of unknowns = 1, xJ . X Ko + 1

unknowns

max

ax

Equations:
1. Reservoir flow in all grid blocks = I, xJ

[from Egs. 8.25 and 8.26]

x K equations

max max

2. Wellbore flow = 1, —1 equations
[from Eq. 8.28]

3. Aconstraint = 1 equation
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[from Eq. 8.30]
Total number of equations = 1, X J . X Ko + 1

max

Note that 1., is the maximum number of grid blocks in the x-direction (along the
well).  J,..is the maximum number of grid blocks in the y-direction (perpendicular to
the well). K
depth).

is the maximum number of grid blocks in the z-direction (vertical

max

8.3.3 Calculation procedure

The calculation procedure is presented in Fig. 8.2. We first initialize water
pressure at static equilibrium at which the water pressures are functions of the elevation
only. Water in the reservoir is initialized at irreducible water saturation. Initial

temperature is at geothermal temperature with a gradient of 0.01 °F/ft, (dT/dz). The

initialization is for all grid blocks and inside the wellbore. Next, we calculate fluid
properties, and velocity and friction factor inside the wellbore. After that, water
pressure is calculated from the total (water and oil) mass balance, Eq. 8.8. After the
water pressure solution is obtained, the water saturation is explicitly updated by
substituting the results into the water mass balance, Eq. 8.7, and the capillary pressure is
calculated according to the new water saturation. When all the pressures and saturations
are known, the temperature is explicitly calculated from the energy balance, Eq. 8.24.
The procedure is then repeated for the next time step.
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Calculate fluid properties
v

Calculate velocity and friction factor

A 4
Solve total mass balance
and obtain new pressure, p"**

p™  converge ?

A

Solve water mass balance and
obtain new water saturation, SW”+1

A 4
Solve energy balance
and obtain new temperature, T"**

A 4

Output results

Fig. 8.2 Flow chart of the calculation procedure.

In solving the mass balance for the next iteration of pressure, we used the
Newton-Raphson method. The method is discussed below.

Let X be an unknown column matrix. We are seeking the solution, X"*.
We have an equation in the following form.
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AX =h, (8.31)
where

A ; square matrix
X ; column matrix

b ; column matrix

The structure of square matrix A in this case is the banded matrix including
extra bands from wellbore flow equations as show below.

A =
X
We first rearrange Eq. 8.31 and solve for the changesin X .
f=AX-b, (8.32)
The column matrix, F, contains f,, f,, ..., f_., which are in terms of x,, X,, ...,
X..x - Thechangesin X are obtained from inverting the equation below.
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o, o o

0%, OX, Mo [ 6%, f, (Xln )
A S o I
oX,  OX, OX nax .= : : (8.33)
af max afmax afmax 5Xmax fmax (er;ax )
| OX, 0oX, OX o

The matrix that contains the partial derivatives is called the Jacobian matrix.
Instead of taking the derivatives analytically, we numerically calculate each derivative
from

81:n — fn(xi +8)_ fn(xi) (8 34)
oX; g ’ '

where & isasmall increment= 10~  Finally, we can obtain X"* from

T LI (8.35)

8.4 VALIDATION OF THE NUMERICAL MODEL DEVELOPED

A common practice in developing a numerical model is to validate the numerical result
against an analytical solution. Validating the model is an important step, and can
consume as much time as the program coding itself. Validation is necessary to ensure
that the program coding, the mathematical formulations, and the numerical solution
techniques are correct. However, we do not have a direct analytical solution for
temperature and pressure profiles of a horizontal well in a bottom water drive reservoir.
We will validate the numerical model developed here with the analytical model
developed in Chapter 5. We simplify the numerical model to match the flow geometry
of the analytical model as the followings:

1) Permeability

k,=0

k, =k, =50 md
2) Relative permeability

k,=1

k, =0

3) Capillary pressure is set to be zero (p, =0).

4) Irreducible water saturation is set to be zero (S,, =0).

5) No gravity effect (g =0).

6) Reservoir fluid properties are evaluated at the same conditions as the analytical model,

at 4,000 psi and 180 °F.
7) Boundary conditions
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. No-flow for the bottom and top boundaries

. Pressure and temperature at external boundaries are 4,000 psi and 180 °F.
8). The accumulation terms on the right side of mass and energy balances are set to zero
so that the flow is a steady-state flow.

The results from the numerical model were compared with the analytical solutions
as shown in Fig. 8.3. The temperature, pressure, and inflow rate profiles from both
analytical and numerical models agree well with each other.
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Fig. 8.3 Comparison of numerical and analytical results.

Another approach that was used to validate the numerical model under the water
and oil flow in a bottom water drive reservoir sketched in Fig. 8.1 is to check the
numerical model’s mass balance calculation on the water component. We verify within
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the 5 percent of error that amount of water influx from the bottom is equal to amount of
water produced and water remaining in reservoir for each time step.

8.5 RESULTS

Under the physical model described in Section 8.2, the oil reservoir is bounded with no-
flow boundary except at the bottom of the boundary, which is initially in contact with
water. The pressure and temperature at the bottom boundary are maintained at 4,000 psi
and 180 °F. The temperature of the reservoir is initialized according to the geothermal
gradient of 0.01 °F/ft.  The reservoir is initially filled with oil while water is immobile at
irreducible water saturation. We use fluid property correlations presented in Appendix
A. Oil and water properties are correlated based on the oil gravity, the dissolved gas-oil
ratio, the gas specific gravity, and the salinity of the water. The parameters of the
numerical model are summarized in Tables 8.1 and 8.2.

Table 8.1 Reservoir and wellbore parameters
Well rate (base case) [b/d] 5,000
Horizontal length [ft] 1,000
Well inside diameter [in] 6
Relative pipe roughness 0.027
Skin factor 0
Pressure at WOC [psi] 4000.00
Temperature at WOC [°F] 180
Reservoir thickness 110
Reservoir dimension [ft x ft x ft] 1000 x 2150 x 110
Grids [ft x ft x ft] 100 x 10 x 10
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Table 8.2 Rock and fluid parameters

Porosity 0
Horizontal permeability (base case), [md] 50
Vertical permeability (base case), [md] 10
Irreducible water saturation 0.25
Residual oil saturation 0.1
Capillary pressure at Sy, [psi] 11.00
Threshold capillary pressure [psi] 0
Total thermal conductivity [Btu/hr ft °F] 2
Rock density [Ib/ft’] 165
Rock heat capacity [Btu/lb °F] 0.22
Tempeature gradient [°F/ft] 0.01
Salinity of water [wt %] 5
Low density oil (base case)
Oil API 45
Disolved gas-oil ration [SCF/STB] 800
Specific gravity of gas 0.75
High density oil (base case)
Oil API 35
Disolved gas-oil ration [SCF/STB] 500
Specific gravity of gas 0.75

In the following sections, we will present example cases using the developed
numerical temperature model. We focus the study on how the temperature changes
along a horizontal well before and after water breakthrough from a bottom water aquifer.
Since the application of the study is to use DTS for monitoring a production well, we are
interested in examining the temperature changes over the span of several days, a length of
time that is much greater than the response time of the DTS.

We will show three main effects on the time-varying temperature profiles. A
base case is fixed at a total (oil+water) rate of 5,000 b/d, horizontal permeability of 50
md, vertical permeability of 10 md, and an oil gravity of 45 °API. We then compare the
base case results with other cases, which are (1) total rate of 3,000 bbl/day, (2) a large
permeability zone in the middle section of the reservoir, (3) an oil gravity of 35 °API

8.5.1 Effect of flow rates on the temperature profiles

For the base case, Fig. 8.4 shows snapshots of temperature, pressure and inflow
water rate profiles along the horizontal well at three elapsed times. The toe-to-heel
pressure drop is about 12 psi, most of which occurs around the heel section (first 300 ft of
horizontal wellbore). Because of this additional drawdown imposed on the reservoir,
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the inflow profiles of water and oil also increase toward the heel as shown in Fig. 8.5.
Similar plots for the case of 3,000 bbl/d total rate are shown in Figs. 8.6 and 8.7. Here,
a smaller pressure drop is observed. As a result, the size of a temperature change is
smaller than for the base case. The temperature change for 5,000 b/d case is in the
range of 179.4-180.6 °F while the temperature change for the 3,000 b/d case is in the
range of 179.4-180.2 °F.  The size of the temperature change is a strong function of flow
rate. The strong sensitivity of the temperature changes to production rate demonstrates
that it is possible to evaluate the amount of inflow rate from the temperature profiles if
the rate is large. However, the results also show that it will be difficult to detect a
temperature change in a small rate well.
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Fig. 8.4 Temperature, pressure, and inflow water rate profiles
for 5,000 b/d total (oil/water) production rate.
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Fig. 8.5 Inflow rates along the horizontal well
for 5,000 b/d total (oil/water) production rate (at 450 days).
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Fig. 8.6 Temperature, pressure, and inflow water rate profiles
for 3,000 b/d total (oil/water) production rate

To compare the two cases in time, we plotted temperature, pressure and inflow
rate at the mid point of the horizontal well in Fig. 8.8. After a few days of production, a
relatively small pressure drop with time is observed. When the water breaks through,
the reduction of total fluid mobility increases the drawdown to maintain a constant total
rate of production. The distinguishing feature is the temperature versus time plot that
shows different slopes before and after water breakthrough time. The slope of the
temperature after breakthrough is less than the one before breakthrough.  This is because
water has a greater density and heat capacity than oil, causing the Joule-Thomson
coefficient of water to be less than oil. The water-oil mixing property has caused the
slope to decrease, at least for this type of fluid. This feature can be used to tell when
water breakthrough occurs. Next, we reduced the total production rate to 4,000 b/d and
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3,000 b/d. For the 3,000 b/d case we do not see the change in temperature slope because
water production is not large enough to cause a significant change. The temperature
gradually increases with time because friction (viscous dissipative heating) is always
created when there is flow. This is similar to entropy generation in thermodynamics.
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Figure 8.7 Inflow rates along the horizontal well for 3,000 b/d total (oil/water) production
rate (at 450 days).
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Fig. 8.8 Wellbore temperature, wellbore pressure and inflow rate changes with time for
different production rates. (at center of horizontal well)

8.5.2 Effect of large permeability zone on the temperature profiles

In this section, we will examine the wellbore temperature behavior where a large
permeability compartment is in the middle 300 ft of the reservoir (k,=100 md, k,=20 md),
from the interval from 400 to 700 feet from the heel of the well. The rest of the
reservoir is the same as the base case (k,=50 md, k,=10 md). Fig. 8.9 illustrates this
case by showing the water saturation distribution in the reservoir at 170 days of
production when the warm water from the bottom of reservoir reaches the middle
intervals of the well, but water has not arrived in the rest of the intervals. Fig. 8.10
shows snapshots of temperature, pressure, and inflow water rate profiles along the
horizontal well at three elapsed times.  Fig. 8.11 shows the details of water, oil, and total
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inflow profiles at 450 days. As time progresses, the pressure profiles do not show an
abrupt change along the well, which suggests that the snapshots of pressure profiles alone
for this case cannot identify the high permeability zone.

On the other hand, the temperature profiles show a noticeable change in slope.
For this example case, we therefore can conclude that the location of a high permeability
zone (also the large flow rate) is certainly identified as the zone over which the slope of
the temperature profiles is greater than the rest of the horizontal intervals that are
producing at smaller inflow rates. This implies that locations of fractures (i.e. large
permeability zone) can also be detected by the temporal change of the temperature
profiles.
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Fig. 8.9 Water saturation distribution around a well at 170 days of production. Middle
interval (400-700 ft shaded) k, = 100 md/ k, = 20 md; end intervals k, =50 md/ k, =10 md
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Fig. 8.10 Temperature, pressure, and inflow water rate profiles for large permeability in
middle section (400 -700 ft) of well. Middle interval k=100 md/ k,=20 md, end intervals
kn=50 md/ k,=10 md.
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Fig. 8.11 Inflow rates along horizontal well for large permeability in middle section
(400-700 ft) of well (at 450 days). Middle interval k,=100 md/ k,=20 md,
end intervals k=50 md/ k,=10 md.

Fig. 8.12 shows the plots of wellbore temperature, wellbore pressure and inflow
water rate versus time at different locations along the well. We can see different slopes
(dT /dt) before and after water breakthrough time in the near toe curve, but the slope
differences are difficult to see in the middle and near heel curves. This is because the
wellbore temperature contains the combined information both from inflow and from the
upstream wellbore flow. The upstream wellbore flow tends to be dominant when
moving toward the heel of the horizontal well.
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Fig. 8.12 Wellbore temperature, wellbore pressure and inflow rate changes
with time for different locations.
Middle interval k,=100 md/ k,=20 md, end intervals k,=50 md/ k,=10 md.

8.5.3 Effect of oil type on the profiles

The purpose here is to assess the size of the temperature change resulting from different
types of oil. We model the oil properties by using commonly known correlations based
on the oil gravity (°API), dissolved gas-oil ratio, and gas specific gravity. Two oils of
different densities are chosen for this purpose. Table 8.2 provides the fluid properties.
Fig. 8.13 shows profiles for an oil gravity of 35°API. Compared to the base case (Fig.
8.4), the shapes of the profiles are similar, but the magnitude of changes is larger by a
factor of two.
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Fig. 8.14 is a comparison of the base case (45 °API) and the denser-oil case (35
°API) with time. As production time progresses, wellbore pressure for the 35 °API oil
case drops about 120 psi more than for the base case. The reduction of mobility caused
by the larger viscosity oil results in greater drawdown to maintain a constant well rate.
Temperature gradually increases with time, and the temperature increase reflects the
pressure drop, notably where the wellbore pressure drops when water breaks through.
After water breakthrough, the rate of temperature increase is smaller than before water
breakthrough when only oil flows into the wellbore. The temperature difference
between the two cases is quite large, which means that fluid properties have a great
impact on temperature profiles. This suggests that a good description of fluid properties
is required to quantitatively infer inflow rate profiles from temperature profiles.
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Fig. 8.13 Temperature, pressure, and inflow water rate profiles for an oil gravity of 35 API.
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Fig. 8.14 Wellbore temperature, wellbore pressure, and inflow rate changes (at center of
horizontal well) with time for different oils.
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CHAPTER 9

CONCLUSIONS AND RECOMMENDATIONS

9.1 CONCLUSIONS

We have derived the equations governing the heat and mass transfer along the path of a
producing wellbore. We have also derived the governing equations that describe reservoir
fluid flow and heat transfer, and solved them analytically in one-dimensional (1D).
Results from the 1D analytical reservoir solution indicate that the inflow temperature in a
horizontal well can change from the geothermal temperature by a few degrees. The size
of this change depends on the types of fluids flowing and on the pressure drawdown
between the reservoir and the wellbore. Inasmuch as we must account for heat transfer
from wellbore to formation, we have coupled the wellbore and reservoir equations and
solved them numerically.

Based on the coupled model predictions we see little changes on the temperature
profiles if the liquid flow rate is small or if the pressure drop along the well is small.
We found that temperature and pressure profiles are sensitive to the well trajectories,
meaning that an accurate well survey is needed to interpret temperature and pressure
profiles when significant elevation changes occur. The other finding from the
prediction model is that temperature decreases when water or gas enter into horizontal
wells if the boundary temperatures are the same. Where the production of one fluid
starts and another ends is clearly observed under certain production conditions. We also
presented a sensitivity study to show the effect of flow rate and water or gas zone
location on temperature behavior.

The second part of this report presented an inversion method that interprets
distributed temperature and pressure data to obtain flow rate profiles along horizontal
wells. We have applied the inversion method, which is based on the Levenberg-
Marquardt algorithm, to minimize the differences between the measured profiles and the
profiles calculated from the prediction model developed.  Through numerical
experiments, we inferred the relative importance of the input data and determined the best
combination of input data.

We have shown synthetic and field examples to illustrate how to use the inversion
model to interpret the flow profile of a horizontal well. The synthetic examples showed
that even with single-phase oil production, the inflow profile can be estimated in many
cases. The method is even more robust when water or gas is produced along discrete
intervals in an oil production well because of the unique temperature signature of water
or gas production.

We have applied the inversion method to temperature and pressure profiles
measured with production logs in a horizontal North Sea producer well. With the
inversion method developed, we have successfully matched the profile of temperature
and pressure.
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We have also developed a model to predict temperature profiles in the variable
angle build sections of a multilateral well by applying the method developed by Ramey to
this geometry, and a model of junction where two flow streams are commingled. In
addition, we have solved the governing equations of the reservoir and wellbore
numerically to simulate horizontal well water coning.

9.2 RECOMMENDATIONS

The forward (prediction) model study is intended to establish a basic understanding of
temperature behavior under specific examples, and to assess the potential uses of a
distributed temperature sensor (DTS) in monitoring a horizontal production well. A
more advanced and detailed modeling could be further done as follows:

1. Represent the viscous dissipation (t:Vv) by a different model from the one
used in this study.

2. Develop a model to account for the fact that horizontal wells have bends and
curves, and may not be in the center of a reservoir.

3. Generalize the fluid properties by using the Peng-Robinson or Redlich-
Kwong-Soave equations of state, as normally practiced in numerical reservoir
simulation, and study the temperature behavior when the reservoir pressure is
dropped below the bubble point pressure and gas evolves from oil.

4. Approximate a water coning model to an analytical or semi-analytical model
so that we can have a fast estimate at the inflow temperature with time.
Implement the model in an inversion model.

For the inversion part, we recommend following:

5. Construct or approximate Jacobian (sensitivity) matrices analytically or semi-
analytically. Computation of Jacobian takes about 90% of total computation
of the inversion process.

6. Study the effects of data noise on water or gas profile entry information
(Deploy a Gaussian based random error.).

7. Study the effects of grids size by using finer grids for synthetic data
generation and courser grids for inversion. The latter results in only a few
pressure points observations.
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APPENDIX A: OVERAL HEAT TRANSFER COEFFICIENT

When a fluid expands at constant enthalpy (an isenthalpic process) because of pressure
drop, the temperature of the fluid changes. This phenomenon is named the Joule-
Thomson effect. The temperature change per unit pressure change is called the Joule-
Thomson coefficient, K. Anexpression for K, can be derived as follows:

For non-flowing isenthalpic process,
AH =0. (A1)

For a pure fluid, the fluid enthalpy is a function of pressure and temperature. The above
equation can then be expanded in the following manner.

(@j AT+ 2] ap-o. (A2)
ot ), op ),

Apply the definition of the heat capacity and Maxwell’s relation of thermodynamics.
C,AT + V—T(ﬂj Ap=0. (A.3)
ar )y ],

Replace the specific volume with the fluid density, V =1/p. The above equation
becomes

c,,m{i_l(_ij[a_pj } Ap=0. A
p pPL pNITJ, .

Substitute definition of thermal expansion coefficient into the equation.

C,AT +(i—ﬂj Ap=0. (A5)
PP
Rearranging the above equation gives the expression for K, .
oT AT -1
K,=|—]| = : (A.6)
§ (8p jH <,

For an ideal gas, =1/T, and the Joule-Thomson coefficient is zero, which means that
when an ideal gas expands at constant enthalpy, there is no temperature change. As real
fluids expand, cooling occurs if K. is positive, while warming occurs if it is negative.

For natural gases up to pressures of about 5,000 psi, K, is positive in the range of 0.01

to 0.06 °F per psi (McCain, 1990). For liquids, a general rule is that K, is negative
for temperatures smaller than 80-90% of the liquid’s critical temperature and positive
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otherwise. This rule does not apply, however, for pressures below the liquid’s vapor
pressure. Water has a negative K, for temperature below 500 °F; and it warms up

approximately 0.002-0.003 °F per psi pressure drop, as do most oils (Steffensen and
Smith, 1973).

Fluid flow in a reservoir can be approximated as an isenthalpic flow (no heat nor
work done on fluid). During production, the Joule-Thomson effect is a dominant factor
causing the inflow temperature of the fluid to be different from the geothermal
temperature at that depth.

If we were to use the energy equation in porous media (Eg. 3.20) to describe the
Joule-Thomson experiment, which is a steady-state isenthalpic process with no heat
conduction, we would arrive at

0=pCu-VT - fTu-Vp+u-Vp. (A7)
All of the terms are products of wu, so the equation can be rearranged as
0=u-(pC,VT +Vp- 4T -Vp). (A.8)
If w isnot zero, we can divide both sides by u. The equation becomes
VT = (ﬂT _1JVp
<, ) (A9)
=K;Vp

An example of this kind of process is a flow through an expansion valve
illustrated in Fig. A.1. Thus, we can fairly conclude that the governing equation of the
reservoir flow (Eq. 3.20) intrinsically includes the Joule-Thomson effect.

. P H =H, Pay iy =1

Fig. A.1 Sketch shows flow through an expansion valve.

The meaning of Eq. A.7 is that there are two main causes of thermal energy
change; fluid expansion, AT(-u-Vp), and viscous dissipation, (—u-Vp). Note that
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the term (—u-Vp) is always positive. For most gases, AT(—u-Vp)is greater than
(—u-Vp), and the temperature of a flowing gas decreases. On the other hand, if
(—u-Vp) is greater than AT(-u-Vp), the temperature of a flowing liquid increases.
If there is no change in pressure or AT(—u-Vp)=(-u-Vp) such as a flow of ideal gas
(i.e. low pressure gas) in which 8 =1/T , the temperature of a fluid is constant.

It should be emphasized that the thermal energy balance can only be simplified to
describe the Joule-Thomson effect if we model the viscous dissipation, (—t:Vu), as
(—u-Vp) and u is not zero. For example, if we modeled that (—t:Vu)=a(-u-Vp)

where a is a constant, Eq. A.7 could not be simplified to the Joule-Thomson
coefficient.
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APPENDIX B: OVERAL HEAT TRANSFER COEFFICIENT

The object of this appendix is to derive the overall heat transfer coefficient used in this
study. For a cased and cemented wellbore, the temperature profile near the wellbore
will look like as shown in Fig. B.1. The wellbore is surrounded by casing material and

cement. Fluid arrives with temperature, T,. At the inside of the cement, the
temperature is T, and the temperature is T, at the inside of casing. The bulk

average temperature inside the well is givenas T, .

Formation

Cement

Casing

Well

Casing

Cement

Formation
Fig. B.1 Temperature profile near a wellbore.

For steady state with constant thermal conductivity, the radial temperature
distribution is given as

li(rd—TJ =0. (B.1)
rdr dr
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Solving this differential equation for the casing yields
T=T,, +ﬂln(%Q j for R<r<R,
In ‘

=)

For the cement,

T =T
T:T,+°Em—'ln(% j for R, <r <R,
In( % ) cem

The heat flow rates are

dT
=-27R(1-7)K —
QC ( 7/) Cc dr .
= 27(1— K, Lo Tem
R
and
dT
=-2R (1-y)K_—
chm C( ]/) cem dr r:Rc
Toer — T,

cem

The heat flow from wall to flowing fluid is given by
Qp = —27zR(l—7)Ch(TC _Tb)'

= 27[(1_ 7)Kcem

(B.2)

(B.3)

(B.4)

(B.5)

(B.6)

where C, is a heat transfer coefficient that would be determined experimentally. From
boundary layer analysis with a constant wall temperature, the laminar flow heat transfer

coefficient is

KfI
C, =3.656—
2R

(B.7)

For turbulent flow, Gnielinski’s formula*® is widely used. The heat transfer coefficient is

given as

) (%j(NRe—looo)NPr K,
1+12.7( %jos (v, -1) 2R

h
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When liquid-gas two phase flow occurs, the heat transfer coefficient will become

flow regime dependent. Kim and Ghajar*’ presented a simple flow regime dependent
correlation as

_ X " yg ’ NPr,g S Hg t
Chr —(1— Yq kh'l[1+c(l—xj (1_ yg] {NP” J [Iu—l] ], (B.9)

where

Wy

W, +W,

X= (B.10)

C,, is the liquid heat transfer coefficient and is based on the in-situ Reynolds number.
The constants are given in TableB.1.

Table B.1 Constant values for calculations of the heat transfer
coefficient.
C m n S t
Slugand Bubbly | 2.86 | 042 | 035 | 0.66 | -0.72
Annular 1.58 1.4 0.54 -1.93 | -0.09
Stratified 27.89 3.1 -4.44 -9.65 1.56

At steady state, heat flows are equal. Then, we have
Q. =Qen =Q4 =Q. (B.11)

Summation of the relationships gives

I L LY
T .

. B.12
27(1-y) K ’ RC, (B.12)

cem

Therefore, the overall heat transfer coefficient for the wellbore is

Q i RIn(R%)+RIn(RC%Cj+ 1 b
< :

“Tm T eRl-y) K RC,

cem

(B.13)

Considering a partly opened well, the total energy entering the wellbore
neglecting kinetic energy and viscous shear is then
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. dT
— (&) )u27R X = (p, Fi v, PR 1AX — K, o 2Ry

r=R,

R , (B.14)
27Z'Rcem (1 - ]/)AX

r=R,

=Reem

dT
_K. 2L
Tdr

=wH,

r=Reem

Equating with the total energy from the formation is

— (e, )s2RAX =WH | _ +27RAX(1-y)(T, - T,). (B.15)
Equating Egs. A.14 and A.15 and considering the difference of convection
term (WH o —WH | ) is negligible yield

oK), (8.16)

T —
dr r=Reem cem

This is the fourth boundary condition of the reservoir solution (Eq. 3.35). For the open
hole case, R, =R.
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APPENDIX C: FINITE-DIFFERENCE FORMULATION OF MASS
BALANCE

For three-dimension flow in a Cartesian coordinate system, the mass balance over a box-
shaped control volume ( AxAyAz) can be written as below.

AYA AXA AXA
- f ZAx(pouo)_ X ZAy(:Oouo)_—yA (po o)
Po Po Po

AYAz AXAZ AXA
- y Ax(pwuw)_ Ay(:owuw) y

w w w

AXAYAz AXAYAz
= cC,|—— |A,p, +45,C A
¢S o~o ( At j t po @ wrw ( At ) t pw

An example shows how the finite differences were done. Here we show the
finite difference of the third term on the left side.

AYyAz AYyAz
—Z) A (poU,) =~ Z (X IR TR | (C.1)

[} [}

A, (pu,,)- (8.9)

Substituting Darcy velocity gives

AAY () XY (_p Kk,, <Ap0 L, gAD>j
Po T, T \Az T AL,

kk., /Ap, AD
| = FPo — P9
M, \ Az Az 2

Note that if the spatial indicators (i, j,k) are left out, the defaults are either i, j,or k.
Now, expanding Darcy velocity, we have

(C.2)

n+l n+l

4 D.-D

_ AXAy Az(pouo)z _[AXij [_ 2, kkm J ( po k+1 po k 0.9 K+1 K ]
Po Po k Ho k+1/2 Az Az

_(_po kkm] (pSprS*kll g DMA - ij
Ho k=1/2 z z

(C.3)

Applying upstream weighting and rearranging the terms yield
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AXAy | ( p Kk
oo (25
( )k 1( k k-1 poAZ . ,Uo .

Therefore, the coefficients in Eq. 8.10 are

Ay Az kK, Ay Az kk
A, [ (pw ] [y J 2 mj, ©5)
PuX ), D\LA ) ),
B, - AYAZ [ J (AyAz [pokka | )
Pu X M g
AXAzZ KK, KK o
Cijk = (pw J ( j a J , (C.7)
Puly My Py Hy )
ou ) () (207,
Puly Hy PAY I\ My )iy
i v | i B v [ Gl
Az Po Ay Ho )y
v (Gl W v | Gl
Az Hy poAy Ho k-1
Gljk = _Aijk - Bijk _Cijk - Dijk - Eijk - Fijk
([ #B8,c.0xAyAZ Y’ _(gzﬁ(l—SW)COAxAyAzj" , (C.11)
At ijk At ijk
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N ¢SWCWAxAyAz 1 S AxAyAz
RHS;, = _pwijk[ Puii )C
ijk

At
( )(m k

)Eljk ( g)k—l(Dk - Dk—l)Fijvlz
) kel k) ijk ( g)kfl(Dk - Dk—l)Fij?(

R G e
c,i+l i ,UD i c,i-1 pOAX | ,UO L
() (=)
" i i\ Moo iy
o5 o 2]
K ), AN )\ ),
() () (o) (),
VY ARV-Y- DA
2 Kk, MXN o Kk,
_pck+1[/% jk[ i Jk Pek- 1(100&1( P jkl. (C.12)
|- (] (5] (o] (2]
RV VY-S AN
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APPENDIX D: FINITE-DIFFERENCE FORMULATION OF
ENERGY BALANCE

The energy balance from Eq. 8.24 is
(pouOCpo + IOWuWCpW) - (ﬂouo ’ Vpo + ﬂwuw ’ va)T +u, - Vpo +u, - va

oT
~V-(KyVT)+V-(p,u,0D + p,u, 9D) = |l #)p.C,. + (S, p,C o + SupuC pw)

5
at(SO/DOGJD+ S,P.0D)

+T£S ﬁ¢ap° S ﬁ¢aij

(8.24)

An example shows how the finite differences were done over a box-shaped control
volume (AxAyAz). Here we show the finite difference of the first term on the left side.

Note that if the spatial indicators (i, j,k) are left out, the defaults are either i, j,or k.

(AXAYAZY p,u,C , + pou,C 0 )- VT = (AyAZ)pou,C,p + o0, Cp ) (T =T7)
+ (AXAZ)(pOuOCpO +p,u,C pw) (Tjnfl1 T-”*l)
+ (AXAy)(pouono + pwuprw) (TkTil _Tkn+l)
(D.1)
Therefore, the coefficients used in Eq. 8.25 are
Ay = ~AyAZPL, + (AVAZJKT . (D.2)
AX ‘
AYyAz
Bijk :( Xx jKT,x’ (D-3)
AXAZ
Cijk = —AXAZPZijk + [A—yJKTy ) (D4)
AXAz
E, = ~AXAYP3,, + (AXijKT . (D.6)
Az ‘
AXA
Fii =( AzyjKT,z’ (D.7)
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Gy = AyAzPY, + AXAZP2;, + AXAYP3,

| D.8
—2[AVAZ]KT e —2[ﬁjKT ,+P7,, + P8, (D)
AX ’ Ay ‘ Az '
RHS;, = AXAyAzP5;, + AXAyAzP6;, +P7, Ty +P9,, (D.9)

where

Kkyo | [ Poier = Pai P = Pui |
P1, ( j [ s )Cpoyi ( - Couir (D.10)
n+1 n+1 n+1 n+1
P2 ( kk ] ( po j+l po j JCP [ kk J [ pW j+l pW] ] o (D 11)

n+l n+l
P [ kk ( po k+1 po k pO]kg Dk+l B Dk Jcpo,k

Az
n+1 n+l D D ’ (Dlz)
pw k+1 pw k k+1 — Mk
+| - - —kl ki
( ,OW ,UO ]k[ Az pw,kg Az ] pw,k
U S ax o) oy
kkm pgtl pgil pgtl pgtl Dk+l — Dk
+ J— J— _—
ﬂo,k[ /JO ]k( Az AZ po,kg AZ
. (D.13)

P T A O A
N7 G YU )y

6; k k w p \:]erlirl p vr\]/Jrk1 p vr\]/Jrlirl p \?erkl D k+1 I: k
W‘k( i, Jk( Az Az Puxd Az
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2 2
Kk, ) [ Pai — poit kk,o ) [ Poya— Pory
P5ijk _ (_ J 1A . j 1A i
/uo i X ’uo j y

2
kk o1 — Pok D, -D
+] = ro pO,k 1~ P k _po,kg k+1 k
Hy ), Az Az

1 1)2 1 1\2' (D-14)
[_ kk,wj Pars — P {_ kka Parjo = P
Hu )i AX M ) Ay
kk pn+1 _ pr1+1 D D 2
w w,k+1 w,k k+1 ~ Yk
+ — — —_—
w,k( y ]k[ AZ pw,kg AZ ]
Kk pcr)PIr<1+1 - pgil Dk 1 Dk ng
P6., =|—- ro ’ * +
ijk ( po ,Uo ]k( AZ po,kg AZ AZ
KK, Pok — Pox D, -D,, |gD,_
+(_po J . = ~ Pox19 : et |t
Ho )iy Az AZ Az
n+1 n+1 ! (D15)
—p, kk,w pw,k+l - pw,k _ pkag Dk+1 - Dk ng
Hy ), Az Az Az
n+l _ n+l _
+[_pw kkrw] pw,k pw,k—l _pw,k—lg Dk Dk—l ng—l
Hy )y AZ AZ AZ
P7y =—AxAY[1-#)p.C, s +5,2,C ;0 +5u0uC ol (D.16)
Soﬂo¢ " n+. n+. n n
P8, = _AXAVA{(TJ (pw,ijlk + pc,ij}( — Puw,iik — pc,ijk)
ijk
’ . (D.17)
SWﬂW¢ " n+. n
+[A—tjijk(pw,ijlk — Puijk )}
AXAYAzZ n n
P9y, = - A{ (5,0,9D +S,,0,0D)" = (S,0,9D + S0, 6D, |, (D.18)
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(&

x X =

NOMENCLATURE

Description
compressibility of fluid

heat transfer coefficient

heat capacity

weight matrix for observations
wellbore diameter

derivative vector

total energy flux

total energy

friction factor

friction factor with wall flux
gravity acceleration vector
gradient vector (Ch. 5)

gravity acceleration

Hessian matrix
enthalpy

reservoir thickness
identity matrix
Jacobian matrix
productivity index
permeability tensor
thermal conductivity

Joule-Thomson coefficient
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o

Kutateladze number

permeability
damaged permeability
well length

mass

Reynolds number

wall Reynolds number

Prandtl number

pressure

pressure at external boundary of reservoir
reservoir pressure

heat transfer rate

conductive heat flux

conductive heat flux (Ch. 2)

flow rate

pipe inner diameter

wellbore radius

damaged radius

skin factor

temperature

bulk temperature
temperature at external boundary of reservoir
inflow temperature
time
internal energy
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Greek

ng
sl
so

Sw

Darcy velocity vector
Darcy velocity

drift flux

specific volume
velocity vector

velocity
superficial velocity of gas

superficial velocity of liquid
superficial velocity of oil

superficial velocity of water

reservoir width
parameter vector
mass flux

observation space

observations

holdup

overall heat transfer coefficient

combined overall heat transfer coefficient
coefficient of isobaric thermal expansion
pipe open ratio

Kronecker delta

relative pipe roughness

upgrading parameter

173



T T N S 8 8 8

Q

Subscripts
C
C

cem
fl

3 3 =

o

combined convective and molecular momentum tensor
combined convective and molecular momentum

flow potential (Ch. 4)

porosity

Marquardt parameter

wellbore inclination

viscosity

density

surface tension

shear stress tensor

shear stress

calculated (Ch. 5)
casing (Appendix A)

cement
fluid

gas
inflow

phase index
position index
liquid

mixture
measured (Ch. 5)
oil
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TP

total
two phase

water
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