Nuclear Engineering Education and Research (NEER) Program
DE-FG07-031D14496

Nonlinear Projective-Iteration Methods for Solving

Transport Problems on Regular and Unstructured
Grids

Dmitriy Y. Anistratov, PI,
Adrian Constantinescu, Loren Roberts and William Wieselquist, graduate students

Department of Nuclear Engineering
North Carolina State University

Final Technical Report

Apri 30, 2007



Contents

1 Preface 8

2 Stability Analysis of the Quasidiffusion Method for 1D Periodic Hetero-
geneous Problems 10
2.1 Imtroduction . . . . . . . .. 10
2.2 The QD Method . . . . . . .. . 11
2.3 The Discretized QD Equations and Linearization . . . . . . ... ... ... 11
2.4  Fourier Analysis and Numerical Results . . . . . . . .. ... ... ... ... 12
2.5 Conclusions . . . . . . . 13
3 Nonlinear Weighted Flux Methods for Particle Transport Problems 16
3.1 Imtroduction . . . . . . . .. 17
3.2 Formulation of the Family of 1D NWF Methods . . . . . . .. ... .. ... 18
3.3 Discretization . . . . . ... Lo 20
3.4 Asymptotic Diffusion Analysis . . . . . . .. ... L. 21
3.5 Fourier Analysis . . . . . . . ... 23
3.6 Numerical Results. . . . . . .. .. o 25
3.7 Conclusions . . . . . . . 27

4 Nonlinear Weighted Flux Methods for Particle Transport Problems in 2D
Cartesian Geometry 29
4.1 Introduction . . . . . . . .. 29
4.2 Formulation of the Family of 2D NWF Methods . . . . . . . ... ... ... 31
4.3 Discretization of the 2D NWF Methods . . . . . . . .. .. ... .. .. ... 32
4.4  Analysis of Asymptotic Diffusion Limit . . . . . . . .. .. .. ... ... .. 34
4.4.1 NWF Methods in Continuous Form . . . . . .. ... ... ... ... 34
4.4.2 NWF Methods in Discretized Form . . . . . .. .. .. .. ... ... 35
4.5 Numerical Results . . . . . . .. .. .. 37
4.6 Conclusions . . . . . . . . 39

5 Analysis of the Quasidiffusion Method on Two-Dimensional Problems with
Spatially Periodic Media 41
5.1 Imtroduction . . . . . . . .. 41
5.2 Formulation of the QD Method . . . . . . .. ... .. .. ... ... .. .. 42
5.3 Linearization of the Discretized QD Equations . . . . . . . .. .. ... ... 43



5.4 Fourier Analysis . . . . . . . ... 44

5.5 Numerical Results. . . . . . .. ... 45
5.6 Conclusions . . . . . . . . . 47
The Quasidiffusion Method for Two-Dimensional Transport Problems on
Unstructured Meshes 55
6.1 Introduction . . . . . . . . ... 55
6.2 Formulation of the QD Method . . . . . . . .. .. ... ... ... ... .. 55
6.3 Discretization of the LOQD Equations on Grids Composed of Arbitrary Quadri-
laterals . . . . . . . . 57
6.3.1 Finite-Volume Discretization of the LOQD Equations . . . . . . . .. 57
6.3.2 General Form of Discretization Methods for the LOQD Equations . . 59
6.3.3 GGK Method for Discretization of the LOQD Equations . . . . . .. 60
6.3.4 AK Method for Discretization of the LOQD Equations . . . . . . .. 61
6.3.5 Morel’s Cell-Centered Discretization Method . . . . . . .. ... ... 61
6.3.6 Interface Continuity Conditions . . . . . . . .. .. . ... ... ... 61
6.3.7 Iterative Solution of the System of the Discretized LOQD Equations . 62
6.4 Discretization of the Transport Equation . . . . .. .. ... ... ... ... 63
6.4.1 Interpolation Plane in the Short Characteristics Method on Arbitrary
Meshes . . . . . . . 64
6.4.2 Representing the Scalar Flux within a Cell . . . . . .. .. ... ... 64
6.4.3 Characteristics Solution . . . . . . ... .00 65
6.5 Numerical Results. . . . . . .. .. o 66
6.5.1 Test 1 . . . . . . 66
6.5.2 Test 2 . . . . . 75
6.5.3 Test 3 . . . . . 80
6.6 The Transport Algorithms PACKage . . . . . ... ... ... ... ... .. 82
6.6.1 Arbitrary 3D Mesh Representation . . . . ... ... ... ... ... 82
6.6.2 Representing 2D (and 1D) Meshes. . . . . . . . .. .. ... ... .. 83
6.6.3 Toolbox-Style . . . . . . . . . 84
6.6.4 Expandable . . . . ... 84
6.6.5 Extendable . . . . . .. .. 85
6.6.6 Visualization-Ready . . . . . . .. ... ... oL 85
6.7 Conclusions . . . . . . . 86



List of Figures

2.1

2.2

3.1

4.1
4.2

5.1

5.2

9.3

5.4

9.5

5.6

5.7

0.8

6.1
6.2
6.3
6.4
6.5
6.6
6.7

Theoretically (pg,) and numerically (pnum) estimated spectral radii for the QD

method. . . . . .. 14
Theoretically (p,) and numerically (pnum ) estimated spectral radii for the SM
method. . . . . .. 15
Problem 3. The scalar flux ¢ obtained by the NWF, FF, SF, and a-WN
methods discretized with the lumped LD method. . . . . . .. ... .. ... 28
Problem 2: Cell Average and Cell Face Total Low-Order Scalar Flux. . . . . 40
Problem 2: Absolute Value of Relative Errors of the Scalar Flux versus QD
Fine Mesh Solution of Figure 4.1. . . . . . . . ... .. .. ... ... .... 40
Theoretically Estimated Spectral Radii of the QD Method for PHI Problem
with ¢ =0.9999 . . . . .. 49
Numerically Estimated Spectral Radii of the QD Method for PHI Problem
with ¢ =0.9999 and {0 < x,y <40}. . . . .. ... ... 49
Numerically Estimated Spectral Radii of the QD Method for PHI Problem
with ¢ =0.9999 and {0 <x <400, 0 <y <12}. .. .. .. .. .. ... ... 50
Numerically Estimated Spectral Radii of the QD Method for PHI Problem
with ¢ =0.9999 and {0 <x <2000, 0 <y <4} ... ... ... .. ... ... 50
Theoretically (py,) and numerically (ppum, ) estimated spectral radii of the QD
method, ¢ =10.9999. . . . . . . . . 51
Theoretically (py,) and numerically (ppum, ) estimated spectral radii of the QD
method, o;7 = 1071, {0 <2,y <40}, . . . ... 52
Numerically estimated spectral radii of the QD method for the checker-board
problem, ¢ = 0.9999. . . . .. ... 54
Numerically estimated spectral radii of the QD method for the two-region
problem with ¢ = 0.9999. . . . . . .. .. ... 54
QD (Eddington) Factor Weight Functions, Q,Q5 . . . . . . .. .. ... ... 58
The skewed quadrilateral grid cell. . . . . . . . ... .. ... ... ... 59
The left (L) half-cell integration. . . . . . . . . ... .. ... ... ...... 59
The sparse matrix of the discretized LOQD equations . . . . ... ... .. 63
Parabolic Interpolation . . . . . . . . . . ... 64
Meshes for Test 1(cells colored with scalar flux) . . .. ... ... ... ... 67
Test 1: Face-average Scalar Flux ¢(z = 2.5¢m, y) for the GGK Method . . . 69



6.8
6.9
6.10
6.11
6.12
6.13

6.14

6.15

6.16
6.17

6.18
6.19
6.20
6.21

Test 1: Face-average Scalar Flux ¢(z = 2.5¢m, y) for the AK Method . . . . 69

Test 1: Face-average Scalar Flux ¢(z = 2.5¢m, y) for the JM Method . . . . 70
Test 2: Left-Side-Average Scalar Flux . . . . ... .. ... ... ... .. 76
Test 2: Right-Side-Average Scalar Flux . . . . . . ... ... ... ... ... 7
Test 2: Right-Side Exiting Currents . . . . . . .. .. .. .. ... ..... 7
Test 2: Relative Differences in Left-Side-Average Scalar Flux with Respect to

the Finest Orthogonal Mesh (64by64 cells) . . . . . ... ... .. ... ... 78
Test 2: Relative Differences in Right-Side-Average Scalar Flux with Respect

to the Finest Orthogonal Mesh (64by64 cells) . . . .. .. .. .. ... ... 78
Test 2: Relative Differences in Right-Side Exiting Currents with Respect to

the Finest Orthogonal Mesh (64by64 cells) . . . .. .. .. .. ... .. ... 79
Test 3: Flow out of Upper Right Corner (x > 2.5y >1.5) . ... ... ... 81
Test 3: Relative difference in Flow out of Upper Right Corner (x > 2.5,y >

1.5) on Perturbed Meshes with respect the Finest Orthogonal Mesh . . . . . 81
A2D Mesh . . . . . 83
The framework of TAPACK. . . . . . . . . . . . . . . . 85
Vert and Cell Information needed for High Order Solve (Short Characteristics) 86
Face and Cell Information needed for Low Order Solve (Quasidiffusion) . . . 86



List of Tables

2.1

3.1

3.2

3.3
3.4
3.5

4.1
4.2

4.3

5.1

5.2

9.3

5.4

9.5

5.6

6.1
6.2
6.3
6.4
6.5
6.6
6.7

Theoretically and Numerically Estimated Spectral Radii for the QD Method

1 =c=20.9999. . ... e 14
Theoretically Estimated Spectral Radii p for the Discretized NWF Method

with a =1 and = V3versusohand . . ... 25
Numerically Estimated Spectral Radii p for the Discretized NWF Method

with o = 1 and 8 = /3 versus o;h for Problem No. 1 (c=0.99). . ... ... 26
Number of Iterations for Problem No. 2. . . . . .. .. .. .. ... ..... 27
Parameters of Problem No. 3. . . . . . . ... ... .. .. ... ....... 27
Problem 3. Relative Errors in the Scalar Flux in the Diffusive Region. . . . . 27
Values of the Diffusion Coefficients (D) for Specific NWF Methods . . . . . . 35
Problem 1: Relative Errors of the Cell-Average Scalar Flux in the Cell Located

at the Center of the Domain . . . . . . . . .. ... .. .. ... ....... 39
Problem 1: Relative Errors of the Scalar Flux in L Norm . . . . ... ... 39
Theoretically Estimated Spectral Radii of the QD Method for PHI Problem

with ¢ =0.9999. . . . . .. 48
Numerically Estimated Spectral Radii of the QD Method for PHI Problem

with ¢ =0.9999 and {0 < x,y <40}. . . . .. ... ... 48
Numerically Estimated Spectral Radii of the QD Method for PHI Problem

with ¢ =0.9999 and {0 <x <400, 0 <y <12}. .. . ... .. .. ... ... 48
Numerically Estimated Spectral Radii of the QD Method for PHI Problem

with ¢ =0.9999 and {0 <x <2000, 0 <y <4} ... ... ... .. ... .. 48
Numerically Estimated Spectral Radii of the QD Method for the Checker-

Board Problem, ¢ = 0.9999, and {0 <2,y <40}. . .. ... ... ... ... 53
Numerically Estimated Spectral Radii of the QD Method for the Two-Region

Problem with ¢ = 0.9999 and {0 < x,y <40}. . . .. ... .. ... .... 53
Test 1: Results for the GGK Method . . . . . ... .. .. ... ....... 71
Test 1: Results for the AK Method . . . . .. ... .. .. ... ....... 72
Test 1: Results for the JM Method . . . . . . ... .. .. ... ....... 73
Test 1: Convergence Orders for the GGK Method . . . . . .. .. ... ... 74
Test 1: Convergence Orders for the AK Method . . . . .. .. ... .. ... 74
Test 1: Convergence Orders for the JM Method . . . . .. .. .. ... ... 74
Bottom-Up Selection of Elements . . . . . . . ... .. .. ... ....... 84



6.8 Top-Down Selection of Elements



Chapter 1

Preface

This is a project in the field of fundamental research on numerical methods for solving
the particle transport equation. Numerous practical problems require to use unstructured
meshes, for example, detailed nuclear reactor assembly-level calculations, large-scale reac-
tor core calculations, radiative hydrodynamics problems, where the mesh is determined by
hydrodynamic processes, and well-logging problems in which the media structure has very
complicated geometry. Currently this is an area of very active research in numerical transport
theory. Main issues in developing numerical methods for solving the transport equation are
the accuracy of the numerical solution and effectiveness of iteration procedure. The problem
in case of unstructured grids is that it is very difficult to derive an iteration algorithm that
will be unconditionally stable. It is vital to develop novel computational transport meth-
ods that will be able to fit accurately asymptotics of the transport equation, mimic various
important features of the transport solution, adapt to significantly different behavior of the
solution without loss of accuracy, and converge fast. The project focuses on development
of unconditionally stable methods for solving the multidimensional transport equation on
unstructured grids and new nonlinear methods with advanced properties for regular meshes,
based on nonlinear projective-iterative methods, namely, the Quasidiffusion and Flux meth-
ods.
Three graduate students were involved in this NEER project:

1. Adrian Constantinescu

e Thesis title: “Analysis of Projective-Iterative Methods for Solving Multidimen-
sional Transport Problems,”
e M.S. in Nuclear Engineering, Dept. of Nuclear Eng., NC State University,

e graduated in August 2006.
2. Loren Roberts

e Dissertation title: “Nonlinear Weighted Flux Methods for Solving the Multidi-
mensional Transport Equation,”
e Ph.D. student, May 2003 - present, Dept. of Nuclear Eng., NC State University,

e preliminary exam was passed on April 23, 2007,



e to graduate in fall 2007.
3. William Wieselquist

e Dissertation title: “The Quasidiffusion Method for Solving Transport Problems
on Unstructured Grids,”

e Ph.D. student, January 2005 - present, Dept. of Nuclear Eng., NC State Univer-
sity,

e to graduate in summer 2008.

The results of this research project are presented in the following publications:

1. A. Constantinescu and D.Y. Anistratov, “Stability Analysis of the Quasidiffusion
Method for 1D Periodic Heterogeneous Problems,” Trans. Am. Nucl. Soc., 95, 565-567
(2006).

2. A. Constantinescu, “Analysis of Projective-Iterative Methods for Solving Multidimen-
sional Transport Problems,” Master Thesis, Scientific Advisor: D.Y. Anistratov, De-
partment of Nuclear Engineering, North Carolina State University, August 2006.

3. L. Roberts & D.Y. Anistratov, “Nonlinear Weighted Flux Methods for Particle Trans-
port Problems,” MéC 2005, International Conference on Mathematics and Computa-
tions, Supercomputing, Reactor Physics and Nuclear Biological Applications, Ameri-
can Nuclear Society Topical Meeting of M&C Division, Avignon, France, September,
2005, 10 pp.

4. L. Roberts & D.Y. Anistratov, “Nonlinear Weighted Flux Methods for Solving Trans-
port Equation,” Transport Theory and Statistical Physics.

5. L. Roberts & D.Y. Anistratov, “Nonlinear Weighted Flux Methods for Solving the
Transport Equation in 2D Cartesian Geometry,” Proceedings of M&C + SNA 2007,
Joint International Topical Meeting on Mathematics € Computations and Supercom-
puting in Nuclear Applications, Monterey, CA, April, 2007, 13 pp.

6. A. Constantinescu & D.Y. Anistratov, “Stability Analysis of the Quasidiffusion Method
for Multidimensional Problems with Material Discontinuities,” Proceedings of M&C' +
SNA 2007, Joint International Topical Meeting on Mathematics & Computations and
Supercomputing in Nuclear Applications, Monterey, CA, April, 2007, 11 pp.

7. W. A. Wieselquist and D.Y. Anistratov, “The Quasidiffusion Method for 2D Transport
Problems on AMR Grids,” Trans. Am. Nucl. Soc., 96 (2007) (to appear).



Chapter 2

Stability Analysis of the

Quasidiffusion Method for 1D
Periodic Heterogeneous Problems

2.1 Introduction

Recently it has been observed that some acceleration methods for transport iterations lose ef-
fectiveness in problems with strongly heterogeneous media. To understand this phenomenon
and theoretically predict the convergence properties of linear transport iteration methods,
problems with spatially periodic heterogeneous media have been studied by means of a
Fourier analysis [1, 5, 2].

There exists a group of nonlinear methods for solving transport problems [4, 5]. In the
light of the new results on performance of the diffusion synthetic acceleration and transport
synthetic acceleration methods [5, 2], it is interesting to study the nonlinear methods for
this special class of problems. Note that the Fourier analysis cannot be directly applied to
study these methods even in homogeneous medium problems, because of their nonlinearity.
For this case, they have been analyzed on special infinite medium problems with a constant
source for which the analytic solution is known [6]. The equations of nonlinear methods are
linearized about the solution. As a result, it became possible to predict the convergence
rates of the nonlinear methods in the vicinity of the solution in homogeneous media. It has
been shown also that the theoretically estimated spectral radius is close to the numerically
evaluated one [5, 6]. However, in the case of heterogeneous media the analytic solution is not
known. In this paper, to analyze nonlinear transport iteration methods for problems with
infinite periodic heterogeneous media, we propose to use a numerical solution generated in a
finite period-wide domain with periodic boundary conditions. A study of the quasidiffusion
(QD) method [4] is presented. The results of theoretical analysis and computations are
shown to demonstrate the power of prediction.

The results of the research presented in this chapter were published in

e A. Constantinescu (graduate student) and D.Y. Anistratov, “Stability Analysis of the
Quasidiffusion Method for 1D Periodic Heterogeneous Problems,” Trans. Am. Nucl.
Soc., 95, 565-567 (2006).
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e A. Constantinescu, “Analysis of Projective-Iterative Methods for Solving Multidimen-
sional Transport Problems,” Master Thesis, Scientific Advisor: D.Y. Anistratov, De-
partment of Nuclear Engineering, North Carolina State University, August 2006.

2.2 The QD Method

We consider a one group transport problem with isotropic scattering and source in 1D slab
geometry (0<x<X). The QD method is defined by [4]:

Hag D 4 o TV = 0.5(000" +q) (2.1)
s+1/2 _ f,l w2 T2) (2, 1) dp

E(s+1/ )(:I:) = ﬁlw(sﬂ/z)(w)du , (2.2)

%J(s—l—l) + 0a¢(s+1) =q, (23)

% (E(S+1/2)¢(5+1)) T oo JEt) = ’ (2.4)

and corresponding boundary conditions. Standard notations are used. s is the iteration
index.

2.3 The Discretized QD Equations and Linearization

The transport equation (2.1) is discretized by the step characteristic method. To approximate
the low-order QD equations (2.3) and (2.4), we use independent discretization by means
of a second-order finite volume (FV) scheme. A spatial mesh is defined so that ;.q/,
(1<j<N) correspond to the cell edges, where 1 /,=0, xn11/2=X, and Azj =Tj11/2—Tj—1/2-
The discretized QD equations have the following form (j=1,...,N, m=1,....M):

P (U172 — Umj1/2) + 00 j AT 5 (2.5)
= 0.5(0'37j¢j + Qj)Al’j s

Um,j = OmUm,j—1/2 + (1 = Q) ¥m,ji1/2 (2.6)
Um,j = Tnlw — o Tmj = Utﬁ—fj, (2.7)

Ej =3 Mo Um0 32 Y Wi (2.8)
Jiv1j2 = Jjm1j2 + 00 jAL;0; = Ay, (2.9)
Ejp10j01 — Ej¢j + 04 jy1280501 2054172 = 0, (2.10)
Otj41/2 = Ut’jAAzng”;fm”l . (2.11)

Cell-average and cell-edge quantities have integer and half-integer subscripts, correspond-
ingly. Here wy, is a quadrature weight, Az ;11/,=0.5(Ax;+Az;1).

The Egs. (2.5)-(2.11) are solved according to the QD iteration scheme given by Egs.
(2.1)-(2.4). Assuming that the solution on s-th iteration is close to the converged one, we

11



define

w£5+1/2 me + 55¢(S+1/2 (2'12)
s+1/2) s+1/2)

P = Vg + 0P (2.13)

o) =0+ 200, I = Jj+esd (2.14)

where e<(1. Introducing Eqs. (2.12)-(2.14) into Egs. (2.5)-(2.10), we linearize the discretized
QD equations and get the following equations for the variations:

(St — wﬁst”f/z) + o1 Aoy S (2.15)
=0. 505j6¢' A:Ej,

St = ,Jéwfif/f/g + (1= am )OSR, (2.16)

SIS = 6T+ a0l =0, (2.17)

Ej4160)71 — Ej5¢§s+1 + 01,541/2A54120 1) (2.18)

= Lsplt/) _ ziﬂfSPfﬂl/z),
6Pj(s+1/2) _ Zm (,Ugn )5w(s+1/2 (2.19)
¢; = Zm wm,jwm . (2.20)

Note that the resulting linearized QD equations depend on the solution of the original dis-
cretized QD equations (2.5)-(2.11) in terms of ¢;, ¢7, and Ej, where generally ¢;#¢; due to
independent discretization of the transport and low-order QD equations.

2.4 Fourier Analysis and Numerical Results

We consider an infinite medium problem that is formed by two layers of different materials
periodically repeated. The spatial mesh consists of one cell per layer. To generate the solution
necessary for the analysis, we solve the corresponding finite problem with two cells (layers)
and periodic boundary conditions. To perform the Fourier analysis of the QD method in the
vicinity of the solution, we introduce the following ansatz (j=1,2):

5w(s+1/2 =wiam, Mm] 5'{/17(2—;1/12/2—wsbmdew‘mjfl/z’ (221)
wf(s—g}f _ wsbm71€l>\m"/2 , ¢§S _ wSAjei)\mj ’ (222)

€Ty = 0.5(l’j_1/2 + l’j+1/2) .

We eliminate 5J(+1/2 from Eqs. (2.15)-(2.20), substitute Eqs. (2.21)-(2.22) into them and
get an equation for the eigenvalue w. The spectral radius is defined by p=sup,|w(\)].

The convergence rate depends on parameters of materials o ;, ¢c;= t—;, spatial intervals
Azx; (j=1,2), and the angular quadrature set. The spectral radius is evaluated for problems
with various combinations of 0;; and o.2. The lower-triangular part of Table 1 contains
theoretical estimates of p versus 0,1 and o9, for ¢;=c2=0.9999 and Az;=Ax,=1. The

double S; Gauss-Legendre quadrature set was used.
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To evaluate how the obtained theoretical results of the Fourier analysis for infinite media
predict the performance of the QD method in finite media, we compare them with nu-
merically estimated values of p for problems with non-periodic boundary conditions. The
upper-triangular part of Table 1 presents the results of numerical solution of problems with
1000 layers (0<x<1000), vacuum boundary conditions and source g=1 everywhere. The
spectral radii were evaluated in Lo-norm by last 3 iterations. The point-wise convergence
criterion for ¢ with a parameter equal to 1071 was used. Note that the problem is symmetric
with respect to 0,1 and o,2. The graphs of theoretically and numerically estimated p versus
o1 and o9 for the QD method are shown on Figure 1.

In infinite spatially homogeneous problems with a constant source the QD method con-
verges in the vicinity of the solution in the same way as the linear second moment (SM)
method [6]. To compare these methods in the case of heterogeneous problems, we performed
the Fourier analysis of the SM method on the same class of problems with spatially periodic
media. The low-order SM equations are discretized with the FV scheme used for the QD
method. The same transport discretization was utilized. The results of the Fourier analysis
and numerical calculations are presented on Figure 2, where the corresponding spectral radii
are plotted.

2.5 Conclusions

We have developed an approach for stability analysis of nonlinear transport iteration methods
for infinite medium problems with spatially periodic material composition and applied it to
the QD method in 1D slab geometry. The numerical results showed that the analysis predicts
well the convergence rates of the QD method in the vicinity of the solution for this class
of problems. Some differences between numerically and theoretically evaluated p can be
explained by leakage effects in finite domains. We note also that due to these effects the
solution in such problems is different from the one in infinite medium that has been used
to get theoretical evaluation of p. In some cases, theoretical results are sensitive to this
difference.

The presented analysis was able to reveal fine details of the convergence properties of the
QD method as a function of problem parameters characterized by p(o 1Az, 0¢2Ax2). In the
range of 107 <0, 1<10 and 10*<0; < 10%, this function for the QD method is qualitatively
different compared to the one for the SM method. Note that the analysis of either the
QD method for homogeneous medium problems or the linear SM method for heterogeneous
problems does not enable us to find and predict such an effect in convergence behavior of
the QD method.

We work now on the analysis of the QD method for 2D heterogeneous problems, and

study as well other nonlinear methods such as the nonlinear diffusion acceleration method
[7].
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Table 2.1: Theoretically and Numerically Estimated Spectral Radii for the QD Method
Cl1 = Cy = 0.9999.

0t,2

Ot,1 1.00e-4 | 1.00e-3 | 1.00e-2 | 1.00e-1 | 1.00e+0 | 1.00e+1 | 1.00e+2 | 1.00e+3 | 1.00e+4
1.00e-4 8.86e-2% | 2.04e-1 | 2.06e-1 | 1.84e-1 | 4.46e-2 | 1.82e-4 | 4.75e-3 | 1.40e-1
1.00e-3 | 2.25e-1 2.04e-1 | 2.06e-1 | 1.84e-1 | 4.46e-2 | 1.81e-3 | 4.48e-2 | 6.76e-2
1.00e-2 | 2.25e-1 | 2.25e-1 2.06e-1 | 1.85e-1 | 1.28e-2 | 1.73e-2 | 2.25e-1 | 8.17e-3
1.00e-1 | 2.23e-1 | 2.24e-1 | 2.24e-1 1.19e-1 | 8.94e-2 | 1.14e-1 | 7.90e-2 | 3.51le-2
1.00e+0 | 1.99e-1 | 2.09e-1 | 2.18e-1 | 2.09e-1 1.63e-1 | 1.40e-1 | 8.73e-2 | 3.5le-2
1.00e+1 | 4.96e-2 | 4.96e-2 | 4.96e-2 | 9.38e-2 | 1.63e-1 4.05e-2 | 1.01e-2 | 8.51e-4
1.00e+2 | 2.84e-3 | 2.84e-3 | 2.36e-2 | 1.15e-1 | 1.33e-1 | 2.04e-2 1.09e-4 | 8.62e-6
1.00e+3 | 6.62e-3 | 6.01e-2 | 2.27e-1 | 5.14e-2 | 8.41e-3 | 8.92e-4 | 1.08e-4 1.21e-7
1.00e+4 | 1.44e-1 | 1.32e-1 | 9.08e-2 | 1.19e-2 | 2.31e-4 | 1.26e-5 | 1.31le-6 | 1.21e-7

*Read as 8.86x 1072

Lege

nd
0.21+
0.19 to 0.21
0.17 t0 0.19
0.15t0 0.17

01310 0.15
0.11t00.13
| 00910011
|| 00810008
0.06 10 0.08
0.04 10 0.06
0.02 to 0.04
i 0000002

0.17 to 0.19
0.15t0 0.17
0.13 t0 0.15
0.11 10 0.13
0.09 to 0.11
0.08 to 0.09
0.06 to 0.08
0.04 to 0.06
0.02 to 0.04
0.00 to 0.02

Figure 2.1: Theoretically (p,) and numerically (ppum,) estimated spectral radii for the QD

method.
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Legend

0.19+
0.17 t0 0.19
0.16 t0 0.17

0.14 10 0.16
0.12t0 0.14
0.10 t0 0.12
0.09 10 0.10
I 0.07 to 0.09
0.05 0 0.07
0.03 t0 0.05
0.02 t0 0.03
0.00 to 0.02

SM

Figure 2.2: Theoretically (py,) and numerically (pnum) estimated spectral radii for the




Chapter 3

Nonlinear Weighted Flux Methods for
Particle Transport Problems

Abstract

A new parameterized family of iterative methods for the 1D slab geometry trans-
port equation is proposed. The new methods are derived by integrating the
transport equation over —1 < < 0 and 0 < g < 1 with weight 1+ §|u|, where
a > 0. The asymptotic diffusion analysis enabled us to determine a particu-
lar method of this family the solution of which satisfies a good approximation
of both the diffusion equation and asymptotic boundary condition in the diffu-
sive regions. Note that none of the a-weighted nonlinear methods possesses this
combination of properties. The convergence properties of the proposed method
are similar to the properties of the diffusion-synthetic acceleration (DSA), qua-
sidiffusion, and DSA-like a-weighted nonlinear methods. Numerical results are
presented to demonstrate the performance of the derived method.

The results of the research presented in this chapter were published in

e L. Roberts (Ph.D. student) & D.Y. Anistratov, “Nonlinear Weighted Flux
Methods for Particle Transport Problems,” Mé&C 2005, International Con-
ference on Mathematics and Computations, Supercomputing, Reactor Physics
and Nuclear Biological Applications, American Nuclear Society Topical Meet-
ing of M&C Division, Avignon, France, September, 2005, 10 pp.

and submitted for publication in

e L. Roberts (Ph.D. student) & D.Y. Anistratov, “Nonlinear Weighted Flux
Methods for Solving Transport Equation,” Transport Theory and Statistical
Physics.
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3.1 Introduction

The particle transport (linear Boltzmann) equation is an integro-differential equation. To
solve it, iteration methods must be utilized. To accelerate transport iterations, nonlinear
projective-iteration methods have been developed [8, 5. Among these methods are the
quasidiffusion method [4], the first-flux (FF) (averaged flux) method [9, 10], second-flux
(SF) method [11], a-weighted nonlinear (a-WN) methods [12], nonlinear Sy-like methods
[13, 14] and others [5].

The low-order equations of the flux methods are formulated for the partial scalar fluxes.
The attractive feature of the flux methods is that discretization schemes similar to transport
differencing schemes can be used to approximate their low—order equations. For stability
of these methods, there is no need to discretize the transport and low-order equations con-
sistently. However, neither the FF method nor the SF method satisfies the diffusion limit
unless the discretization of the low—order equations is consistent with the transport differ-
encing scheme, which itself satisfies the diffusion limit [8, 12].

The family of the nonlinear a-weighted methods is the generalization of the flux methods
[12]. In case of 1D slab geometry, these methods are derived by integrating the transport
equation over —1 < p < 0 and 0 < p < 1 with weight |u|*, @ > 0. The method with a = 0
reduces to the FF method, and the method with @ = 1 is equivalent to the SF method.
The study of the nonlinear a-weighted methods showed that the method with av ~=0.366 has
properties similar to the DSA method, and the equations of this method can be reduced to
the diffusion equation in the diffusive regions. However, the solution of this method does
not satisfy an accurate approximation of the asymptotic boundary condition in the diffusive
problems.

We consider a new parameterized family of nonlinear projective-iteration methods that
uses a different weight function, namely, 14 3|u|*. The analysis of this new family of methods
enabled us to derive a method for solving particle transport problems that satisfies a good
approximation of both the diffusion equation and asymptotic diffusion boundary condition in
the diffusive regions. As a result, the developed method possesses a combination of properties
necessary for producing accurate numerical solutions of the transport problems with diffusive
regions using independent discretization of the transport and low-order equations of the
method.

The remainder of the paper is organized as follows. In Section 3.2 we formulate the
new parameterized family of methods. In Section 3.3 we describe the discretization of the
equations of the methods. In Section 3.4 we perform the asymptotic diffusion analysis
of the considered methods. In Section 3.5 the Fourier analysis of the proposed methods
is performed. In Section 3.6 the numerical results are presented. We conclude with the
summary in Section 7.
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3.2 Formulation of the Family of 1D NWF Methods

Let us consider the one-group transport equation for 1D slab geometry with isotropic scat-
tering:

1
)+ ) ) = 50e) [ o)+ 5at) .)
21
-1<pu<1l, 0<z<L,
with the reflective boundary condition at z =0
¥(0,p) = (0, —p), for p>0, (3.2)
and an incident flux at x = L
Y(L,p) = Win(p), for p<0. (3.3)

Here ¢(z, uu) is the angular flux, oy and o, are total and scattering cross sections, correspond-
ingly, ¢ is an external source of particles.

To derive the new family of methods, we formulate the low-order equations for the partial
scalar fluxes

oa)” = / Ui, ole) = / (e, w)dp (3.4)

by operating on the transport equation (Eq. (3.1)) by 7f01(1 + Bp®)(-)dp and vfi]l(l +
Blu|*))(-)dp, where a > 0 and § are parameters, and

7:(1_'_@?—1)_ : (3.5)

The resulting low-order equations are
i (@0 @) + ()6 (@) = ) 07 (0) = 5 (@0 @) +al)) . (30
(P @0t ) + (A6 0) ~ j) ) 07(0) = § (o @) () . (5D

where we defined the factors

+1
¥ Of(l + B *) ) (, p)dp

G*(r) = = : (3.8)

J ¥(@, p)du

0

+1
gl Of |l (14 Bl *) e (e, ) dpe

FE(z) = = , (3.9)

J ¥(@, p)du

0
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which nonlinearly depend on the transport solution. These factors are used to close the
system of equations.
The nonlinear weighted flux (NWF) methods are defined by the following set of equations:

o 1
M%w(k—l—lﬂ) + oL/ = 5 (asgb(k) + q) ’ (3.10)
PED(0, ) = pED(0, —p),  for p >0, (3.11)
PED(L ) = Wi (),  for p <0, (3.12)
+1
v [+ Bl )2 dy
QEFTYD _ 0 — , (3.13)
f PR/,
0
+1 .
A el Bl D dy
pEEFD 0 - ’ (3.14)
f P k+1/2)dy,
0
d (k+1/2) (k1) OISV R —ony 1 44D
—% (F ¢ ) + O'tG — 50'5 ¢ - 5 (US¢ + q) ; (315)
d L (k41/2) | L (kt1) 4 (k+1/2) 1 4+ (k+1) 1 _(k+1)
@ (F ¢ ) + (oG ——o.) ot =2 (ascb + Q) : (3.16)
dx 2 2
(k+1) _(k+1)
ot + 0) = ¢ + (0), (3.17)
0
¢—(k+1) (L) = <I>Z._n, where <I>Z-_n :/ \I’m(,u)d,lh (3-18)
-1
¢(k+1) :¢+(k+1) +¢_(k+1). (3‘19)

Here k is the iteration index. The nonlinear iteration scheme consists of three stages:
1. A transport sweep to calculate the angular flux *+1/2) (Egs. (3.10)-(3.12)).
2. The calculation of the factors G=“™* and F**“™"? from ¢*+1/2) (BEgs. (3.13)-(3.14)).

3. Solving the low-order problem (Egs. (3.15)-(3.18)) for ¢=“™ using G=""? and
/D)

We are interested in the methods the low-order equations of which can be reduced to the

diffusion equation in an optically thick medium. To perform a preliminary analysis, let us
consider the case when the angular flux is isotropic. Then, G* =1 and F'* = (, where

(1 B B\
C_(§+a+2)(1+a—l—1) (3:20)
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and the low-order equations (3.15) and (3.16) can be reduced to the following second-order
equation for the partial scalar fluxes:

d 1 d,, _ _
—C (07 + ¢7) +0u(¢” +0F) =q, (3.21)
dx oy dx
where
Oy =0y — 0 (3.22)
is the absorption cross section. If
1
(= (3.23)

V3’
then Eq. (3.21) is equivalent to the diffusion equation. Equation (3.23) is the first condition
on the a and ( parameters of the methods. Another important issue of the asymptotic
diffusion limit is related to boundary conditions. The detailed asymptotic analysis presented
below (see Section 3.4) provides the second condition on these parameters.

3.3 Discretization

We now spatially discretize the equations of the NWF methods using independent differenc-
ing schemes for the transport and low-order equations. The approximation of the low-order
equations is based on the linear discontinuous (LD) method that was formulated for the
transport equation [18, 19, 15]. We introduce the spatial mesh {x;_1/5, j =1,...; N, 215 =
0, xn4+1/2 = L}. The equations (3.15) and (3.16) are integrated over the ith cell with weights
1 and x — x;, where x; = 0.5(241/2 + j_1/2). Then, the auxiliary conditions are formulated
using the assumption that ¢* in the cell are linear functions defined by their zeroth and first
spatial moments. The resulting discretized low-order equations of the NWF methods have
the following form:

_(Fj;1/2¢j_+1/2 - Fj__1/2¢j__1/2) (01;G; — 0.505,)¢; Az = 0.5(0s, J¢ +qj)Az; , (3.24)

+1/2¢g+1/2 F+ 1/2¢; 1/2 (UtJG — 0. 5USJ)¢+A$J = 0. 5(Usy¢ +q;)Az; , (3.25)
_ej(F;rl/z%_H/z T E 0@ 10 — 2F; ¢;5) + (01;G; — 0.50, J)¢ Az,
= 0.5(0’57j¢j + q;)Ax; (3.26)

ej(F911/2¢j+1/2 + F+ 1/2% 12 Fj—I—QS;—) (UtJG —0. 5USJ)¢ Az;

= 0.5(0’57j¢j + ¢;j)Azx; (3.27)

QAS'_ = QS'_ - j__l/g ) (328)
O =fap— o (3.29)
1/2 = P19 (3.30)
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vz = Pin s (3.31)

Ff=05(F5, ,+Fiy ), (3.32)
+ +
GT =05(Gy ) + Gy ) s (3.33)
where
Tjr1/2
A 6
o =g | CmeE@e, (3.34)
Tj—1/2
Tjr1/2
q; = A—zf (x — xj)q(x)dx , (3.35)
Tj—1/2
Al’j =Tjy1/2 — Tj—1/2- (336)

Integer i—% subscripts refer to cell-edge quantities, and integer subscripts refer to cell-average
quantities. Here 6; is a “lumping” parameter; §; = 3 corresponds to the standard LD method;
6; = 1 corresponds to a lumped LD method [15] that is used for optically thick cells. In case
the ¢th interval is optically thick, the values of the cell-average factors are defined as

By =Fi G =Gip (3.37)
Ff = F;il/w G = G;—+1/2‘ (3.38)

To solve the transport equation, we use the Step Characteristic (SC) method

P (Ym g1y — Ymj-1/2) + 0t GATH (T j¥m 172 + (1 = T j)¥mjr1/2)

= 0.5(0'57j¢j + %)Al’j , (339)
1 1 AT
T = — ‘ , where 7,,; = A el (3.40)
Ty et — 1 .
m=1,..,M. (3.41)

The subscript m denotes the discrete ordinates number.

3.4 Asymptotic Diffusion Analysis

We now perform the asymptotic diffusion analysis [16] of the discretized equations of the
NWEF methods considering that the lumping parameter 6;=1 and the cell-average factors are
defined by Egs. (3.37) and (3.38). We define a small parameter ¢, introduce the scaled cross
sections and sources

Ot,j = - . v
Orj =75 Oaj=E0aj, 4 =¢q, q;=¢q;, (3.42)
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and the following ansatz:

[ee] [ee] [ee]
_ 1,10 + 1+l T+ 1 7+l
Umgt1p= Y sy G5 =D €] Gy = Z < ¢y+1/2’ 0F =D €9
1=0 1=0 1=0

(3.43)
into Eqgs. (3.24)-(3.31) and (3.37)-(3.40). Then, we equate the coefficients of different powers
of e. The analysis of the obtained scaled equations shows that the leading-order solution
satisfies the following equation in the interior of the diffusion region:

1
2 [0] [0] [0] 0]
—C (m(%w/z _¢j+1/2) - A:B (¢j+1/2 ¢j 1/2)) (3.44)

+0.5(00,;A2; + Ua,j+1Aij+1)¢ﬂ1/g = 05((% + ;) Az + (gj+1 — qu+1)ij+1) ,
+[0 [0]
y+1/2 =0. 5¢y+1/2> (3.45)

with the boundary condition defined as

2 (0%
s = 7 2 (il Blenl™) i, (3.46)

a+2 pm<0

where w,, are quadrature weights.

These results demonstrate that if { = Ls’ the leading-order solution meets a reasonable
spatial approximation of the correct diffusion equation that represents stable and consistent
discretization of this partial differential equation. From Eq. (3.46) we notice that the
leading-order solution in the boundary cell satisfies the boundary condition of the form

P(L) =2 / W(— (p)dp, (3.47)
where .
W) = (o + B (3.45)
= _l_ a_+2

The asymptotic diffusion analysis of the transport equation in the continuous form yields
that the leading-order solution meets the Dirichlet boundary condition [20, 21, 32]

_2/ W(— (p)dp (3.49)

where

—1
W () ( X ) ~ 0.956p + 1.5654> . (3.50)

The function X (—pu) is tabulated in [32].
We note that the NWF method Wlth a=1and 3 = /3 gives rise to

¢ = (3.51)

% ‘
—
w
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W) = 22

The comparison between functions W (u) and W (u) shows that

(10 + V/312) ~ 0.9284 + 1.60842 . (3.52)

fax W () — (,u)| = 0.018. (3.53)
Thus, the NWF method with such set of parameters a and [ generates the solution in the
diffusive regions that satisfies reasonable approximation of the diffusion equation. Also, the
numerical diffusion boundary condition closely agrees with the analytic asymptotic boundary
condition.

3.5 Fourier Analysis

To analyze the convergence properties of the NWF methods in the discretized form, we use
the special class of infinite medium problems with a flat source and constant cross sections
and linearize the equations around the solution [6]. The exact solution has the following
form:

Vmj1/2 = (3.54)

20,
We consider such iterations that the estimation of the solution is close to the exact solution
and assume that

(k+1/2) q (1 (k+1/2)
Utz = o (5 + E77m,j+1/2) s (3.55)
+(k) q + (k)
Piyrj2 = Oa( €g+1/2) ’ (3.56)
ww g (1 (k)
QSJ = U_a (5 + ESJ ) s (357)
o) = L (1 + 6€§k)) , (3.58)

where € < 1 . We introduce this ansatz (Eqgs. (3.55)-(3.58)) into Eqgs. (3.24)-(3.29), and
(3.39), taking into account the iteration process (3.10)-(3.19). The equations are expanded
in powers of e. The O(1) terms cancel out. We neglect the O(¢?) terms and obtain the
following set of O(e€) equations:

k+1/2 k+1/2 k+1/2 k+1/2 k
o (Mo 317 = i V20) + oAy (T (0 + (1= T )l 9 = 050, Axiel™ | (3.59)

D) (kD) _(k4) (k+1)
—C(&1je —&1yp )+ (00— 0.50,5)Az;E — 0.50,Ax;&;
_(k+1/2) _(k+1/2) _(k+1/2) _(k+1/2)
= Jjr12 — i T 0'5015Aa7j(9j—1/2 9jv1/2 ) (3.60)
(k1) (k1) (k1) _(k41)
C(f;’+l/2 §+ 12 )+ (o = 0.50,)Az;65 " — 0.50,A1,¢;
(k+1/2) (k+1/2) (k+1/2) (k+1/2)
= [ —fhan =050 A (g T Yo, ) (3.61)
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where

_(k+1) _(k+1) _(k+1)

(k1) _ (k1)
00§51 n FE& 1 — 25 )+ (00— 0.50,)Ay(§; =& 1)

(k+1) (k+1)
—0.50. A7 (6, — &) =0, (3.62)

00 + & — 267" + (00— 050) Az (€, — 67

J+1/2 J j+1/2
_(k+1) _(k+1)
—0.50A;(5 " =&, ) =0, (3.63)
k _(k+1) (k+1)
gD = 0 e (3.64)
(k+1/2) o k+1/2
ghe =Y (Y1 Bluml™) = Dl wn (3.65)
Hmzo

(k+1/2) a k+1/2

FEY = (Wbt (14 Blytnl®) = O 0 (3.66)
Hmzo

We now apply a Fourier analysis to the linearized discretized equations in the case of a
uniform spatial mesh. We introduce the following Fourier ansatz:

(k+1/2)

mgaie = mwtete (3.67)
Gl = Avboimn 59
;Eac) —  BEuketo (3.69)
€J(’k) _ eirs (3.70)

into Eqgs. (3.59)-(3.66) and obtain a system of equations for w, A* and B*. Solving this
system for w, we get

a5 P ((vva(0.50Azg1 — fo) tan?y — 0y Az(0.50:Axgo + f1 tan?y)(P + 2y, tan’y))

O¢

010, AT%(P + 2Cv; tan?y ) (P + 2y, tan®y) + 4C2v2v2 tan?y '

(3.71)
X = 0.5\0:Ax | (3.72)
Vy = 2(9 + O'tAl' s (373)
Vo = 200 + 0, Ax | (3.74)
P = v, + oo, Az? tan®y (3.75)
g =Y (Y1 +Bug) = Dby, n=0,1, (3.76)
Hm >0
Jn = Z (Ve (1 + Bpg,) = Q) by, n=0,1, (3.77)
Hm >0
14+e™\? o
bo.m = <1 + (%) tanzx> , (3.78)
l—e™
14+e™
bim = mbo,rm (3.79)



A
Ty = 22T (3.80)
Lo

The spectral radius is defined by
p= sup |w(x)| . (3.81)

0<x<T
Table 3.1 contains the theoretically estimated spectral radii of the NWF method with
o =1 and 3 = /3 using the formula (3.71). The double S5 Gauss-Legendre quadrature set
was utilized to calculate Eqs. (3.76) and (3.77). These results demonstrate theoretically that
the convergence is fast for the important range of scattering ratios and optical thicknesses
of mesh intervals.

Table 3.1: Theoretically Estimated Spectral Radii p for the Discretized NWF Method with
a=1and = V3 versus o,h and c.

O'th
c 0.01 0.1 1. 2. 3. D. 10
0.9999 (22107 | 22107 | 1.5107 [ 851072 | 591072 | 1.8 1072 | 3.2 107*
099 {22107t ]22107' 1141071761072 401072791073 |6.3107°
0.9 19107119107 | 1.11071 [451072 | 1.7107% | 1.9107% | 9.8 107
0.7 14107141071 | 7.0107%2 23107271102 [6.9107*|3.110°°

Note that similar Fourier analysis of the convergence properties of the NWF methods in
the differential form shows that in the vicinity of the solution of the considered special class
of infinite medium problems one gets

1 tan™t \ o
N=c|——5— |01+ @) ——-1 =, 3.82
o) = o Ty ) | RO 1] o= 2 (352)
If the condition (3.23) is met, then Eq. (3.82) leads to the formula for the DSA method
and linearized QD method [6]. In such case the value of the spectral radius as ¢ — 1 equals
0.2247.

3.6 Numerical Results

To demonstrate the performance of the proposed NWF method with the particular linear
weight function (o = 1 and 8 = v/3), we present numerical results of problems that test the
convergence properties of the proposed method and its behavior in the diffusive domains.
Note that in the calculations below the lumping parameter ; = 1 if o, ;Az; > 5.

Problem 1. We consider slab geometry problems: o, = 1, 0, = 0.99, ¢ = 1, a reflecting
boundary z = 0, and a vacuum boundary x = L [6]. We use L = 103h, where h is the width
of the spatial cell. The angular mesh for the transport equation and quadrature weights for
integration with respect to p correspond to the double S; Gauss-Legendre quadrature set.
The relative pointwise convergence criterion

(k)

1 I
fo—
g\

max
j

<é (3.83)
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with € = 10712 is used.
Table 3.2 contains the numerically estimated spectral radii that were determined by
means of the formula
6% — 64,

7T o0 = D,
for the last iteration in each problem. These results enable us to compare theoretically and

numerically estimated values. We note that the Fourier analysis approximately predicts the
values of the spectral radii for the proposed NWF method.

(3.84)

Table 3.2: Numerically Estimated Spectral Radii p for the Discretized NWF Method with
a =1 and 3 = /3 versus o;h for Problem No. 1 (c=0.99).

o | 0.01 0.1 1. 2. 3. 5. 10
p 1910719010 [1410 1 [8010 242102 [4210°%]49102

Problem 2. We consider a slab 0 < z < 20 having 0, = 1, 05 = 0.97, ¢ = 0. The left
boundary has an isotropic incident flux with magnitude unity, and the right boundary is
reflecting [17]. A spatial mesh consisting of J equal cells with cell width h = 20/.J is used.
The double S; Gauss-Legendre quadrature set is utilized. The relative pointwise convergence
criterion with € = 1072 is imposed.

Table 3.3 shows the numbers of iterations for the proposed NWF method, as well as for
the a-WN method with a=0.366, the QD and DSA methods that were taken from [12, 17].
The results of problems 1 and 2 show that the developed method converges fast, and its
convergence properties are close to those of the a-WN method with a=0.366, the QD and
DSA methods.

Problem 3. We consider a slab 0 < z < 11 with pure absorbing (0 < z < 1) and diffusive
(1 < 2z < 11) regions [15]. The parameters of the problem are listed in Table 3.4. The
right boundary is vacuum. There is an isotropic incident angular flux ¥ (x, u)=1 on the left
boundary. A spatial mesh has 10 uniform cells in each region. The double Sg Gauss-Legendre
quadrature set is utilized.

The numerical solution obtained with the proposed NWF method is demonstrated in
Figure 3.1. Both the cell-edge and cell-average scalar fluxes calculated from the low-order
equations are plotted. The markers that indicate the cell-average values have smaller size
compared to those for the cell-edge values. We also show the results calculated by means
of other flux methods, namely, the FF, SF, and a-WN (@=0.366) methods. The low-order
equations of these methods were discretized by the lumped LD method, and the SC method
was used for the transport equation [12]. The relative pointwise convergence criterion with
€ = 1077 is used. All methods converged in 3 iterations.

These results show that the proposed NWF method with a=1 and 3 = v/3 performs very
well in the thick diffusive region. We note that the solutions of FF and SF methods have large
errors in the diffusive region. The reason is that the low-order equations of these methods
do not reduce to the diffusion equation in this case. The solution of the a-WN method
(v=0.366) is considerably better, because it satisfies a good discretization of the diffusion
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equation. However, it is not well enough due to inaccurate asymptotic boundary condition
that this method generates at the interface with the diffusive region. The relative errors
in the scalar flux in the diffusive region versus position for the NWF and a-WN methods
are presented in Table 3.5. These data show that in the thick diffusive region (after the
boundary layer) the new method generates the solution with significantly higher accuracy
than the a-WN method with a=0.366.

Table 3.3: Number of Iterations for Problem No. 2.
oih 5.1 2.1 1. 105 10.251]0.125
NWF Method (=1, 8=+3) | 7 [ 12|15 ] 17 | 17 | 17
a-WN method (a=0.366) 7|11 ]13| 15 | 16 16
QD method 10114 | 14| 15 15 15
DSA Method 14116 | 16 | 16 16 16

Table 3.4: Parameters of Problem No. 3.

Region Domain o, | 0s |q| h
1 0<z<1 2 0 [0]0.1
2 1<2x<11]100|100 |0 1

Table 3.5: Problem 3. Relative Errors in the Scalar Flux in the Diffusive Region.

x | a-WN (a=0.366) | NWF (a=1, 3=v/3)
L. -4.11072 -7.11072
2. 2.6 1072 8.2107°
3. 2.5 1072 9.2107°
4. 2.5 1072 -1.11077
5. 2.5 1072 -3.11071
6. 2.4 1072 -5.0 10~°
7. 2.4 1072 -5.5 1071
8. 2.4 1072 491071
9. 2.3 1072 -3.71071
10. 2.4 1072 -3.7107°

3.7 Conclusions

We have considered a new parameterized family of nonlinear iterative methods for solving
particle transport problems. The low-order problems of these methods are based on the
equations for the partial scalar fluxes, and hence they are similar to the flux and a-WN
methods. The new methods use different weight functions to derive the low-order equations.
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Figure 3.1: Problem 3. The scalar flux ¢ obtained by the NWF, FF, SF, and a-WN methods
discretized with the lumped LD method.

To approximate the equations of the considered methods, we utilized independent discretiza-
tion of the low-order and high-order equations. The asymptotic diffusion analysis enabled us
to find a particular method of this family the solution of which satisfies a good approximation
of the diffusion equation and asymptotic boundary condition in the diffusive regions. The
convergence properties of this method are close to the properties of the QD, DSA and a-WN
(with @=0.366) methods. As a result, we developed a flux method with the combination of
features that are important for solving transport problems with optically thick regions and
that none of the a-WN methods (including the FF and SF methods) possesses.
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Chapter 4

Nonlinear Weighted Flux Methods for
Particle Transport Problems in 2D
Cartesian Geometry

Abstract

The family of nonlinear weighted flux methods for solving the transport equation
is derived for 2D Cartesian geometry. A linear polynomial weight is considered.
An asymptotic diffusion limit analysis is performed on the discretized method.
The analysis reveals conditions on the weight necessary for an accurate approxi-
mation of the diffusion equation. As a result, we developed a new weighted flux
method, the equations of which give rise to the diffusion equation in optically
thick diffusive regions. Numerical results are presented to confirm the theoretical
results and demonstrate performance of the proposed method.

The results of the research presented in this chapter were published in

e L. Roberts (Ph.D. student) & D.Y. Anistratov, “Nonlinear Weighted Flux
Methods for Solving the Transport Equation in 2D Cartesian Geometry,”
Proceedings of MEC + SNA 2007, Joint International Topical Meeting on
Mathematics & Computations and Supercomputing in Nuclear Applications,
Monterey, CA, April, 2007, 13 pp.

4.1 Introduction

The nonlinear weighted flux (NWF) methods for solving the transport equation belong to
a group of nonlinear projective-iterative (NPI) methods. These are also known as pro-
jected discrete ordinates (PDO) methods [5]. The NPI methods are defined by a system
of nonlinearly coupled high-order and low-order problems that is equivalent to the original
linear transport problem. The equations of NPI methods are closed by a defining of linear-
fractional factors. These factors are weakly dependent on the angular flux. NPI methods
possess certain advantages for their use in multiphysics applications. NPI methods have
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some flexibility in coupling, for instance, radiative transfer and hydrodynamics equations.
For stability, the low-order equations of these methods need not be discretized consistently
with the spatial discretization of the transport equation. Examples of NPI methods are the
quasidiffusion (QD) method [4], flux methods [9, 10, 11], a-weighted methods [12], nonlinear
So-like methods [13, 14] and others [5]. These methods differ from each other by the defini-
tion of the low-order equations which results in differences in features of these methods. In
this paper, we derive new low-order equations of the flux methods such that the resulting
discretized NWF method has the desired properties of an accurate approximation of the
diffusion equation in the diffusion limit and fast convergence [15].

The low-order problem of the QD method is an elliptic one, i.e. the solution in any
spatial point depends on the solution in all other points. However, when particles stream
without scattering in some direction, the nature of the relationship of the solution amongst
various spatial points is different and based on the properties of the hyperbolic differential
operator of the transport equation. The low-order equations of the flux and a-weighted
methods are formulated for the partial scalar fluxes and possess such a feature. The flux
methods have been used successfully, for instance, to solve electron transport problems with
highly anisotropic scattering and radiative transfer problems [23].

In many cases, practical radiative transfer problems contain optically thick diffusive
regions in which the leading-order transport solution satisfies the diffusion equation. An
asymptotic analysis has been previously developed to assess a discretized method’s ability
to reproduce the diffusion equation in diffusive regions [15, 16, 24]. This analysis also deter-
mines the leading-order boundary condition for the resulting diffusion equation for the case
of numerically unresolved boundary layers of the diffusive region. The structure of the flux
method equations is similar to that of the transport equation. This asymptotic analysis can
be well utilized in the development of the NWF methods with these necessary properties.

Recently, a new parameterized family of NWF methods for the 1D slab geometry trans-
port equation was proposed [25]. The asymptotic diffusion analysis enabled us to determine
a particular method of this family the solution of which satisfies a good approximation of
both the diffusion equation and asymptotic boundary condition in the diffusive regions. Note
that none of the a-weighted nonlinear methods possesses this combination of properties. The
convergence properties of this method are close to the properties of the diffusion-synthetic
acceleration (DSA) and QD methods.

In this paper, we consider the NWF methods for 2D Cartesian geometry and analyze
them to derive a method that possesses a combination of properties necessary for producing
accurate numerical solutions of multidimensional transport problems with diffusive regions.
We present a NWF method derived with a polynomial weight function whose leading-order
solution reproduces an accurate discretization of the diffusion equation in the diffusion limit.
Numerical results are presented to illustrate the method’s properties.

The remainder of this paper is organized as follows. The family of 2D NWF methods is
formulated in Sec. 4.2. The discretization of the proposed methods is presented in Sec. 4.3.
In Sec. 4.4, we describe the asymptotic diffusion analysis of the NWF methods in continuous
and discrete forms. In Sec. 4.5, the numerical results are presented. We conclude, in Sec.
4.6, with a discussion on the developed methods.
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4.2 Formulation of the Family of 2D NWF Methods

Let us consider the one-group steady-state transport equation in 2D Cartesian geometry
with isotropic scattering and source:

0 .= 0 = o R RPN | .
0, G0l 9) + U0l 8) + D = o) [ oD + o), 7D,
(4.1)
»(F, Q) = (i, ), Q-i<0, 7 edD, (4.2)
e

where D={0<z< X, 0<y<Y}
To derive the low-order equations of the NWEF family of methods, we operate on the
transport equation (4.1) by v f w(Qy, Q, )(O)dﬁ over spherical angular quadrants w,,,
=1,...,4, where w(Q,,Q,) is a “weight function and

. dQ)

S, w(Qa, )l (4.3)

Ym =

The family of 2D NWEF methods are then defined by the following high-order prolllem for
the angular flux 1) and low-order problem for the partial scalar fluxes ¢,, = fwM YdS):

0 0 1 1
Q. L2 L g 9 kr1/2) (h+1/2) = = 5 k) 4 & A4
5 g Y + o 100 T 4 (4.4)
G2 = / wmm,ﬂyw“*”z)dﬁ/ / A, (45)
Fa(k+1/2) /|Q |’LU(Q Q w(k+1/2 dQ//w(k+1/2 (46)

a=xzy, m=1,...,4,

0 (P02 (kD)

o ()4 ) £ G < 200 ), )

0
- 2 (%D +q), (49
Q(melm (k—i—l))

5 (R g0 4 g, G é’””z (00" +q),  (4.9)

0
dy
(Fm(k+1/2> gk+1))_|_ aa (Fy<k+1/2> (k+1))+Utng+1/2) gk+1) .
0
a 3

NN

Ox
0 0

0<z<X, 0<y<Y,
4

ot =3 ot (4.11)

m=1
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with the following boundary conditions for the low-order equations (4.7)-(4.11):

¢§’;+1>\z:0=/wi"\m:0 A, m=1,4,0<y<Y, (4.12)
¢55+1)\m:)<=/¢m\m:xdﬁ> m=23,0<y<Y, (4.13)
¢§’;+1>\y:0=}w"\y:0dﬁ, m=1,2,0<z<X, (4.14)
¢£’;+1>\FY=/W"\FY A, m=3,4,0<z<X. (4.15)

Standard notations are used. k is the iteration index.
The iterative process is defined by the following three stages:

1. A transport sweep to calculate the angular flux ¥*+1/2) (Eq. (4.4)).
2. The calculation of the factors G /% and Fg“““/” from ¢*+1/2) (Eqs. (4.5)-(4.6)).
3. Solving the low-order problem (Eqs. (4.7)-(4.15)) for I using GE? and Fg(kﬂ/z).

On the first iteration (k = 0) the transport sweep is not performed. The factors GV and
Fg“”) are calculated using an isotropic angular flux.

4.3 Discretization of the 2D NWF Methods

The structure of the operator of the low-order NWF equations has some features that make

them similar to the transport equation. This enables one to use transport differencing

methods as a basis for development of a discretization of the low-order NWF' equations.
We consider orthogonal spatial grids

l’i+1/2:Ii_1/2+AIi, 'L:l,,Nm, 1’1/2:0, INI+1/2:X>

Yjiv12 =Yj—12 T Ay, j=1,...,Ny; 412=0, yn,412=Y .

The low-order equations are discretized by the lumped bilinear-discontinuous (BLD) method
(26, 27]. The BLD approximation of the partial scalar fluxes in the (i, j)-cell is

2 2 4
¢m(I> y) ¢m7273+AI (l’ IZ)QSm,Z,j_I_ij (y yj) m’Z’J_I_Al'iij (l’ zz)(y yJ)QSm,z,j ’ (416)

(2

where x; and y; are midpoints of the corresponding intervals. The discretized low-order
equations of the NWF method are:

x (R , _ ) . Y (Y . _ Y -
VmAyJ(Fm,z’+1/2,j¢mw+l/2u Fm,z'—1/2,j¢m,z—1/2u)‘l'VmAsz(Fm,z’,j+1/2¢m7m+1/2 Fm,i,j—1/2¢m7w—1/2)
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1
+ Ut,i,ij,i,ijm,i,jAIiij = ZAZEiij(Us,i,iji,j + Qi,j) ) (4-17)
9 v, Ayﬁ( m,i+1/2, g¢m Z+1/27J+an1,i—1/2,j¢m,i—1/27j 2F, m ”QSm,z,j)‘l”YyV Azl( m z,j+1/2¢m,z,j+1/2
- Ffi,i,j—l/2¢fn,i,j—1/2) + Ut,i,ij,i,jQan,i,infiA?/j = ZAziij(as7i7j¢ij + qgﬂ,j) ) (4.18)
YV, ij( m,i+1/2, j¢fn7i+1/27j - rzm@,i—l/2,j¢fn,i—1/2,j) + Qy’/%ynAIi(Fi,i,j+1/2¢m7i7j+1/2

1
o1y Omig—1/2 = 2E0 0 Omig) + 0t Gnig O g ATAY; = TATAY; (050,075 + 675)
(4.19)
5 v, ij( mz+1/2,g¢ijn Z+1/23+sz 1/2,j¢fn7i_1/23 2anng ng)+5 vy AIZ( mzj+1/2¢m,l,j+1/2

+ Fi7i7j_1/2¢fn,i,j—1/2 2F), zg¢fn,i,j) + Ut,i,ij,i,jQszgi,jAZEiij = ZAZEZ'A?/J'(U&Z’JQSZE,? + Qf?) )

(4.20)
i=1,...,N,, j=1,...,N, m=1,... 4,
where
vy =1, vy=vi=-1, (4.21
vi=vi=1, vi=v{=-1. (4.22
The BLD auxiliary equations are given by
Priv1/2) = ¢Lm' TP Paic1j25 = Paig — ¢§ i’
y y _
Li+1/2,j — l,w + ¢Lw ) 3,i—1/2,5 ¢3 i,j 37w )
Prijrije = ¢1,m' + 015, P3ij-1/2 = P35 — ¢3 6d
:f,i,j+1/2 = 1 Jiyd + ¢1,z,j ) ¢§,i,j—1/2 ¢3 i,j 3,z,g )
P2i-1/25 = P25 — P ¢4 i+1/2) = P+ PLi
y _ y _
2i-1/25 = P25 ~ P2, Liviy2g = Pl T O
¢2,i,j+1/2 = ¢2,i,j + ¢>§’ AR ¢47w—1/2 - ¢47i7j - ¢4 i,j )
gzﬂ,i,j+1/2 = 2 Jiij + ¢2,z,j ) ¢Zi,j—1/2 ¢4 ij 4,z,g (4-23)

Lumping parameters are denoted by 0, Vo, and 0, (@ = z,y). The standard BLD equations
are obtained by setting the lumping parameters to 3, 1, and 3, respectively. For mass-lumped
BLD, the parameters become 1, 1/3, and 1/3. For fully lumped BLD, the parameters all
have values of 1.

The transport equation is approximated by the method of short characteristics 40, 41,
42], from which the factors are calculated on vertices. Cell-average factors, Fy;, ; ; and G,
are calculated as averages of factors evaluated on the four cell vertices. Face-average factors,
FO[

e
mit1/2,; and O oo o, are averages of the two nearest vertex values.
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4.4 Analysis of Asymptotic Diffusion Limit

4.4.1 NWF Methods in Continuous Form

To meet the diffusion limit, the leading-order solution of the low-order equations (4.7)-(4.10)
must give rise to the diffusion equation [16, 24]. In order to develop a NWF method that
satisfies this condition, we perform an asymptotic diffusion limit analysis of the low-order
equations of the NWF methods for general weight w(€2,,€,) under the assumption that the
angular flux is isotropic. Then, the factors are

Gn=1, ngﬁ’g, a=zy, m=1...,4,

Fe = %/|Qa|w(9m,§zy)dﬁ//dﬁ. (4.24)

The analysis shows that the leading-order solution of the low-order equations (4.7)-(4.10)
satisfies the following second-order PDE in the interior of the optically thick diffusive region:

1 (= ez @ 1009 1 (G~ o) @ 1090
1 <Z(Fm) ) oro, 0z 14 Zl(Fm) Oy, Dy

m=1 m=

where

U/ cnmy  mwiy . Seiy Ee 0 19 9 199"
—Z<FfFf’—F§F§’+F§”F§’—FfFj’)( o910 )

ox oy 0y Jyo; Ox

_ _ 3. 1] 1]
+i<Ff+Fj—ZFf,€L> i <ZF@/ ZF@/) e +o.0% =¢q.  (4.25)
m=2

The equation (4.25) results in the diffusion equation and hence the leading-order solution
satisfies the diffusion equation, if the following five conditions are met:

1~ - 1
1 Z(Ff,i)z =3 (4.26)
m=1
1< 1
- Fy)2 = _ 4.2
4;( Y) 3 (4.27)
FYFY — FyFy) + FFy — F{F{ =0, (4.28)
3
Fr+Ff =) FL=0, (4.29)

Mw
3<

|
M%
3!

I

o

(4.30)

m=1 m=3
The results of this analysis allow an evaluation of NWF methods with various weights. Note
that if a weight satisfies only Eqs. (4.28)-(4.30), then Eq. (4.25) leads to a diffusion-like
equation with a wrong diffusion coefficient, D.
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Let us consider methods with a general linear weight function of directional cosines
w(, Qy) =14 B[] + 5y|y] . (4.31)

For the weight (4.31) and specified above ranges for the partial fluxes (i.e. w,,), we get
o4, (4.32)

where

R GO )
1+ %(ﬁz‘l'ﬁy) ‘

Note that the use of a general constant term in (4.31) will not result in a different NWF
method.

The above five requirements (5.21)-(4.30) are met if the following two conditions on the
weight (4.31) are true:

(4.33)

ﬁm = ﬁy = ﬁ) (434)

TV3(V3 —2)
(r(v3—1)—2)
The weight (4.31) and parameter 3 determine a specific method within the family of NWF
methods for which the low-order equations lead to the correct diffusion equation in the
diffusion limit provided that the factors are calculated with an isotropic angular flux. The
low-order equations of methods with w = 1, w = |Q,| + |Q,], and w = 1 + |Q,] + |€,| give
rise to a diffusion-like equation, but with a wrong diffusion coefficient. The values of the
diffusion coefficients for these methods are shown in Table 4.1.

where

B=3 ~ —2.43. (4.35)

Table 4.1: Values of the Diffusion Coefficients (D) for Specific NWF Methods

| Weight || w=1 | w= Q] | w=lHQL O] | w=146(QH Q) |
L D1 & G ~sme | (5%~ s 5 |

4.4.2 NWF Methods in Discretized Form

We now perform an asymptotic diffusion limit analysis of the NWF methods approximated
by means of the discretization described above (see Sec. 4.3) on a uniform rectangular spatial
grid. The analysis showed that the equation for the leading-order solution can be reduced
to a diffusion-like equation provided that in the cells at the interior of the interfaces of the
thick diffusive regions, cell-average factors and downstream face-average factors are defined
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by the corresponding downstream vertex value, namely, given by:

G = Grivi/2,541/2
Gauj = Goi1/2,41/2
Gy = Gai-1/2,j-1/2

Gaij = Guivi/2j-1/2 (4.36)
[e% — o _ o _ o
i = Fliviye = Flijre = Flivi2 a2
« _ « _ « _ «
25 — L'2i-1/25 = Fz,i,j+1/2 = F2,i—1/2,j+1/2 )

3Oji,j = F3Oji—1/2,j = F3Oji,j—1/2 = F3Oji—1/2,j—1/2 )

f,z’,j = f,z’+1/2,j = Ff,i,j—1/2 = Ffiﬂ/z,j—l/z . (4-37)
If these conditions are met, then the low-order NWF equations discretized by the BLD
method lead to the same discrete equation for the leading-order solution as the BLD dis-
cretization of the transport equation [24]. However, the resulting discretized diffusion equa-
tion has the diffusion coefficient

: (4.38)

and hence in general it is not a correct one. In case of the weight w(€2,, ) = 14+6(]Q]+]€ )
, we have 2 = % and obtain the right diffusion coefficient.

We now analyze the behavior of the discretized NWF methods in the presence of a
boundary layer that is not resolved by the spatial grid. The asymptotic analysis of the
boundary-layer solution of the transport equation in the differential form showed that the
leading-order scalar flux meets the following boundary condition [32]:

Xy =2 Wi )il X, y,D)d, (4.39)
n-Q<0
W (p) = ?,LH(M) ~ 0.956/ + 1.5654% (4.40)

where H () is the Chandrasekhar H-function for a purely scattering medium.

Let us consider the boundary condition at x = X, where 7 = €,. The analysis of the
discretized NWF methods revealed that on the boundary of an optically thick diffusive region
the leading-order scalar flux is defined by

21> [w(| Qs [y )|l i (Fr) G

Qo <0

Z W([Qaml, [y )€, | G

mewi

0
¢Ev] g

(4.41)

where (,, are quadrature weights. The equation (4.41) approximates the following boundary
relationship in a continuous form:

SN X, y) =2 W(|ul Q) (X, y, 3)d, (4.42)

71-02<0
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where
Tw(|Qz|, [Qy])|e]

The asymptotic analysis of other boundaries, for instance at y = 0, results in a similar
expression. -

We now examine the resulting weight function in the boundary condition, W (|€2,], |€2,]),
for various NWF methods. For the NWF method with w(€2,,€,) = 1 (the first flux method),
we get

W (|90, 192]) = (4.43)

W(Q]) = 2|0 . (4.44)
For the case w(€2;, Q) = || + |2, , the boundary weight function is

~ 3T
W], 1€]) = 2+7T[|Qm|2+|§2y||§2ml]

~  1.833[|Q 12 + |2, ]|90]] - (4.45)

The weight w(€2,, Q) =1 + |Q,| + |, results in the boundary weight function

— 6m
W([|, 1)) = 57T+4[|Qm|+|§2m|2+lﬂyl|ﬂm|]
~ 0.956[| | + Q] 4 |Qy]1902]] - (4.46)

If w(Qy, Qy) =1+ 6 (|Q] +(2y]) , we have

Waoullo) = |5+

-1
! )| (19l + Bl + sl
~ —1.209]Q, ] + 2.942]Q, )% + 2.942|Q, ||| - (4.47)

The transport equation’s boundary weight function (4.40) depends only on p = |ﬁﬁ|, which
for the boundary considered is |€2,|. Note that the resulting boundary weight functions for
the considered weights, w(€2,, ), each differ from the polynomial approximation of W ().
Higher order polynomial weights may be considered, but they are not necessary to produce
the asymptotic diffusion equation and will introduce third-order and higher terms into the
asymptotic boundary condition that do not exist in the analytic result of the transport
equation. The following section presents numerical results that enable one to compare and
analyze the properties of different NWF methods.

4.5 Numerical Results

We present numerical results of two test problems to demonstrate the performance of the
proposed 2D NWEF method with weight w(€2,, Q) = 1+ 3(|Q| 4+ [€2,|). The first problem is
designed to test the diffusion limit performance of the method in the interior of a diffusive
region. The second problem investigates both the diffusion limit and the boundary condition
properties of the method. We also show the results for the NWF methods with weights
w(§e, Q) =1, w(h, Q) = Q] + |2y and w(Qy, Q) =1+ || + (€Y.
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Note that the factors in the NWF methods involve integration over individual quadrants
of the angular flux multiplied by polynomials of directional cosines. Taking into account this
fact, we use Gauss-type quadratures [31], namely, the compatible quadruple-range quadra-
ture with an equal number of azimuthal angles on each polar cone.

Problem 1

We consider a unit square having o; = 1/¢, 0, = ¢, and ¢ = ¢ fore = 1072,1073,1074,107°
[24]. Note that as ¢ — 0 the domain becomes more and more diffusive. A uniform spatial
mesh of 19x19 equal cells is used with vacuum boundary conditions. The angular discretiza-
tion is 9 directions per octant, 3 per polar level. A relative pointwise convergence criterion
of 107% is used.

Tables 4.2 and 4.3 show measures of the error of the NWF methods’ solutions in Problem
1 as compared to the fine-mesh numerical solution obtained by the QD method. Note that the
low-order equations of the QD method give rise to the diffusion equation in diffusive regions.
The low-order QD equations are discretized by means of a finite-volume method of second-
order accuracy. The QD solution accurately reproduces the solution of this problem. Relative
errors of the cell-average scalar flux in the cell located at the center of the domain are listed
in Table 4.2. The relative errors of the solution in the Lo-norm are shown in Table 4.3. These
results demonstrate that the NWF method with the weight w(£2,,€2,) = 1 + B(|Q] + [€2])
reproduces the maximum of the solution with small errors, especially in case of extremely
diffusive regions. The proposed method also has the smallest relative errors in the Ly norm.
Larger errors of the NWF method with other weights w(€2,,€2,) are explained by the fact
that the equations of these methods lead to the diffusion equation with a wrong diffusion
coefficient (Eq.(4.38) and Table 4.1) in the interior of diffusive regions.

Problem 2

We consider a boundary layer problem 0 < z,y < 11 having o, = 0, = 2, Ax = 0.1,
and ¢ = 0from 0 <z <1land g, =0, =100, Az =1, and ¢ = 0 from 1 < z < 11
(Ay = 1 everywhere). There is an isotropic incoming angular flux with magnitude i on
the left boundary and vacuum on the rest. The angular quadrature set and convergence
criterion are the same as in Problem 1. This problem tests a method’s ability to reproduce
an accurate diffusion solution in the interior of a diffusive region with a spatially unresolved
boundary layer.

Figure 4.1 shows the overall performance of the methods in an unresolved boundary layer
problem. The scalar flux from the low-order problem along the middle of the spatial domain
at y = 5.5 is plotted where the cell-average values are displayed in solid and the face-average
values are in outline form. The red curve represents the fine-mesh solution obtained by the
QD method. Figure 4.2 demonstrates the absolute value of the relative errors of the low-
order scalar flux with respect to the fine mesh solution. Note that at the right boundary
(x=11) the solution is very small (¢ = 3.724 x 107°). It results in an increase of the relative
error at x=11. The presented results show that the NWF method with the smallest errors in
the diffusive region with highly anisotropic angular flux coming from the purely absorbing
region is the method with the weight w = 1 + B(|Q,] + |€2,]).
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Table 4.2: Problem 1: Relative Errors of the Cell-Average Scalar Flux in the Cell Located
at the Center of the Domain

[ Weight || w=1 [ w=[Q, [HY | | w=1+Q [H | [ w=1+3(Q.[H) |
e =102 2.57E-1 1.02E-1 1.76E-1 8.49E-3
e=10"° 2.70E-1 9.97E-2 1.81E-1 -7.98E-4
e =101 2.71E-1 1.00E-1 1.81E-1 -6.02E-4
e=10"° 2.71E-1 1.00E-1 1.81E-1 -5.81E-4

Table 4.3: Problem 1: Relative Errors of the Scalar Flux in Ly Norm

[ Weight | w=1 | w=| Q| | w=1HQ [HQ | | w=1+3(2.H) |
e =107 2.32E-1 8.56E-2 1.55E-1 1.81E-2
=103 2.54E-1 8.82E-2 1.67E-1 1.96E-2
e =101 2.56E-1 8.90E-2 1.68E-1 1.99E-2
e=107° 2.56E-1 8.91E-2 1.68E-1 1.99E-2

4.6 Conclusions

A parameterized family of nonlinear weighted flux methods for solving particle transport
problems in 2D Cartesian geometry has been considered. The properties of these methods for
transport problems with isotropic scattering have been analyzed in differential and discretized
form. Independent schemes to discretize the low-order and high-order (transport) equations
are used. The performed analysis revealed a method with a particular linear weight function
the low-order equations of which lead to the diffusion equation in the asymptotic diffusion
limit. The resulting low-order NWF equations are discretized with the lumped BLD method.
The convergence rates of the proposed iterative method are similar to those of the QD and
DSA methods. We now work on further analysis and development of the NWF methods.

The proposed NWF method that meets the diffusion limit can be used for developing ap-
proximate mathematical models for radiative transfer and particle transport that are similar
to the Variable Eddington Factor (VEF) approach [33]. The VEF methods are based on a set
of low-order equations for moments of the angular flux and some apriori closure relationships,
for instance, Levermore-Pomraning or Minerbo closures [34, 35]. For some class of transport
problems, these approximate models can be more accurate than the flux-limited diffusion
model or Py theory. The low-order NWF equations can be used in combination with, for
example, Minerbo closure to derive a model with new features. This area of application of
the NWF methods in 1D and 2D requires further studies.

39



0.14

I I | I
- T i Fine Mesh QD Solution
PSRN i
0.12 —F——2¢ o wQ,Q)=1 L
I + N * w@.Q)=lo e
[ s e A\ B w(Q,0)=1Ho o
0.10 »@ ‘ \A\ A wQ)FHpHRl)
LA i
008 [ AN
& | s
2 _
X 0.06 15N
= 3 .
I N
0.04 } +
0.02 -
[ \Q\IK\
L e
0.00 N N N N N L N N L s 1I}\*\

Figure 4.1: Problem 2: Cell Average and Cell Face Total Low-Order Scalar Flux.

0.40 T T
— F o w(Q,0)=1
0 035 L * WQ.Q)=|0 G -
o 035 F w(Q,Q)=IQ [+
3 r Bow(QQ)=1+Q 1+
? 0.30 A wW(Q.Q)=1+(IQ I+
£ 5
e F :
0 0.25 |-
o [
= [
E 0.20 |- .
) [
o [
5 015 1
) r ) - ®
3 ool peqereltlil o,
© 0.10 . .
> L = ] | [ n : L . " . *
() * * *
5 ol %’ i % * % * % A
= 0.05 Y i & &
d LTt
e}
< 000 L L L L L L L L L L
1 2 3 4 5 6 7 8 9 10 11
X
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Mesh Solution of Figure 4.1.
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Chapter 5

Analysis of the Quasidiffusion Method
on Two-Dimensional Problems with
Spatially Periodic Media

Abstract

We study convergence of the quasidiffusion (QD) method on two-dimensional
spatially periodic problems with strong heterogeneities. A Fourier analysis of the
linearized QD equations in the vicinity of the solution is performed. The analysis
shows that in Periodic Horizontal Interface (PHI) problems the QD iteration
method loses its effectiveness and even diverges in some cases. Numerical results
of finite-medium PHI problems are presented to demonstrate the behavior of the
QD method that was theoretically predicted.

The results of the research presented in this chapter were published in
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e A. Constantinescu, “Analysis of Projective-Iterative Methods for Solving
Multidimensional Transport Problems,” Master Thesis, Scientific Advisor:
D.Y. Anistratov, Department of Nuclear Engineering, North Carolina State
University, August 2006.

5.1 Introduction

Recent research on transport acceleration methods showed that some of them lose their
effectiveness in problems with strongly heterogeneous media [1, 5, 36, 2]. The diffusion
synthetic acceleration (DSA) and transport synthetic acceleration (TSA) methods has been
studied by means of a Fourier analysis on problems with spatially periodic media. It enabled
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one to find out details of effects of material discontinuity on convergence behavior of these
iterative methods.

In this paper, we analyze the convergence of the quasidiffusion (QD) method [4] for this
class of transport problems in 2D geometry. The QD method is a nonlinear iteration method
and hence the Fourier analysis cannot be directly applied to study its properties. The QD
equations must be linearized about the solution. Then the analysis of the convergence of
the method is performed in the vicinity of the solution. In case of a special problem with an
infinite uniform medium and constant source, the analytic solution is known [6]. However,
in heterogeneous-medium problems this is not the case.

We use an approach for stability analysis of nonlinear transport iteration methods for
infinite medium problems with spatially periodic material composition that was developed
and applied to the QD method in 1D slab geometry [37]. To obtain the solution of an infinite-
medium problem with heterogeneous material composition, we formulate an equivalent finite-
medium problem with periodic boundary conditions and generate its solution numerically.
This solution is used to linearize the equations of the QD method. These studies showed that
the QD method is stable and converges fast on this class of problems in 1D slab geometry.
The numerical results showed that the theoretical analysis predicts well the convergence
rates of the QD method in the vicinity of the solution. Note that this analysis enabled us to
find and predict some effects in convergence behavior of the QD method that could not be
obtained from either studying the QD method in homogeneous-medium problems or analysis
of its linear version on heterogeneous problems. In this paper, we analyze the QD method
on 2D problems.

The remainder of this paper is organized as follows. In Sec. 5.2, the QD method is
formulated. The linearization of the discretized 2D QD equations is presented in Sec. 5.3.
In Sec. 5.4, we describe the Fourier analysis. The numerical results are presented in Sec.
5.5. In Sec. 5.6, we conclude with a discussion on the obtained results of analysis of the QD
method in 2D.

5.2 Formulation of the QD Method

We consider a one group transport problem with isotropic scattering and source in 2D
Cartesian geometry (0<z<X, 0<y<Y’). The QD method is defined by [4]:

P DT Q) + QL+, ﬁ) 0u(7 )Wﬂ/”(ﬁ Q) = 0P (7) + HQ(B,1)
B2 f Qu Qe (7, G f POV DAY, o B=xy,  (52)

G T ) = Q) (5.3)
£ (B @600@) ) + £ (BS600) + o@IE@ =0, (5.4)

L(ESY @) + & (B M6 ) + oI =0, (5.5)

and corresponding boundary conditions. Here s is the iteration index. Standard notations
are used.
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5.3 Linearization of the Discretized QD Equations

We consider rectangular spatial grids {z;_1/2,1 < ¢ < Ny+1,9-1/2,1 < 5 < N, +1}. The
low-order QD equations (LOQD) (5.3)-(5.5) are discretized with a finite volume method
(39, 38] and have the following form:
s+1) s+1) s+1) s+1) s+1)
(Ji :H/z,g Ji z+ 1/2, g) Ay; + (Ji z+j+1/2 Ji z+j 1/2) Az + 0045024 J¢( - = Qi;jAr;Ay; (5.6)
( Els+1/2) ¢(s+1 Els+1/2) ¢(s+1 ) v

v, B il12,59i-1/2,5

- ( iZt}g/fl/zﬁSE?Tl/z iZtlg/21/2¢£?+11/2) & + U“JA:EZA?/J‘](SJ{/I% =0, (5'7)
(Eiiﬁ/f/)gjaﬁﬁ})g i Es(csmiri,lj/z)&ﬁl ) Ay;

— (B 0 = BSR 000),) 4+ SonisAnidy, IS = 0. (5.8)
(B0l — B2 0l A

— (B 0 — B 00 ) S+ SovssAnily, IS5, = 0. (5.9)
(Bl 2 a0ls 2 — B/l A

- (Eizt}l—/lz/)2j¢£jj})2j - Ei;tl—/lz/)ngSEi})zg) % + %Ut,i,jA%ijJi(;ill)/z =0, (5.10)

Ari = Tit12 — Tic1j2,  AYi = Yjpr2 — Yj-1/2-

The transport equation (5.1) is approximated by the method of short characteristics [40, 41,
42]. The edge- and cell-average E,3 are calculated as arithmetic average of vertex values

(s+1/2) (s+1/2 (s+1/2
Eaﬁ i+1/2,j+1/2 — ZQQ mQﬁ mwmz+1/2,y+1/2wm/Zwmz+1/279+1/2wm7 Oé,ﬁ = $>y(511)

where w,, is a quadrature weight that corresponds to the discrete ordinates direction Q.

To study the convergence behavior of the nonlinear QD method, we linearize the equations
in the vicinity of the solution. Assuming that the solution on s-th iteration is close to the
converged one, we define

¢z+1/2 j ¢i+1/2,j + 6¢i+1/2,j >

Vi ) = Vg + S0irs (5.12)
Vo = Ymivajg + OV (5.13)
wv(»jj;fl/z Vmigr1/2 + ijﬁ/fl /2> (5.14)

0 = 6ij + 00\ (5.15)
(5.16)
(5.17)

(s) (s)
¢ g+1/2 = = Pija1/2 + 5¢i,j+1/2'

We introduce Eqgs. (5.12)-(5.17) into the discretized transport and LOQD equations. The
linearized LOQD equations can be reduced to the equation for the errors of cell-average
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scalar fluxes §¢®

Ezz,i,jéqﬁgf{kl)_Ezz,i+1,j5¢7(;i<;’1j) o Ezz,zfl,]5(;57(,8,4;’1])_Ezz,2,]5¢7(,3+1)
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B9 By Byyao19%0 By 000
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s+1/2 s+1/2 s+1/2
R 0TS —Ra 0TSO Ry p0 T TR 0 —Rio1y6

rz,i+1,7 TT,i,]
Orit1/2,;ATi+1 A% 41 /9 204 i11/2,j AY; AT 10

(s41/2) (s+1/2)
o Az Ri+1,j+1/25sz,i+1,j+1/2_RiJrl,j*1/25sz,i+1,j71/2
2Az;Ay; Otit1/2,5D%i11/2
s s s+1/2
Ry 0T P R j0T V2 + Rig1/26 gy il 21~ Riss1/25
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+ O'a,i,jéqsz(',sj—i—l)
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(s+1/2)
sz,i,jfl/Z

_l_

Oti-1/2,; AT AT;_1/2 204 5-1/2,jAY; AT 19
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m

' _ Oti+1,j ATip1 104, A ] o
Ttit1/2, = DI ;AT =
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(5.18)

(5.19)

(5.20)

Here ¢, is the solution of the low-order problem, ¢f  is the solution of the high-order
problem, E,z; ; is the QD factor calculated by the solution of the transport equation. Note
that ¢;; # ¢;; because we use independent discretization of the transport and LOQD

equations.

5.4 Fourier Analysis

We perform a Fourier analysis for Periodic Horizontal Interface (PHI) problems [1] in a
medium that is spatially periodic in y-direction and formed by repeated layers of two differ-
ent materials with cross sections o,; and o0y, widths h; and hg, and equal scattering ratios
¢1 = ¢ = ¢. The size of the cell in y-direction (Ay;) is equal to the width of a horizontal ma-
terial layer. To generate the numerical solution necessary for the stability analysis of a given
infinite-medium problem, we solve an equivalent finite-medium problem with just two mate-
rial layers, 1x2 spatial grid and periodic boundary conditions. This enables us to calculate
the infinite-medium solution (¢, ¢}, and Eug, ;) which is necessary for linearization.
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We now introduce the following Fourier mode ansatz:

5%(5?/13)2 j-1/242k = W g g€ Aei=1/2H N1k (5.21)
0] o), = WP AjeiCanithyisan), (5.22)

€T, = %(%—1/2 + $i+1/2), Y = %(yj—l/z + yj+1/2)-
Yitok = Yj + k(h1 + ha)
j=1,2, k=0,%1,42,..., i=+—1,

then substitute Eqs. (5.21)-(5.22) into the discretized QD equations linearized about the
infinite-medium solution and solve for the eigenvalue w. The spectral radius is defined by

p=sup,|w(A)].

5.5 Numerical Results

The results of the Fourier analysis are utilized to evaluate spectral radii for various combina-
tions of layers with different material properties. The predictions based on infinite-medium
problems are compared with the results of numerical tests in finite media with a periodic
structure, constant source everywhere and vacuum boundary conditions. A product quadra-
ture set with 16 directions per octant was used in all calculations. Table 5.1 and and Figure
5.1 present theoretical estimates of the spectral radius, py,, versus o1 and oy 5 for ¢ = 0.9999,
Az =1, Ay; = Ays = 1. We notice that the theoretical analysis in infinite media predicts
that the QD method loses its effectiveness and even diverges for certain combinations of oy ;
and oy o.

The results of the Fourier analysis of the QD method for PHI problems are obtained
under the following several assumptions:

1. There is no leakage.

2. There are infinite number of spatial cells. This assumption is especially important for
the x-direction for which no conditions are imposed on error modes.

3. The exact solution is the same everywhere in the sense that it is exactly periodic in
any location.

However, when one considers finite-medium problems with periodic configurations and
non-periodic boundary conditions, the convergence rate will be influenced by the leakage
effects near boundaries. These effects destroy perfect periodicity of the solution. As a result,
the solution used to perform theoretical analysis does not exactly match the finite-medium
solution. The theoretical results can be rather sensitive to the solution around which the
nonlinear equations are linearized. The QD method is a nonlinear one, and a special effort
must be made to measure the spectral radius in the vicinity of the solution while performing
calculations with finite precision arithmetic. The finite number of cells, for example, along
horizontal layers (i.e. in x-direction) eliminates part of errors modes that were accounted for
in the infinite-medium analysis. All these effects cause the discrepancy between theoretical
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and numerical results. The value of the Fourier analysis is that it can show what happens
if one considers a problem that meets close enough the above assumptions and what one
should expect while approaching this limit.

We now present numerical results for a PHI problem in the square region {0 < x,y < 40}
with ¢=0.9999, source = 1 in the whole domain, and vacuum boundary conditions. Table
5.2 and Figure 5.2 show the spectral radii evaluated in Ls-norm. The theoretically and
numerically estimated spectral radii as functions of 0,9 for different o,; are also plotted
in Figure 5.5. The graphs provide an illustration that help one to correlate the infinite-
medium theory with numerical results. For the given set of parameters of transport problems,
theoretical results py, (011, 0v2) give very good qualitative prediction reproducing the shape
of numerically estimated spectral radius ppum(ot1,0t2) for oo > 107!, In many cases,
the values of py, are close to pnum and provide good estimation of convergence rates in
the considered finite-medium problems. The presented numerical results show that the
convergence of the QD method slows down if o; of layers are significantly different from
each other. For example, it happens when o,; = 10* and 0,2 = 107!, Figure 5.6 presents
theoretically and numerically evaluated p for o,; = 107! and various scattering ratios. We
notice that the QD method exhibits similar effect in case of smaller scattering ratios as
well. There are cases in which p, is close to the values of the scattering ratio. Thus, we
do observe the loss of effectiveness of the QD method in this set of problems with spatial
domain {0 < z,y < 40}. However, we did not encounter the phenomena of divergence in
these finite-medium problems.

To demonstrate finite-medium problems in which the performance of the QD method
degrades more dramatically as it predicted by infinite-medium analysis, we consider PHI test
problems with significantly larger horizontal dimensions and number of cells in x-direction
and fewer number of horizontal layers. We use the same sizes of cells and widths of layers
as in the above PHI problems (i.e. Az = 1, Ay; = Ays = 1). Tables 5.3 and 5.4 as well
as Figures 5.3 and 5.4 present the numerically estimated spectral radii in problems with
rectangular domains {0 < x < 400, 0 < y < 12} and {0 < x < 2000, 0 < y < 4},
respectively. Figure 5.5 shows also graphs of py., for these problems.

In the case with 400x12 domain, the numerical results are in much better consistency
with the theoretical prediction then the results of problems with 40x40 domain. We now
observe the divergence of the QD method, ppum > 1 when o,1 = 10* and 1072 < 7,5 < 1071
The problem with 2000x4 domain has just few horizontal layers and as a result p,u., is far
less than py, when the optical thickness of the domain in y-direction is small, namely, for
1 <041 <10% and 107* < 045 < 1071, In most of other cases (for example, 0,1 = 103), it is
in a good agreement with theoretical estimations. We also notice that the QD method loses it
effectiveness and even diverges, for instance, when 10® < ;7 < 10* and 1072 < 045 < 1071

The essential feature of the above transport problems is the existence of a long horizontal
layer of the same material. The infinite-medium PHI problem is basically a 1D transport
problem in which the error modes in x-direction are not synchronized. To eliminate this
feature and analyze the behavior of the QD method on a more typical 2D problem, we
consider the transport problem with a checker-board configuration of two different materials
with ¢ = 0.9999 in the square region {0 < x,y < 40}. Each material zone is 1x1. There is
one cell per zone. The unit source is defined in the whole domain. Boundary conditions are
vacuum. Table 5.5 contains numerically evaluated spectral radii. These results are plotted
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in Figure 5.7. In this test, the QD method converges fast in strongly heterogeneous problems
for any combination of materials. The spectral radius reaches its maximum value of 0.239
in the case 0,1 = 1072 and 7,5 = 10.

To present the performance of the QD method in problems with heterogeneous media
and non-periodic configuration, we show the results of a two-region test problem [2] in the
square region {0 <z,y <40} having 0,1 and Q@ =1 for {10 <z,y <30} and 042 and Q=0
outside of this inner region. The scattering ratio is the same in both regions and ¢=0.9999.
The spatial grid is uniform with 40x40 cells. The numerically estimated spectral radii are
listed in Table 5.6 and plotted on Figure 5.8. In this test, the QD method exhibits slowing
down of convergence for some set of cross sections. The maximum of p occurs for o, ; = 1072
and 04 9=10 and equals 0.46.

5.6 Conclusions

We have developed stability analysis of the nonlinear quasidiffusion method for infinite-
medium problems with spatially periodic configurations of materials in 2D geometry. This
theoretical analysis enabled us to study the convergence properties of the QD method in the
vicinity of the solution for problems with periodic horizontal interface and learn about the
influence of heterogeneity of the medium on the method convergence. It showed the loss of
effectiveness and divergence of the QD method with the considered independent discretiza-
tion in case of PHI problems consisted of layers with significantly different cross sections.
The numerical results confirmed these theoretical predictions. Note that the effectiveness of
the DSA method degrades but it still converges. The TSA method diverges for a wide range
of parameters of heterogeneous problems. The divergence of the QD method in PHI prob-
lems occurs for rather small range of problem parameters. Some additional analysis of the
QD method gives us a reason to expect that if the QD equations are discretized consistently,
then its behavior will be similar to the one of the DSA method, and it will not diverge.

We now work on further analysis of the QD method for 2D heterogeneous problems
and interpretation of the obtained theoretical results. We consider approaches for improving
stability properties of the QD method in problems with strong heterogeneities and feasibility
of applying Krylov subspace methods for this purpose.
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Table 5.1: Theoretically Estimated Spectral Radii of the QD Method for PHI Problem with

c = 0.9999.
Ot2

O¢.1 10~% 1073 10~2 101 1 10! 10? 103 10*

1 9.97e-1* | 9.84e-1 9.03e-1 5.10e-1 | 1.94e-1 | 1.99e-1 | 2.88e-1 | 6.36e-1 | 6.80e-1
10 | 9.88e-1 9.69e-1 8.95e-1 6.40e-1 | 1.99e-1 | 1.63e-1 | 2.16e-1 | 4.82e-1 | 5.44e-1
10% | 7.66e-1 7.41e-1 6.77e-1 5.22e-1 | 2.88e-1 | 2.16e-1 | 9.70e-2 | 1.06e-1 | 1.33e-1
10% | 4.93e-1 5.66e-1 | 1.00e4+0 | 9.12e-1 | 6.36e-1 | 4.82e-1 | 1.06e-1 | 2.54e-3 | 1.85e-3
10% | 9.89e-1 | 1.84E+0 | 1.69e+0 | 1.02e+0 | 6.80e-1 | 5.44e-1 | 1.33e-1 | 1.85e-3 | 2.59e-5

“Read as 9.97x 107!

Table 5.2: Numerically Estimated Spectral Radii of the QD Method for PHI Problem with
¢ =10.9999 and {0 < z,y < 40}.

O¢,1

0¢,2

1071

1073

1072

1071

1

10*

107

10°

10

1

7.11e-1

7.03e-1

6.63e-1

4.16e-1

8.64e-2

8.46e-2

1.86e-1

5.58e-1

6.91e-1

10

7.43e-1

7.40e-1

7.16e-1

5.67e-1

8.46e-2

1.23e-1

1.50e-1

4.36e-1

4.96e-1

10?

4.06e-1

4.13e-1

4.21e-1

3.30e-1

1.86e-1

1.50e-1

6.56e-2

8.67e-2

1.13e-1

10°

5.96e-2

6.33e-2

1.55e-1

6.51e-1

5.58e-1

4.36e-1

8.67e-2

1.29e-3

1.19e-3

10

8.46e-3

6.67e-2

5.17e-1

8.79%e-1

6.91e-1

4.96e-1

1.13e-1

1.19e-3

4.79e-6

Table 5.3: Numerically Estimated Spectral Radii of the QD Method for PHI Problem with
¢ =10.9999 and {0 <z <400, 0 <y < 12}.

Ot2
O¢.1 10~% 1073 10~2 101 1 10! 10? 103 10%

1 9.24e-1 | 8.73e-1 | 7.23e-1 3.13e-1 | 7.20e-2 | 1.08e-1 | 2.11e-1 | 5.92e-1 | 6.49e-1
10 | 9.69e-1 | 9.48e-1 | 8.48e-1 5.68e-1 | 1.08e-1 | 1.28e-1 | 1.62e-1 | 4.38e-1 | 5.02e-1
102 | 7.16e-1 | 7.09e-1 | 6.34e-1 | 4.58e-1 | 2.11e-1 | 1.62e-1 | 6.92e-2 | 8.91e-2 | 1.15e-1
10% | 2.87e-1 | 3.31e-1 | 9.59e-1 9.58e-1 | 5.92e-1 | 4.38e-1 | 8.91e-2 | 1.71e-3 | 1.19e-3
10% | 1.24e-1 | 7.88e-1 | 1.05e+0 | 1.04e+0 | 6.49¢-1 | 5.02e-1 | 1.15e-1 | 1.19e-3 | 4.79e-6

Table 5.4: Numerically Estimated Spectral Radii of the QD Method for PHI Problem with
¢ =10.9999 and {0 < z <2000, 0 <y < 4}.

0t2
O¢.1 10~4 1073 1072 101 1 10! 10? 10° 10*
1 5.27e-1 | 4.64e-1 | 3.54e-1 2.27e-1 | 1.15e-1 | 1.53e-1 | 2.48e-1 | 5.94e-1 | 6.54e-1
10 | 6.20e-1 | 5.73e-1 | 4.68e-1 3.25e-1 | 1.53e-1 | 1.01e-1 | 1.78e-1 | 4.39e-1 | 5.11e-1
102 | 4.76e-1 | 4.59e-1 | 4.08e-1 3.43e-1 | 2.48e-1 | 1.78e-1 | 5.54e-2 | 8.93e-2 | 1.21e-1
10% | 3.97e-1 | 4.25e-1 | 1.00e+0 | 9.60e-1 | 5.94e-1 | 4.39¢-1 | 8.93e-2 | 1.66e-3 | 1.51e-3
10% | 4.21e-1 | 9.92e-1 | 1.12e+0 | 1.10e+0 | 6.54e-1 | 5.11e-1 | 1.21e-1 | 1.51e-3 | 4.79¢-6
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Legend
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Figure 5.1: Theoretically Estimated Spectral Radii of the QD Method for PHI Problem with
¢ =0.9999

Legend
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0.00 to 0.17

Figure 5.2: Numerically Estimated Spectral Radii of the QD Method for PHI Problem with
¢ =0.9999 and {0 < z,y < 40}.
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Legend
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Figure 5.3: Numerically Estimated Spectral Radii of the QD Method for PHI Problem with
¢ =0.9999 and {0 < x <400, 0 <y < 12}.
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Figure 5.4: Numerically Estimated Spectral Radii of the QD Method for PHI Problem with
¢ =0.9999 and {0 < x <2000, 0 <y < 4}.
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method, ¢ = 0.9999.
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Figure 5.6: Theoretically (py,) and numerically (ppum,) estimated spectral radii of the QD
method, 0,7 = 1071, {0 < x,y < 40}.
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Table 5.5: Numerically Estimated Spectral Radii of the QD Method for the Checker-Board
Problem, ¢ = 0.9999, and {0 < z,y < 40}.

Ot2
O¢.1 1072 101 1 10 10? 10° 10*
1072 | 1.02e-1 | 6.22e-2 | 1.45e-1 | 2.39e-1 | 1.73e-1 | 3.06e-2 | 6.00e-3
1071 1 6.22e-2 | 2.01e-1 | 1.53e-1 | 1.80e-1 | 1.62e-1 | 3.67e-2 | 1.32e-2
1 1.45e-1 | 1.53e-1 | 1.20e-1 | 1.19e-1 | 1.24e-1 | 1.74e-2 | 6.97¢e-3
10 | 2.39¢e-1 | 1.80e-1 | 1.19e-1 | 1.28e-1 | 1.05e-1 | 1.20e-1 | 3.44e-2
10% | 1.73e-1 | 1.62e-1 | 1.24e-1 | 1.05e-1 | 6.98¢-2 | 2.19e-2 | 2.92e-3
10% | 3.06e-2 | 3.67e-2 | 1.74e-2 | 1.20e-1 | 2.19e-2 | 1.29e-3 | 2.07e-4
10* | 6.00e-3 | 1.32e-2 | 6.97e-3 | 3.44e-2 | 2.92e-3 | 2.07e-4 | 9.35e-10

Table 5.6: Numerically Estimated Spectral Radii of the QD Method for the Two-Region
Problem with ¢ = 0.9999 and {0 < z,y < 40}.

0t2
O¢.1 1072 101 1 10 10? 10° 10*
1072 | 5.60e-2 | 1.20e-1 | 3.98e-1 | 4.60e-1 | 3.82e-1 | 2.70e-1 | 2.81e-1
1071 | 2.53e-1 | 2.00e-1 | 2.99e-1 | 3.41e-1 | 2.85e-1 | 3.06e-1 | 3.22e-1
1 3.91e-1 | 2.96e-1 | 8.63e-2 | 1.58e-1 | 1.96e-1 | 2.64e-1 | 2.68e-1
10 | 2.50e-1 | 2.44e-1 | 1.42e-1 | 1.22e-1 | 1.47e-1 | 2.00e-1 | 2.14e-1
10% | 1.71e-1 | 1.51e-1 | 1.54e-1 | 1.45e-1 | 6.55e-2 | 7.72e-2 | 8.52e-2
10% | 4.51e-2 | 2.28e-1 | 2.08e-1 | 1.69e-1 | 8.03e-2 | 1.29e-3 | 1.16e-3
10* | 5.16e-2 | 2.56e-1 | 2.16e-1 | 1.73e-1 | 8.37e-2 | 2.90e-5 | 4.79e-6
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Figure 5.7: Numerically estimated spectral radii of the QD method for the checker-board
problem, ¢ = 0.9999.
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Figure 5.8: Numerically estimated spectral radii of the QD method for the two-region prob-
lem with ¢ = 0.9999.
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Chapter 6

The Quasidiffusion Method for
Two-Dimensional Transport Problems
on Unstructured Meshes

6.1 Introduction

In this paper we present the development of a method for solving transport problems on
spatial grids used by adaptive mesh refinement (AMR) algorithms [43, 44]. Both orthogonal
and non-orthogonal AMR grids with quadrilateral cells are considered. This type of meshes
are utilized, for example, in radiative hydrodynamics problems in which radiative transfer
is coupled to hydrodynamics processes that define the structure of spatial grids. An AMR
algorithm determines the regions where the grid should be subdivided to satisfy certain
accuracy requirements. As a result, a cell can share a face with two smaller cells.

We use the quasidiffusion (QD) method [4] to solve the transport equation. The system
of equations of the QD method consists of two parts: (i) low-order QD (LOQD) equations
for the scalar flux and current and (ii) the high-order (transport) equation for the angular
flux. We developed a discretization of the LOQD equations for AMR grids based on the local
approximation of these equations in each cell and interface continuity conditions on each cell
face. The transport equation is discretized by means of the method of characteristics.

The results of the research presented in this chapter were published in

e W. A. Wieselquist (Ph.D. student) and D.Y. Anistratov, “The Quasidiffusion Method
for 2D Transport Problems on AMR Grids,” Trans. Am. Nucl. Soc., 96 (2007) (to

appear).

6.2 Formulation of the QD Method

Let us consider two-dimensional steady-state one-group transport problems with isotropic
scattering and source in 2D Cartesian geometry:



V(7 Q) =7 Q), Fedq, Q-i<0, (6.2)
where (G is the domain of the problem, G is the boundary surface of G, 77 is the outward
normal to dG. To derive the low-order QD (LOQD) equations, the transport equation (6.1)
is integrated over all directions €2 to get the balance equation. Then, it is integrated over all

directions § with weight Q) to obtain the first moment equations. As a result, the complete
system of the QD equations has the following form (k is the iteration index) [4, 45, 46]:

- - 1 1
Q X Vw(k+1/2) + O’tw(k+1/2) — EO’SQS(IC) + Eq’ (63)
w(’f“/?)}%aG = " } eoc for Q-7 < 0, (6.4)
EYTY = / Q0 Qe 17246 / / YEDAQ, o, B = (6.5)
4
Ok+1/2) _ / (-7)yp FH/Dah / PE240. Fe da, (6.6)
G.7>0 G-i>0
V- JED 4 gD = ¢ (6.7)
0 0
gg B 1PN + G (BT 0, = 0, (6.8)
0 0
g B0 4 g (BRI o =0, (6.9
7. D) = [C(k+1/2)(¢(k+1) — o) + JZ"} }reaG , (6.10)
Fe0G
i — / sindds,  Jin / (@ - AyndS, e dq, (6.11)
Q-7i<0 Q<0

where ¢ = [ i ¥d€) is the scalar flux, J =/ i O1pdQ is the current. The iteration procedure
for the QD method consists of the followmg three steps:

1. High-order calculations: Using the scalar flux ¢ from the previous iteration, the
transport equation Eq. (6.3) is solved to determine the angular flux ¢*+1/2),

2. Calculations of the QD factors: The angular flux *t1/2) is used to compute the QD
factors E(kﬂ/2 nd C*+1/2) (Egs. (6.5) and (6.6)).

3. Low-order calculations: Using the factors E((I%H/z) and C**t1/2) the low-order QD
problem (Egs. (6.7)-(6.10)) is solved to obtain the scalar flux gb(k“ and current JF+1).

The LOQD equations (6.7)-(6.9) can be presented by means of tensor divergence in the
following form:

div J(F) + 0,0(7) = q, (6.12)
DIV (E¢(7) + o, J(F) = 0, 7T€eG. (6.13)



In Eq. (6.13), the Quasidiffusion (Eddington) tensor is recognized as a symmetric, rank-2

tensor give by
= E,.. E.
E _ xrax Ty )
( E:r.e/ Er/.«/ )

In 3D Cartesian geometry, the QD tensor has the form

_ EL'I E!Ef/ EIZ
E = E:r_«/ Ef/!/ E.‘/z
E:rz Ef/z EZZ

The components of these tensors are QD (Eddington) factors (Eq. (6.5)) that can be inter-
preted as average values of €2,
Euﬂ - <Qu Q3>

(see Fig. 6.2) where the averaging functions is the angular flux ¢.
Under diffusive conditions, E.p3 = 0. and as a result £ is diagonal so Eq. (6.13)
becomes the familiar Fick’s Law

1
3

J(#) = — ().

30}

6.3 Discretization of the LOQD Equations on Grids
Composed of Arbitrary Quadrilaterals

6.3.1 Finite-Volume Discretization of the LOQD Equations

The LOQD equations for arbitrary quadrilaterals in 2D are discretized by a finite volume
(FV) scheme of the second-order accuracy [39]. The spatial cell is referenced with one index
1. Hereafter, we refer to this discretization as GGK method. The general cell on which this
discretization is performed is shown in Figure 6.2. Within each cell, there are 4 unknown
face-average scalar fluxes, {¢ip, ¢ir, ¢ir, ¢ir}, 4 unknown face-average normal currents {.J;z,
Jir, Jir, Jir.}, and one unknown cell-average scalar flux, ¢;.

To discretize the balance equation (6.7), it is integrated over the whole cell ¢ and one
obtains

Jighig + Jirhir + Jirhir + Jithit, + 04,0: A = Qi A;, (6.14)

where A; is the area of cell 7, h;, is the cell-edge length. To get the next four equations,
the first moment equations (6.8) and (6.9) are added together and multiplied by x— and
y—direction components of the unit vector 7. The resulting equation is integrated over the
area of half-cell A;,

0 0
N o //Aw %(Emgb) dx dy + ny e //Aw a—y(Eyygb) dx dy
+ Ny i // Q(Emygb) dx dy 4+ nyiw // Q(Emygb) dedy + o1 Jiw Aiw =0, (6.15)
7 Aiw aI 7 Aiw ay 7

where w = {B, R, T, L}, 7;, is the outward normal of face w of cell i. Figure 6.3 shows
the left half-cell and the direction of surface integration. Note that in each half-cell, the
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Figure 6.1: QD (Eddington) Factor Weight Functions, €,
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Figure 6.2: The skewed quadrilateral grid cell.

Figure 6.3: The left (L) half-cell integration.

face-average normal current appears for the full face, J;, = J- M;w. When considering top
and bottom subcells, cell ¢ is split into half-cells with a line connecting midpoints of the left
and right faces. When considering left and right subcells, cell 7 is split into half-cells with
a line that connects midpoints of the top and bottom faces. In case of the left-half subcell,
ie. Ay, = A (Fig. 6.3) , we get

fy,iB leiB

[(nm,iLEmm,iB + ny,iLEmy,iB)T - (nm,iLEmy,iB + ny,iLEyy,iB)T ¢iB

- [(nm,iLEmm,i + ny,iLEmy,i)fy,iv - (nm,iLEmy,i + ny,iLEyy,i)Em,iv ¢z

)

/. ]
y,iT x0T
- (nm,iLEmy,iT + ny,iLEyy,iT) 9 ¢iT

+ [(nm,iLEmm,iL + ny,iLEmy,iL)fy,iL - (nm,iLEmy,iL + ny,iLEyy,iL)Em,iL ¢iL

+oi: AL, Ji =0 (6.16)

+ [(nm,iLEmm,iT + Ny ir, By ir)

CyiB = YiBr — YiLB s Llyir = Yirr — Yirr, Lyiv = Yir — ¥iB, Lyir = YiLs — Yir£6.17)

6.3.2 General Form of Discretization Methods for the LOQD Equa-
tions

To approximate the LOQD equations, we consider three different methods that utilize a
local spatial discretization approach. In the local approach, the governing PDEs are approx-
imated in some manner over a cell. Then interface conditions are imposed at intersections
of faces of two or more cells and boundary conditions are imposed on faces which are on the
domain boundary.
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The unknowns in each discretization are identical: cell-average and face-average scalar

7o - A;
fluxes, ¢; and ¢;,, and face-average normal currents, J;, = J;, - 1;,,, where 1, = | XZZI

A, is the area vector of face w in cell . The index pair iw references a face locally to cell 7,
while a single index 7 may be used to reference a face globally. These discretization methods
are can be expressed as a family:

and

—

1 ,
v > JulAisl +0aiti = 4 (6.18)

1
Vie

<Z Eiw/@wsziw/aiw/) ‘N + 01iBiwdiv = 0, for each subcell w, (6.19)

for each cell ¢ in the interior G, with boundary conditions
Jj =¢; (gbj — gb;") + J;", for each boundary face 7, (6.20)

on the boundary 0G. In Eq. (6.18), the summation over w indicates to sum over all faces of
celli. In Eq. (6.19), the summation over v’ indicates to sum over all a set of faces that define
the subcell w. The faces W’ may be actual faces of the cell or they may be imaginary faces
that cut through the interior of the cell. Note that in order to have the same numbers of
equations as unknowns, there must be one subcell (Eq. (6.19)) for each face, so the reference
to the subcell w corresponds to the subcell which has the face-average normal current Jy,.
The parameters «y,» and J;, define the family of discretizations.

6.3.3 GGK Method for Discretization of the LOQD Equations

Using our general form, the GGK method [39] on arbitrary quadrilaterals is 5 equations
given by
1

v (Jip + Jig + Jir + Jir) + 000 = ¢, (6.21)

1 /1= - -
_Eiw— iw— Aiw— iw iwAiw
(5 Bembunrdion + Budud +
1 - . = )
EEiw—l—lQSiw—l—lAiw—l—l + Ei¢iAcenter,iw) ) +

oiJiw = 0, foreach subcellw =B, R,T,L.  (6.22)

Indices iB,iR,iT,iL denote the bottom (B), right (R), top ('), and left (L) faces of quadri-
lateral cell i, respectively. Counter-clockwise ordering of faces allows referencing adjacent
faces—the next face counter-clockwise from w is (w+ 1); the previous face counter-clockwise
from w is (w—1). Thus, in terms of our quadrilateral faces: B+1 =R, R+1=T,T+1=1L,
and L +1 = B. The balance equation (Eq. (6.21)) relates cell-average scalar flux ¢; and all
face-average normal currents J;p, Jir, Jir, Jir. The half-cell equation (Eq. (6.22)) for cell 4
and face w relates the cell-average scalar flux in cell i, face-average scalar flux for each face
w' in the subcell, face-average normal current for face w, and adjacent faces’ scalar fluxes
Giw—1 and ¢;,11. For example, the left (L) half-cell depends on cell-average scalar flux ¢;,
face-average scalar fluxes ¢;1, ¢i7, ¢;p, and unknown face-average normal current .J;y,.
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6.3.4 AK Method for Discretization of the LOQD Equations

Another half-cell FV discretization [47, 38| uses the same half cells but expresses the inte-
gration of ¢ over adjacent faces w — 1 and w+ 1 as the integration of a linear function based
on ¢, and ¢; (instead of just using ¢,_1, ¢,+1 as in the GGK method). Hereafter, we refer
to this discretization as AK method.

Using our general form, the AK discretization method on arbitrary quadrilaterals is 5
equations given by

1
v (Jip + Jin + Jir + Jir,) + 0ai0i = qi, for each cell i (6.23)

1 /1= - = -
v (ZEiw—l(QSiw + ¢i)Aiw—1 + iw Piw A +

1 - - )
_Eiw—l—l (¢zw + ¢i)Aiw+1 + Ei¢iAcenter,iw) * N +
0,

4
oridiw = for each face w = B, R, T, L. (6.24)

The balance equation in Eq. (6.23) is exactly the same as before in Eq. (6.21), but the
half-cell equations corresponding to each face are now different. The new half-cell equations
in Eq. (6.24) relate the cell-average scalar flux in cell i, face-average scalar flux for face w,
face-average normal current for face w, without dependence on the scalar flux of adjacent
faces ¢;,—1 and ¢;,41 like in the original half-cell equation (Eq. (6.22).) Thus the left (L)
half-cell in the AK method depends on cell-average scalar flux ¢;, face-average scalar flux
¢ir, and unknown face-average normal current .J;.

6.3.5 Morel’s Cell-Centered Discretization Method

In [48], Jim Morel devises a cell-centered discretization for the diffusion equation on meshes
of arbitrary polyhedrons by representing the gradient of the scalar flux at the center of a cell
6@- in terms of face-average scalar fluxes. Then he represents the gradient at the faces of
the cell 6@-&, in terms of the gradient 6@- and cell- and face-average scalar flux unknowns.
Then, to determine the face-average current at face « in cell 7, Morel uses the face-average
gradient of the scalar flux,

j; - _LﬁgSiw-

30’157@'

In the LOQD equations, the representation for the current is given by

1
DIV (Ei,¢i)-

Ot

5
Jiw:_

We consider Morel’s formulas in terms of components of the gradient, %gb and a%gb, and derive

approximation of DIV (E;,¢;,). Hereafter, we refer to this method as the JM method.

6.3.6 Interface Continuity Conditions

Our local approach allows us to use the above discretizations for cells, combined with interface
conditions (and boundary conditions) in order to fully specify the system of equations to
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solve. For a structured mesh, in which an interface is composed of two and only two faces,
interface conditions are to simply enforce continuity of face-average current and face-average
scalar flux:

Jiw = —Jinr, (6.25)
¢iw ¢i’w’> (626)

for interface of faces iw and i'w’.

For an unstructured mesh, such as the unstructured orthogonal (uo) mesh (also called
an adaptive mesh refinement, or AMR mesh—see Fig. 6.6) we must do something different
because cell may have a common face with more than ine cell. We enforce the same strong
continuity of face-average current at each subface i'w’ of an interface, while we enforce a weak
continuity condition on the scalar flux. We require the area-weighted sum of the subface
face-average scalar fluxes, ¢/, to be equal to the master face-average scalar flux, ¢;,.

Jiw = —Jpur, (6.27)
1 -
b = WZMMWM (6.28)

for interface of master face iw and subfaces i'w’. Note that if one applies weak condition for
the currents and strong conditions for the scalar fluxes, it results in interface relationships
that are not valid for the scalar fluxes varying linearly along cell interfaces [49].

For example, in 2D, if the left face of i-th cell is a common face with the m-th and p-th
cells, then we define strong continuity conditions for the normal components of the currents

Jir = —Jmnr, (6.29)
Ji = —Jpr, (6.30)

and the weak continuity condition for the face-average scalar fluxes

¢iLhiL - ¢mRhmR + ¢pRhPR 5 (631)

where h;, is the cell-edge length.

6.3.7 Iterative Solution of the System of the Discretized LOQD
Equations

In order to solve the resulting system of linear algebraic equations iteratively, we must use
a method which can handle the non-symmetric structure of the LOQD system equations, like
BiCGstab. However, in order for this solver to be efficient, we must use a preconditioner, thus
we have another problem? What kind of preconditioner should one use for a non-symmetric
system which is somewhat arbitrary? (This is because its structure depends on the mesh
structure, which is arbitrary.)
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(a) Before Local Reordering (b) After Local Reordering

Figure 6.4: The sparse matrix of the discretized LOQD equations

We use incomplete LU factorization with truncation (ILUT) preconditioning and ap-
ply a simple local reordering (see Fig. 6.4) which forces the face-average scalar fluxes of
a cell to have sequential columns. Currently generating the preconditioner takes a consid-
erable amount of the low-order QD solution time, on the order of 50% and up. We have
experimented with various standard reorderings, e.g. Reverse Cuthkill-McGee, to reduce
the bandwidth and/or envelope of the QD system which would hopefully lead to an ILUT
preconditioner which needs less fill in, so is smaller and reduces preconditioner generation
time. However, we have not not seen much advantage in reordering strategies.

6.4 Discretization of the Transport Equation

The transport equation is used to determine the angular flux that will be utilized to
evaluate the QD factors. To discretize the transport equation, we use the method of (short)
characteristics with a second-order interpolation [40, 41, 50]. The scattering term is ap-
proximated by a linear function using the scalar flux from the LOQD problem. This is a
vertex-based method. As a result, the QD factors are calculated in cell vertices, and the
face-average values are defined as an average of the vertex values.
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(a) Face-Parallel (b) Perpendicular (c¢) Diagonal

Figure 6.5: Parabolic Interpolation: interpolation planes (blue), with characteristics used
(red), outgoing angular flux (magenta arrow), and incoming angular fluxes (red arrows).

6.4.1 Interpolation Plane in the Short Characteristics Method on
Arbitrary Meshes

We use three different orientations of the interpolation plane for parabolic (second order)
interpolation within a cell. The interpolation plane may be

e parallel to the face intersected by the backward-projected characteristic ray, Fig.
6.5(a),

e perpendicular to the characteristic ray, Fig. 6.5(b), and
e oriented on the diagonal of a quadrilateral cell, Fig. 6.5(c).

Only the diagonal interpolation plane results in all characteristics being completely con-
tained within the cell, thus the properties needed for the characteristic solution (total cross
section o and source () = o5¢0+¢q) also belong to the cell. With the other interpolation planes,
one of the three characteristics in a second order interpolation scheme on quadrilaterals trav-
els outside the cell. In such case, the transport equation is solved along characteristics with
parameters of the current cell. Obviously, if the bordering cell’s cross sections, scattering
source, and/or external source are different, additional approximation is introduced by the
face-parallel and perpendicular schemes. Lastly, the diagonal interpolation plane requires
only 2 characteristic evaluations (the others require 3), which include costly exponential
evaluations.

6.4.2 Representing the Scalar Flux within a Cell

At this point, it is convenient to introduce barycentric coordinates, 7* = v — r;. Then, the
scalar flux within cell 7 may be represented as the linear function

wilz*y*, z") =ax*+by* +cz* +d. (6.32)
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The source within a cell is then given by Eq. (6.33) as

1
4—<Qi+05,i(a£8*—l—by*—l-cz*—l—d)), (6.33)
T

Qi($*>y*72*) =

The goal then, is to determine coefficients a, b, ¢, and d from face-average and cell-average
scalar fluxes in the cell, defined by the LOQD solution. In 3D with hexahedrons (2D with
quadrilaterals), we have 4 (3) degrees of freedom in the coefficients, but 6 (4) face-average
scalar fluxes and 1 cell-average scalar flux. Because the number of scalar fluxes outnum-
ber the degrees of freedom, we cannot generate an exact fit, and must instead determine

wi(z*,y*, 2*) by minimizing residuals in some sense.

Linear Source via Least-Squares for Arbitrary Quadrilaterals in 2D

Consider the 2D case, where ¢ = 0. We determine a and b based on a least-squares approx-
imation to the 4 face-average values. We then choose d such that the cell-average flux is
given by integrating the surface over the cell. We solve the rectangular system in Eq. (6.34)
to determine a and b and determine ¢ by Eq. (6.35).

Tp Yp Gi
vi v | (o) _ | o .
SN .
rroYr biL

where 7% is the centroid of face w on cell 7, in barycentric coordinates. With quadrilaterals
in 2D, we have four faces, denoted bottom (w = B), right (w = R), top (w = T'), and left
(w = L). Then we calculate d from

1
d:gbi——// axr™ +by™ drdy (6.35)
Vi llv,

6.4.3 Characteristics Solution

Now, assuming that the angular domain has been discretized into N, discrete ordinates,
{Qn, |m —1,...,N,,}. The angular flux a distance s along characteristic direction (,,, in cell
1, is given by the method of characteristics as:

P(s) = h(0)e 7% + / Qi(s))e o= . (6.36)

In order to calculate each 1)y ,, we do the following for each vert £ in each direction m.
For simplicity, m and k subscripts are suppressed so () is the direction of travel, 1) is the
unknown angular flux, and 7 is the location of the unknown angular flux.

1. Get the cell 4 when we travel in the —() direction and the distance Sp to intersection
with the interpolation plane. (The location of intersection is 7 = ¥ — €2 s¢.)

2. Determine the set of support verts {k,|n =1, ..., Nipterp} in cell @ which correspond to
incoming angular fluxes 1,,(0) for this direction.
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3. Generate the source within cell i, Q;(z*,y*, 2*). (The linear source Q;(s), that depends
only on the characteristic distance s, may be constructed by evaluating (); at any two
points along the characteristic.)

4. Calculate the distance from each support vert to the interpolation plane, s,,.

5. Use Eq. (6.36) to project each incoming vert k, to the interpolation plane:
nlsn) = a0 [T Qe
0

6. Now that we have Nj,erp values of the angular flux all on the same plane (line in 2D)
we may easily interpolate the angular flux to the point 79, 1(0).

7. With the angular flux at 7y, we may simply apply Eq. (6.36) again over the distance
so to determine our unknown angular flux:

50
w — wO(SO) — wo(o)e—cﬁs,iso + / Qi(sl)e—at,i(so—s )dS/,
0

6.5 Numerical Results

To demonstrate the performance of the developed method, we solve two test problems with
homogeneous and two-region domains. The results of computations on two-level AMR or-
thogonal and non-orthogonal grids are compared with those on regular rectangular (single-
level) grids. The results on a set of sequentially refined grids are used to estimate numerically
by means of Aitken process [51] the order of spatial convergence of the method on orthogonal
grids .

6.5.1 Test 1

Description

1 1

The domain is a becm by 3cm rectangle, with 0, = lem™ and o, = 0.5cm™". There are
vacuum BC on all sides. The external source in the left half of the domain is ¢ = 0.5, in the
right half of the domain is ¢ = 0. The scalar flux convergence criteria is ¢ = le — 8.

Discretization Methods
We use the short characteristics with diagonal interpolation plane and min/max monotoniza-
tion and all three methods for discretization of the LOQD equations.

Meshes

We use the following structured meshes: structured orthogonal (so) and structured perturbed
(sp). We use the following unstructured meshes with left-side and right-side refinement,
respectively: unstructured orthogonal (uoL and uoR), unstructured perturbed (upL and
upR). (See Fig. 6.6.) Random perturbations of 20% are used to create the perturbed
meshes.
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(a) structured orthogonal (so) (b) unstructured orthogonal with left re-
finement (uoL)

(¢) unstructured orthogonal with right re- (d) structured perturbed (sp)
finement (uoR)

(e) unstructured perturbed with left refine- (f) unstructured perturbed with right re-
ment (upL) finement (upR)

Figure 6.6: Meshes for Test 1(cells colored with scalar flux)
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Observables

We look at the scalar flux along the interface of the left and right sides (¢(x = 2.5¢m, y)),
shown in Fig. 6.7, 6.8, and 6.9, for GKK, AK and JM methods, respectively. We show only
reasonably coarse so and sp meshes, as increasing refinement leads to crowded graphs and
the effect of the perturbations are more difficult to see. However, the relative quality of each
FV variant remains the same as in the coarse meshes. For each of the three methods, we
also calculate numerical convergence orders for the left-side scalar flux (Eq. 6.37), right-side
scalar flux (Eq. 6.38), and average exiting current at the top right corner (Eq. 6.39) on so,
sp, uoL, uoR, upL, and upR meshes.

Gropt = / da / dyé(z, y) (6.37)
75 0.0 0.0

5.0
Gright = 75/ d:v/o dyo(z,y) (6.38)
1

Jur = 10 (/25 J(x,3.0)dx + /1.5 J(5.0,y)dy) (6.39)

Discussion of the Results

The GGK method behaves very well on the traditional so mesh, exhibiting strong second
order convergence. The uoL and uoR meshes also exhibit second order convergence of
the scalar flux, except for ¢, on the uoR mesh where there is first order convergence.
Current convergence is somewhat reduced (to about 1.5), probably because of the interface
conditions imposed and the decent coupling between the left and right sides (os = 0.5.) The
perturbed meshes exhibit erratic convergence, especially the structured (sp) mesh, which
had differences between successive iterations that changed signs, thus the Aitken process
exploded.

The AK method also behaves very well on the traditional so mesh, exhibiting strong
second order convergence. The uoLi and uoR meshes also exhibit second order convergence
of the scalar flux and better convergence of the current than the GGK method. However,
convergence on perturbed meshes is highly erratic, with large differences exhibited between
orders on structured (sp) and unstructured (upL,upR) meshes.

The JM method also behaves very well on the traditional so mesh, exhibiting strong sec-
ond order convergence. On other meshes, this discretization leads to scalar flux convergence
orders of approximately 2 and current convergence orders of approximately 1.5. Overall, this
discretization appears most robust and will be used in the remaining tests.
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Figure 6.8: Test 1: Face-average Scalar Flux ¢(x = 2.5¢m, y) for the AK Method
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Table 6.1: Test 1: Results for the GGK Method

Mesh

Jur

‘ ¢left ‘ ¢7"ight ‘

s0-002by002

2.237E-02

9.905 | 0.593

s0-004by004

2.705E-02

8.909 | 0.893

s0-008by008

2.998E-02

8.413 | 1.100

s0-016by016

3.141E-02

8.266 | 1.173

s0-032by032

3.194E-02

8.231 | 1.192

s0-064by064

3.209E-02

8.224 | 1.195

sp-002by002

2.237E-02

9.905 | 0.593

sp-004by004

2.787E-02

8.887 | 0.904

sp-008by008

3.077TE-02

8.382 | 1.110

sp-016by016

3.283E-02

8.184 | 1.210

sp-032by032

3.410E-02

8.129 | 1.242

sp-064by064

3.408E-02

8.105 | 1.255

uol-004and002

2.275E-02

9.105 | 0.713

uoL-008and004

2.850E-02

8.515 | 0.996

uoL-016and008

3.071E-02

8.304 | 1.135

uol-032and016

3.167E-02

8.242 | 1.181

uol-064and032

3.201E-02

8.226 | 1.193

uoR-002and004

2.610E-02

9.751 | 0.736

uoR-004and008

2.829E-02

8.826 | 0.984

uoR-008and016

3.044E-02

8.376 | 1.139

uoR-016and032

3.155E-02

8.254 | 1.185

uoR-032and064

3.197E-02

8.228 | 1.194

upL-004and002

2.275E-02

9.105 | 0.713

upL-008and004

2.926E-02

8.488 | 1.016

upL-016and008

3.138E-02

8.283 | 1.145

upL-032and016

3.275E-02

8.201 | 1.205

upL-064and032

3.356E-02

8.171 | 1.228

upR-002and004

2.610E-02

9.751 | 0.736

upR-004and008

2.888E-02

8.820 | 0.981

upR-008and016

3.086E-02

8.352 | 1.144

upR-016and032

3.229E-02

8.191 | 1.209

upR-032and064

3.304E-02

8.156 | 1.222
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Table 6.2: Test 1: Results for the AK Method

| Mesh | Jur | bepr | Prignt |
s0-002by002 1.436E-02 | 10.097 | 0.612
s0-004by004 1.884E-02 | 9.118 | 0.903
s0-008by008 | 2.198E-02 | 8.564 | 1.124
s0-016by016 | 2.349E-02 | 8.396 | 1.205
s0-032by032 | 2.398E-02 | 8.356 | 1.227
s0-064by064 2.409E-02 | 8.347 | 1.231
sp-002by002 | 1.436E-02 | 10.097 | 0.612
sp-004by004 | 1.804E-02 | 9.132 | 0.892
sp-008by008 | 2.258E-02 | 8.531 | 1.134
sp-016by016 | 2.545E-02 | 8.290 | 1.259
sp-032by032 | 2.660E-02 | 8.249 | 1.291
sp-064by064 | 2.682E-02 | 8.223 | 1.314
uol.-004and002 | 1.474E-02 | 9.374 | 0.640
uoL-008and004 | 2.058E-02 | 8.692 | 0.986
uol-016and008 | 2.282E-02 | 8.442 | 1.155
uol-032and016 | 2.378E-02 | 8.369 | 1.213
uol.-064and032 | 2.405E-02 | 8.350 | 1.228
uoR~002and004 | 1.873E-02 | 9.912 | 0.802
uoR-004and008 | 2.071E-02 | 9.011 | 1.018
uoR~008and016 | 2.274E-02 | 8.517 | 1.172
10R-016and032 | 2.368E-02 | 8.381 | 1.219
uoR~032and064 | 2.400E-02 | 8.353 | 1.230
uplL-004and002 | 1.474E-02 | 9.374 | 0.640
upL-008and004 | 1.992E-02 | 8.690 | 0.987
upL-016and008 | 2.340E-02 | 8.394 | 1.170
upl-032and016 | 2.572E-02 | 8.256 | 1.264
uplL-064and032 | 2.664E-02 | 8.232 | 1.289
upR-~002and004 | 1.873E-02 | 9.912 | 0.802
upR-004and008 | 1.953E-02 | 9.031 | 1.001
upR-008and016 | 2.310E-02 | 8.483 | 1.184
upR-016and032 | 2.549E-02 | 8.278 | 1.273
upR-032and064 | 2.657E-02 | 8.250 | 1.293
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Table 6.3: Test 1: Results for the JM Method

Mesh

Jur

‘ ¢left ‘ ¢7"ight ‘

s0-002by002

2.237E-02

9.905 | 0.593

s0-004by004

2.705E-02

8.909 | 0.893

s0-008by008

2.998E-02

8.413 | 1.100

s0-016by016

3.141E-02

8.266 | 1.173

s0-032by032

3.194E-02

8.231 | 1.192

s0-064by064

3.209E-02

8.224 | 1.195

sp-002by002

2.237E-02

9.905 | 0.593

sp-004by004

2.574E-02

8.912 | 0.914

sp-008by008

2.872E-02

8.447 | 1.076

sp-016by016

3.124E-02

8.284 | 1.157

sp-032by032

3.205E-02

8.233 | 1.186

sp-064by064

3.216E-02

8.223 | 1.194

uol-004and002

2.275E-02

9.105 | 0.713

uoL-008and004

2.850E-02

8.515 | 0.996

uoL-016and008

3.071E-02

8.304 | 1.135

uol-032and016

3.167E-02

8.242 | 1.181

uol-064and032

3.201E-02

8.226 | 1.193

uoR-002and004

2.610E-02

9.751 | 0.736

uoR-004and008

2.829E-02

8.826 | 0.984

uoR-008and016

3.044E-02

8.376 | 1.139

uoR-016and032

3.155E-02

8.254 | 1.185

uoR-032and064

3.197E-02

8.228 | 1.194

upL-004and002

2.275E-02

9.105 | 0.713

upL-008and004

2.733E-02

8.512 | 1.022

upL-016and008

2.959E-02

8.326 | 1.118

upL-032and016

3.156E-02

8.254 | 1.169

upL-064and032

3.203E-02

8.229 | 1.188

upR-002and004

2.610E-02

9.751 | 0.736

upR-004and008

2.807E-02

8.833 | 0.986

upR-008and016

3.020E-02

8.395 | 1.126

upR-016and032

3.150E-02

8.264 | 1.178

upR-032and064

3.203E-02

8.228 | 1.192
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Table 6.4: Test 1: Convergence Orders for the GGK Method

| Mesh | Jug | duest | drignt |
SO 1.9 | 2.3 2.3
sp * 1.2 1.3
uwoL | 1.5 | 1.9 2.0
uoR | 1.4 | 2.2 1.3
upL | 0.8 | 1.5 1.3
upR | 0.9 | 2.2 2.3

x Aitken process failed

Table 6.5: Test 1: Convergence Orders for the AK Method

| Mesh | Jug | duest | drignt |
SO 2.1 | 23 2.2
sp 24 1 0.7 0.5
uoL | 1.8 | 2.0 1.9
uoR | 1.6 | 2.2 2.2
wpL | 1.3 | 2.6 | 1.9
wpR | 1.2 | 2.8 | 2.2

Table 6.6: Test 1: Convergence Orders for the JM Method

| Mesh | Jug | duest | drignt |
SO 1.9 | 2.3 2.3
sp 2.8 | 1.9 1.9
uolb | 1.5 | 2.0 2.0
uwR | 1.4 | 2.3 2.3
upL | 2.0 | 1.4 1.4
upR | 1.3 | 1.8 1.8
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6.5.2 Test 2

Description

1 1

The domain is a 0.1cm by 0.1lcm square, with o, = lem™ and oy = 0.5cm™". There are
reflective BC on the top and bottom, vacuum BC on the left and right. The external source
everywhere is ¢ = 1. The scalar flux convergence criteria is € = le — 8. The fine spatial mesh
is used in order to be able to more easily study asymptotic convergence.

Meshes

We use the following structured meshes: structured orthogonal (so), structured rotated (sr),
and structured perturbed (sp). We use the following unstructured meshes with left-side
refinement only: unstructured orthogonal (uoL), unstructured rotated (urL), unstructured
perturbed (upL). (See Fig. 6.6 for mesh pictures.) Random perturbations of 30% are used
to create the perturbed meshes. Rotations of verts about the center produce perturbations
on the order of 15%. The random perturbation is extremely close to the maximum random
perturbation allowed of 31.4% on quadrilateral meshes to prevent possibly having non-convex
quadrilaterals, thus creating an invalid mesh. The rotation is close to the maximum rotation
allowed which results in verts near the corners crossing over the domain boundary into the
mesh exterior, thus again creating an invalid mesh.

Discretization Methods

We use the short characteristics method with diagonal interpolation plane and min/max
monotonization and the JM method for discretization of the LOQD equations.

Observables

The global quantities of interest are the left-side and right-side average scalar flux, and the
exiting current out of the right side, shown in Fig. 6.10, 6.11, and 6.12, respectively. The
relative difference in these quantities with respect to the finest orthogonal mesh is shown in
Fig. 6.13, 6.14, and 6.15, respectively.

Discussion of Results

All global quantities converge to the same value with increasing refinement, regardless of
the mesh. The sudden drop off in relative differences of the sp mesh in Fig. 6.13, 6.14,
and 6.15 is explained by the fact that at the finest level of refinement, the sp mesh has the
same number of cells and so may be roughly considered as at the same approximate level
of refinement as the so mesh (with which we calculate relative differences). So for this data
point, we are really just looking at the “noise” introduced by the perturbed mesh versus an
orthogonal mesh.

Unstructured meshes uoL, urL, and upL exhibit different convergence behavior than
their structured counterparts, however in this case, the convergence orders are very similar—
there appears to just be a small difference in the coefficient of convergence, i.e. it is smaller
(better) for the structured meshes.
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Figure 6.10: Test 2: Left-Side-Average Scalar Flux

Although global quantities on orthogonal and perturbed meshes converge to the same
value, the convergence orders are similar to Test 1, despite a much smaller domain, and
therefore less optically thick cells, conditions that we expected would lead to asymptotic
convergence.
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Figure 6.11: Test 2: Right-Side-Average Scalar Flux
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6.5.3 Test 3

Description

1 1

The domain is a becm by 3cm rectangle, with 0, = lem™ and o, = 0.5cm™". There are
vacuum BC on all sides except left where the incident flux is 1) = 0.5. The external source
everywhere is ¢ = 0. The scalar flux convergence criteria is € = le — 8 [52].

Meshes

We use the following structured meshes: structured orthogonal (so) and structured perturbed
(sp) meshes (see Fig. 6.6) on a fine mesh of 64 x 64 cells.

Discretization Methods

We use the short characteristics method with diagonal interpolation plane and min/max
monotonization and the JM method for discretization of the LOQD equations.

Observables

We have shown in previous tests that the unstructured meshes exhibit similar convergence
to structured meshes, with the use of our special interface conditions. In this test we look
at the behavior of different levels of random perturbations on the exiting flow out of the
upper-right corner of the domain, shown in Fig. 6.16. The relative difference in the exiting
flow on perturbed meshes versus the orthogonal mesh is shown in Fig. 6.17.

Discussion of Results

The exiting flow is relatively invariant with respect to perturbation as seen in Fig. 6.16, where
the flow profiles overlap considerably. The small abrupt jump in flow at a distance of 2.5cm
along the boundary from the top of the domain (x = 2.5¢m, y = 3c¢m) is due the presence of
a corner. Overall, the difference in flow between perturbed and orthogonal is excellent (see
Fig. 6.17), exhibiting only a 1% difference from orthogonal for a 30% perturbation of verts.
Also, for small perturbations, the “noise” introduced seems to have a strong pattern, while
for larger perturbations, the effect seems more random.
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6.6 The Transport Algorithms PACKage

In order to solve transport problems on arbitrary meshes we have created a code package,
TAPACK. With TAPACK, we take a modular approach to programming, with the goals of
producing code with the following attributes:

e “toolbox-style” routines targeted at performing specific tasks, while hiding most of the
complexities from the user,

e expandable code, i.e. the code structure outlays a general sequence of processes and
then within each process, specific routines are called (based on user input and/or
internal logic) to carry out that process—thus new specific routines may be added
easily,

e extendable in terms of number of dimensions considered and number of processors,
made in order to provide the most general framework,

e visualization-ready.

We will discuss each of these aspects of TAPACK briefly.
To date, we have implemented the following capabilities into our transport code (TAPACK):

1. versatile unstructured mesh generation,
2. a short characteristics transport solver for arbitrary quadrilateral meshes in 2D,

3. three different finite volume discretizations of the LOQD equations on arbitrary quadri-
lateral meshes in 2D, and

4. solution of resulting QD linear system with iterative methods (BiCGstab with Incom-
plete LU preconditioning is current best technique).

6.6.1 Arbitrary 3D Mesh Representation

We represent an arbitrary 3D mesh implicitly as a set of verts {ry|k =1, ..., N} and the
following relational elements: edges, faces, and cells.

1. Cells (volumes) are at the top of the hierarchy and composed of faces.
2. Faces (surfaces) are next, composed of edges.

3. Edges (lines) are composed of verts (points).

From this implicit representation, explicit representations of elements may be calculated
as needed. For example, planar face coefficients a, b, ¢, and d from the equation for a plane
0 = ax + by + ¢z + d may be calculated from the edges (or verts) which create a face. Our
methods for solving the LOQD equations require face area vectors and cell volumes, so as
part of a setup phase, we get explicit representations of cells and faces, determine face area
vectors and cell volumes, then discard the explicit representations.
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Figure 6.18: A 2D Mesh

6.6.2 Representing 2D (and 1D) Meshes

Obviously, the same complexity is not required for 2D (and 1D) arbitrary meshes as in 3D,
so we may logically down-select the elements we consider in two ways: bottom-up selection
(Table 6.7) and top-down selection (Table 6.8). Verts are not shown in the tables because
they are a fundamental component of any mesh.

Both selections have advantages and disadvantages. Namely, the bottom-up selection
has “geometric consistency”, while the top-down selection has “solution referencing consis-
tency”. We choose the top-down selection, the conventional approach within the transport
community.

Bottom-up Selection

The bottom-up selection has geometric consistency in that an edge is always 1D, a face
always 2D, a cell always 3D. This leads to more straightforward coding of computational
geometry algorithms for the mesh.

Top-down Selection

4

The top-down selection’s “solution referencing consistency” has merits which arise from
typical applications, i.e. approximations of solutions of PDEs with discretization methods
which determine average quantities over faces and cells. With the top-down selection, a
cell-average quantity from a 1D simulation is identical to a cell-average quantity from a 2D
simulation with +y or -2 symmetry. A face-average quantity is consistent among 2D and
3D with 4+2 symmetry.

It may be easier to understand the referencing problems that arise by considering what
happens with the bottom-up selection. So by counter-example, consider a problem on a

83



Table 6.7: Bottom-Up Selection of Elements

dimensions | edges | faces | cells
1 v
2 v v
3 v v v

Table 6.8: Top-Down Selection of Elements

dimensions | edges | faces | cells
1 v
2 v v
3 v v v

2D mesh and another one on a 3D mesh with £z symmetry. The two problems are of
course equivalent, but using the bottom-up selection of the 2D mesh, a confusing situation
results: a) the face-average scalar flux of the 3D mesh is equivalent to the edge-average
scalar flux of the 2D mesh and b) even more confusingly, the cell-average scalar flux of the
3D mesh is equivalent to the face-average scalar flux of the 2D mesh. Often, symmetry is
used to benchmark 3D methods against 2D results and 2D methods against 1D results—this
is probably one of the reasons the top-down selection is the convention.

6.6.3 Toolbox-Style

In the development of TAPACK, we have found it advantageous to create various toolboxes in
order to partition the operations that must be performed and create reusable software for
future endeavors. Up to date, we have created an sequential input/output toolbox (SIO),
a meshing toolbox (Mesh), a method of short characteristics toolbox (MoCShort), and a 2D
visualization toolbox (xyDraw). These packages are integrated into TAPACK but are reusable
on their own for sequential input/output; creating, querying, and modifying meshes (struc-
tured and unstructured); setting up and solving the transport equation with the method
of short characteristics; and visualizing lines, polygons, and vectors in 2D using OpenGL;
respectively.

6.6.4 Expandable

The structure of TAPACK is shown in Figure 6.19. This project implements short character-
istics as the high-order solver and quasidiffusion as the low-order solver. To integrate addi-
tional solvers into TAPACK, we need to add a single line to each of the following: SolverHO,
SolverL0, Setup, and Wrapup. Then a single additional input command should be defined
(using the SIO toolbox) that sets parameters of the new routine (options, tolerances, etc.)
Also additional outputs may be defined for these new routines using the SI0 package, al-
though the basic set of outputs for all transport calculations (angular flux and moments)

84



Input ‘

{

e ]

,

’ TnputEcho ‘

,

»  SolverT.0

»  SolverHO

v

1

REFINE ‘

’ Output ‘

W rapup ‘

Figure 6.19: The framework of TAPACK.

may suffice.

6.6.5 Extendable

Currently, TAPACK is strictly a 2D code. However, the extension into 3D requires relatively
few modifications to the code. All geometric considerations are relegated to the Setup stage
and within that to calls to the meshing toolbox (Mesh). The meshing toolbox calls upon a
library of 2D geometry routines. To extend the short characteristics transport from 2D to
3D would be fairly simple and involve only the task of creating 3D geometry routines (e.g.
3D ray-surface intersections, point-in-polyhedron checks, etc.) and modifying the meshing
toolbox (Mesh).

Currently, TAPACK is strictly a serial code. However, it can be modified to perform
parallel computations. In order to facilitate parallel computations with TAPACK we restrict
the majority of runtime data to be contained in arrays. By doing this way we have a
transparent (and portable) data structure on which to perform computations.

6.6.6 Visualization-Ready

We have found that visualization is especially useful when solving problems on unstructured
meshes. A visual inspection of the mesh can immediately illuminate problems with the grid
definition that would be difficult to find in tables of output data on the grid characteris-
tics. We chose to use new Fortran bindings for the OpenGL API available through NIST.
OpenGL is the industry standard in the world of 3D graphics, thus it is a portable graphics
solution for the simple 2D unstructured mesh visualization, as well as easily extended into
3D unstructured mesh visualization, when TAPACK has 3D capability.
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Figure 6.21: Face and Cell Information needed for Low Order Solve (Quasidiffusion)

Fig. 6.20 and 6.21 show example visualizations of a small, perturbed 2D mesh. Fig. 6.20
displays vert and cell numbers, while 6.21 displays face and cell numbers. These types of
displays are useful in debugging newly implemented features as the identification numbers
of verts, faces, and cells local to a particular area in an unstructured mesh are not usually
related in any meaningful way—although, with that said, a reordering has been applied in
Fig. 6.21 such that the faces belonging to a cell have sequential numbering.

6.7 Conclusions

We have developed a method for solving transport problems on unstructured meshes based
on the QD method. To discretize the low-order QD equations, we apply local discretization
to the equations in each cell. Then we couple cells at interfaces through strong continuity
conditions for face-average normal currents and weak continuity conditions for face-average
scalar fluxes. We have developed the following parts of the methodology:
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. new discretization method for the LOQD equations on arbitrary quadrilateral cells,

. interface conditions for unstructured orthogonal or adaptive mesh refinement (AMR)
meshes,

. a sweeping order algorithm for arbitrary quadrilateral meshes,

. method of short characteristics with local within cell interpolation along diagonal of a
cell and linear approximation of the scattering source term, and

. preconditioning and unknown reordering strategies for iteratively solving the the LOQD
matrix system via BiCGstab.
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