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Abstract

Solid-Oxide Fuel Cell (SOFC) stacks respond quickly to changes in load and exhibit high part- and full-
load efficiencies due to its rapid electrochemistry. However, this is not true for the thermal, mechanical, and
chemical balance-of-plant subsystem (BOPS), where load-following time constants are, typically, several
orders of magnitude higher. This dichotomy diminishes the reliability and performance of the electrode with
increasing demand of load. Because these unwanted phenomena are not well understood, the
manufacturers of SOFC use conservative schemes (such as, delayed load-following to compensate for
slow BOPS response or expensive inductor filtering) to control stack responses to load variations. This
limits the applicability of SOFC systems for load-varying stationary and transportation applications from a
cost standpoint. Thus, a need exists for the synthesis of component- and system-level models of SOFC
power-conditioning systems and the development of methodologies for investigating the system-interaction
issues (which reduce the lifetime and efficiency of a SOFC) and optimizing the responses of each
subsystem, leading to optimal designs of power-conditioning electronics and optimal control strategies,
which mitigate the electrical-feedback effects. Equally important are “multiresolution” finite-element
modeling and simulation studies, which can predict the impact of changes in system-level variables (e.g.,
current ripple and load-transients) on the local current densities, voltages, and temperature (these
parameters are very difficult or cumbersome, if not impossible to obtain) within a SOFC cell. Towards that
end, for phase | of this project, sponsored by the U.S. DOE (NETL), we investigate the interactions among
fuel cell, power-conditioning system, and application loads and their effects on SOFC reliability (durability)
and performance.

A number of methodologies have been used in Phase | to develop the steady-state and transient
nonlinear models of the SOFC stack subsystem (SOFCSS), the power-electronics subsystem (PES), and
the BOPS. Such an approach leads to robust and comprehensive electrical, electrochemical,
thermodynamic, kinetic, chemical, and geometric models of the SOFSS, PES and application loads, and
BOPS. A comprehensive methodology to resolve interactions among SOFCSS, PES and application loads
and to investigate the impacts of the fast- and slow-scale dynamics of the power-conditioning system (PCS)
on the SOFCSS has been developed by this team. Parametric studies on SOFCSS have been performed
and the effects of current ripple and load transients on SOFC material properties are investigated. These
results are used to gain insights into the long-term performance and reliability of the SOFCSS. Based on
this analysis, a novel, efficient, and reliable PES for SOFC has been developed. Impacts of SOFC PCS
control techniques on the transient responses, flow parameters, and current densities have also been
studied and a novel nonlinear hybrid controller for single/parallel DC-DC converter has been developed.
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1. INTRODUCTION

Renewable energy sources (such as fuel cell) are expected to provide 15% of the world energy
demand in the near future (International Energy Agency Report, Ellis et al. 2001, Raissi 1997). Solid-oxide
fuel cells (SOFCs) are expected to play a significant role in helping to meet the demands of power quality
and reliability of distributed power generation. SOFCs have already demonstrated high quality of power
output and are potentially simpler and more reliable than conventional power-generation utility technology.
However, certain challenges remain before SOFCs can be applied to real-world applications. These
challenges include the issues of reliability and lifetime of the SOFC stacks. For SOFCs to be used
commercially, it is essential that SOFC technology be demonstrated to achieve long life (> 40000 hours for
stationary applications and > 5000 hours for transportation applications).

Development of high-performance and durable solid-oxide fuel cells (SOFCs) and a SOFC power-
generating system requires knowledge of the feedback effects from the power-conditioning electronics and
from application-electrical-power circuits that may pass through or excite the power-electronics sub-system
(PES)L. It is thus important to develop analytical models and methodologies to investigate the effects of the
feedback from the PES and the application loads on the reliability and performance of SOFC systems for
stationary and mobile applications. The behavior of a PES has a direct impact on the stack performance
and the lifetime of the SOFC? (Gemmen, 2001; Hartvigsen, 2002; Mazumder et al., 2003, Acharya et al.,
2003). For example, a dc-dc converter will impose its own time-varying load on the fuel cell, apart from that
due to variations in the application loads and other effects from dc-ac and dc-dc converters. If the peak-
current levels from these loads are high, it can lead to a low-reactant condition within the SOFC. As such,
there is a need for analytical models and methodologies, which can be incorporated into a system tool to
investigate the issues of safe load-fluctuation and effective load-following, and explore how to manage
each of SOFC sub-system’s response optimally3. Furthermore, such an analytical tool could also help
determine how much current and voltage ripples a SOFC can acceptably withstand, how does the slow-
(line) and fast-(switching) scale ripple (Mazumder et al., 2001a) affect the performance and operating life of
the SOFC stack, and how should the power electronics be designed and operated to mitigate these
problems. Filters are typically specified to reduce ripple current to "perceived" low risk levels.
Understanding of the electrical impact of the PES on SOFCs allows the design of more cost-effective and
reliable power electronics for SOFC based system. Equally important is the understanding of the impact of
SOFC output voltage variations on PES network transients and stability for fixed and dynamic/perturbing
application load (Mazumder et al., 2001a-d). Padulles et al. (2000) have shown that, if the output voltage of
a SOFC stack drops beyond a certain point, the PES loses synchronism with the output electrical network
and hence, the whole power plant needs to be disconnected.

Thus, there is a need to develop analytical tools and investigative methodologies to address the
issues outlined earlier, and design and development of cost-effective, reliable, and optimal PESs. However,

1 SOFC power-generating systems may provide direct or alternating current (ac or dc) to satisfy application specific power needs.
The current, voltage, and power quality are controlled by electronic power conditioning systems. Generally, voltage regulators,
dc-dc converters, and chopper circuits are used to control and adjust the fuel cell dc output voltage to a useful value. Inverters
are used to convert this dc voltage to a useful ac voltage for stationary applications.

2 NETL guidelines specify SOFC operating lifetime as >40,000 hours for stationary applications and >5000 hours for mobile
applications.

3 For example, by matching the optimal power-electronics sub-system to a particular SOFC system and application, such a
system tool provides a designer with sufficient knowledge of both system and sub-system topologies. Additionally, sub-system
and component response times are known to enable her or him to make the most judicious, as opposed to the most conservative
choice of components.
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any such attempt to resolve the electrical impacts of PES on SOFC would be incomplete unless one utilizes
a comprehensive analysis, which takes into account the interactions of SOFC, PES, balance-of-plant sub-
system (BOPS), and application loads as a whole. SOFC stacks respond quickly to changes in load,
because of rapid electrochemistry. This is not true, however, for the thermal, mechanical, and chemical
BOPS components and particularly for the fuel-processing sub-system, where load-following time constants
are typically several orders of magnitude higher. Differences in response times between the
electrochemical/electrical and thermal/mechanical/chemical sub-systems of the overall SOFC system can
lead to undesirable effects, given significant variations in load.

SOFC manufacturers, traditionally model the PES as constant impedance, while manufacturers of
PES, model the SOFC as stiff voltage sources for their analysis. Both these approaches yield inaccurate
results. To overcome the lack of comprehensive analytical tools to model SOFC based systems,
manufacturers of SOFC (utility) PES have so far implemented conservative (and expensive) schemes for
managing stack response to application load variations (i.e., controls tactics for delayed load-following to
allow for balance-of-plant response, expensive inductor filtering, etc.). SOFC systems are thus less
practical from an applications and cost standpoint. Therefore, to comprehensively analyze these multiple-
scale effects?, analytical models are needed to perform system and component engineering studies to
evaluate how an entire integrated fuel cell system works, to optimize designs, and to determine the best
design approach to achieve the highest performance at least-cost. Finally, accurate dynamic modeling is
critical to employing well thought-out and optimized control schemes, which respond reliably to operating
conditions across an entire load profile and are applicable to a wide variety of SOFC stack and system
configurations. Recently, Gemmen et al. (2001) attempted to estimate the effects of electrical loads and
inverter ripple on the durability and performance of PEM fuel cells using a simple first order model for the
PES. A preliminary understanding of the effect of inverter loads on conditions near the electrolyte surface
was achieved. Our study resolves these issues using comprehensive and reduced-order models of the
SOFC power system.

4 One of the biggest problems to the comprehensive simulation is the issue of multiple-time scales associated with the vastly
different response times of SOFC and BOPS dynamics as compared to that of the PES. While the PES time scale is in
microsecond, the response times of SOFC and BOPS is in seconds (if not in minutes); the minimum ratio is a staggering million!
For the first time, in phase |, we have addressed this issue using a hybrid approach.
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2. EXECUTIVE SUMMARY

Development of high-performance and durable solid-oxide fuel cells (SOFCs) and a SOFC power-
generating system requires knowledge of the feedback effects from the power-conditioning electronics and
from application-electrical-power circuits that may pass through or excite the power-electronics subsystem
(PES). It is, thus, important to develop analytical models and methodologies, which can be used to
investigate the effects of the feedbacks from the PES and the application loads on the reliability and
performance of SOFC systems for stationary and mobile applications. However, any such attempt to
resolve the electrical impacts of the PES on the SOFC would be incomplete unless one utilizes a
comprehensive analysis, which takes into account the interactions of SOFC, PES, balance-of-plant system
(BOPS), and application loads as a whole. SOFC stacks respond quickly to changes in load and exhibit
high part- and full-load efficiencies due to its rapid electrochemistry, which is not true for the thermal,
mechanical, and chemical BOPS, where load-following time constants are, typically, several orders of
magnitude higher. This dichotomy affects the lifetime and durability of the SOFC stacks and limits the
applicability of SOFC systems for load-varying stationary and transportation applications.

To investigate the above-mentioned issues of reliability and performance, we investigate the interaction
between fuel cell, power conditioning system and application loads and its effect on SOFC reliability and
performance. Nonlinear, component- and system-level, steady-state and transient electrical,
electrochemical, thermodynamic, kinetic, chemical, and geometric models of the SOFC stack subsystem
(SOFCSS), the power-electronics system (PES), and the BOPS have been developed and validated. First,
a transient SOFC model has been successfully developed for characterizing the performance (quantitative)
and reliability (qualitative thus far) response of a multi-kW SOFC power module subject to electrical stimuli
(i.e., load-following and load fluctuation). The specific design studied during this proof-of-concept has
actually been reduced to practice and field tested extensively. Secondly, dynamical nonlinear models of
three commonly used PESs have been implemented using an advanced PES simulation platform and the
results were validated using previously published results. These topologies have different current ripple
characteristics and hence allow a detailed analysis of the effect of PES on the SOFC reliability and
performance. Finally, a mathematical model of the BOPS consisting of a set of equations that describe the
mass and associated energy flows in each of the lines of the sub-systems is developed based on the
chemical reactions inside each reactor and on the laws of conservation of mass and energy for each
component in the sub-system.

A number of methodologies have been used to investigate the system-interaction issues (which reduce
the lifetime and efficiency of a SOFC) and optimizing the responses of each sub-system. A comprehensive
system-level model, using a multi-software simulation platform, has been developed. To overcome the
computational difficulties with such a model, a novel hybrid two-step algorithm has been developed for
parametric analysis and to study the effects of current ripple and load transients on SOFC material
properties investigated. These results are used to gain insight into the long-term performance and reliability
of the SOFCSS. “Multiresolution” finite-element modeling and simulation studies have been performed,
which can be used to predict the impact of changes in system-level variables (e.g., current ripple and load-
transients) on the local current densities, voltages, and temperatures (these parameters are very difficult or
cumbersome, if not impossible to obtain) within a SOFC cell. The team has established pilot dependencies
of stack response to load variations. Specific to load-following, pertinent time constants have been
established which are functions of stack geometry and flow-field characteristics. Investigations on the
effects of these time constants on the material properties of the SOFC stack have been initiated. Using
these results, SOFC system reliability and performance have been investigated over a domain of transient
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conditions, typical of stationary and mobile power applications for which SOFC based APUs are being
considered.

We investigate the effects of variations in the SOFC output voltage on the PES transients and stability
by using the hybrid-analysis methodology. Initially, we emulate the SOFC output voltage (by incorporating
the effect of the BOPS) as a current-dependent harmonic voltage source and then, using this source
conduct stability analyses. Because the PES is a nonlinear discontinuous system, conventional averaged
small-signal analysis is not sufficient and hence, nonlinear methodologies such as bifurcation algorithms
have been developed. Bifurcation analyses reveal when and why instability occurs and post-instability
dynamics. Advanced bifurcation algorithms have been used to predict the global dynamics, which is
important analyzing the effectiveness of control design, effects of parametric variations, and disturbance-
rejection capability of the SOFC PCS.

Based on these analyses, University of lllinois has developed a novel low-cost, zero-ripple, energy-
efficient, and high-power-density PES, which can meet SECA price target of $40/kW in volume production
and enhances the durability of a SOFC stack.. The proposed PES achieves® i) 98% efficiency for dc-dc
boost converter at 5 kW (full load), ii) over 94% (> 93%) efficiency at full load for single-phase (three-phase)
output, iii) elimination of the ripple current drawn from the SOFC stack without using any bulky input filter,
thereby significantly enhancing the life and energy efficiency of the SOFC stack iv) 50% reduction in
voltage stresses for the intermediate inverter, which leads to higher reliability, v) direct power conversion,
.e., does not require any intermediate energy-storage bulk capacitors, thereby increasing power density.
Thus, the proposed PES address several key SECA industry issues for power-conditioning electronics: i)
cost, ii) durability and reliability of SOFC stack, and iii) energy efficiency and power density. The novel PES
design has recently received a provisional patent from the University of lllinois.

Impact of SOFC PCS control techniques on the transient response, flow parameters and current
density has been studied. Poor transient response of the controller is shown to result in current-overshoot
during load-transients that may lead to electrically induced thermal effects in the SOFC stack due to high
fuel utilization. SOFC output voltage variations (due to change in load demand or due to low bandwidth of
BOPS) are also shown to act as a feedforward disturbance on the PES, which can destabilize the
electronic subsystem. To address these issues, a novel nonlinear hybrid controller for single/parallel dc-dc
boost converter has been developed. The concept can also be extended to the single/three phase dc-ac
converter stage.

Finally, fuel and air buffering, which are practical and efficient ways of reducing the time delay due to
the fuel processing sub-system, have been studied. In the same way electrical energy buffering to
compensate the PES imbalance due to load perturbations, especially during start-up, is investigated. This
ensures that the current ripple, load changes and difference in transient response between the electrical-
electrochemical components of the subsystems doesn't affect the performance of the SOFC PCS.

5 Based on preliminary-design calculations. Two additional design issues pertaining to the integration of output-filter-inductors
and transformer magnetics to reduce the PES size and cost and robust hybrid nonlinear control of the DC-DC and DC-AC
converters, will be two of our PES design focuses in Phase II.
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3. METHODOLOGIES, ISSUES AND RESULTS
3.1 MODELING

SOFC electrochemical and thermal-transport-phenomena and methodologies have been, and continue
to be, investigated by the team and are used to characterize the stack behavior under load-varying
conditions. The resulting algorithms and code can be integrated with power-electronics and system model
codes to simulate “real world” changes in current and voltage ripples, load following, start up/shut down,
etc. Fuel cell reliability and performance can then be tested over a domain of transient conditions typical of
the distributed generation and mobile power markets targeted within SECA. Ultimately, the goal is to
resolve design approaches that enable SOFCs to be tolerant to variations in load in a cost-effective and
efficient way. Towards this end, this project develops and integrates dynamic models of each of these sub-
systems (i.e. power-electronics, SOFC stack, and balance-of-plant) into a comprehensive analytical tool,
which can then be used through sensitivity parametric studies and/or dynamic optimization to create a
variety of control strategies for stationary and transportation applications.

Fuel cell power conditioning system (PCS) (as shown in Fig. 1) consists of three components: (a) fuel-
cell stack, (b) balance-of-plant system (BOPS), and (c) power-electronics system (PES). The chemical
reactions responsible for producing electricity take place in the fuel cell stack. The BOPS acts as a fuel
processor and converts hydrocarbon-based fuel to hydrogen. It is also responsible for maintaining the
temperature of the fuel/air supply and their flow rates. The PES is responsible for processing the SOFC
stack output to useful voltage/current levels. The sub-system modeling was divided among our team of
investigators, who have proven theoretical and practical expertise in the component- and system-level
modeling, interaction analysis, and optimization of these types of distributed and vehicular sub-systems and
systems, that is,

(a) SOFC Stack: Georgia Tech. and Ceramatec, Inc.

(b) Power Electronics: University of lllinois and Synopsys Inc.

(c) Balance of Plant: Virginia Tech.

(d) System Integration: University of lllinois, Synopsys Inc., Georgia Tech., and Virginia Tech.

The following sub-sections describe in detail the approach to model each of the sub-systems. Sub-
section 3.1.1 describes the model to characterize SOFC stack behavior under load-varying conditions. The
resulting algorithms and code were integrated with the PES model (described in section 3.1.2) to simulate
SOFC current and voltage dynamics. The BOPS model is then described in section 3.1.3. Section 3.1.4
goes on to describe the integration of the sub-system models using the comprehensive model developed
on a multi-simulation platform. Fuel cell reliability and performance is then analyzed over a domain of
transient conditions typical of stationary applications (discussed in section 3.2).
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Fig. 1: SOFC power conditioning system block diagram showing the fuel cell stack, the power electronic
circuit, and the balance of plant system.

3.1.1 SOFC Stack Sub-system (SOFCSS) Model

3.1.1.1 Establishment and Enhancement of a Validated SOFC Stack Model

The pilot effort's focus has been to realize a proof-of-concept systems integration that affords
maximum validation within the scope of the Phase | award. Available published results on tubular multi-k W
bundle row design were thus used as a “test bed” technology in order to leverage extensive demonstration
and field data and insights into the exercise.

3.1.1.1.1 Electrochemistry
The investigators have published a model of the current tubular SOFC (TSOFC) design (Haynes and
Wepfer, 2000). The model is based on fundamental electrochemistry (as opposed to curve fit correlations

and “black box” simplifications). The attempt to simulate the TSOFCs was an extension of the work of
Bessette (1994) and Kanamura et al. (1989). Specifically, all three models incorporate the “slice technique”.
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Fig. 2: Axial division of TSOFC.

The technique, illustrated in Fig. 2, divides the cell into a preset number of subdivisions (or slices).
Mass and energy balances for fuel oxidation are made on each slice in an axial march. Each slice has an
equilibrium voltage (i.e., Nernst potential), depending on constituent partial pressures at the slice:

1
B G R T2 o)

The equilibrium voltage represents the largest possible potential difference, from a thermodynamic
standpoint. The actual cell voltage is a common value among the slices and is dictated as an operating
parameter. It is less than the equilibrium potential due to electrochemical irreversibilities.

Fuel cells cause ions and valence electrons to complete a circuit; hence, current is produced. Any
finite rate process, however, also generates irreversibilities. In the case of fuel cells, these irreversibilities
manifest as polarizations or losses in potential difference. The three types of polarization are activation,
concentration and ohmic. Fuel-cell reactions require a certain “activation energy” in order for them to
occur. The activation energy, which depends on how ions are transferred and the rate at which they are
transferred, must be subtracted from the energy theoretically available (i.e., the Nernst potential).
Fortunately, the high operating temperature of present TSOFCs promotes fast reaction kinetics, and
activation polarization may be considered small (Minh and Takahashi, 1995), (Maskalick, 1989)¢. Reactants
are transported from their respective (i.e., fuel and air) streams to the fuel cell; thus, mass transfer
irreversibility, or concentration polarization, occurs. Bagotsky (1993) gives the following relation for
quantifying concentration polarization.

T i
AVpolarizamn,oonc szi *Zln{u'eectans[l_.*]w} (2)
nF I
The most significant loss is that due to ohmic resistance to current flow:
AVpolarization,ohmic = IReff (3)

6 As the ratio of charge transfer to ohmic resistances (i.e., effectively a Wagner number (Prentice, 1991)) lower with design
advancement, activation polarization can be characterized either via the Butler-Volmer relations or simplifications thereof (i.e.,
“ohmic” activation resistances or Tafel relations).
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The effective resistance of the TSOFC was developed from consideration of the "transmission line"
model (Nisancioglu, 1989). The following electrochemical governing equation thus resulted:

AV polarization,total — E slice _Voperate (4)

The first term is the sum of the concentration and ohmic losses and is current dependent. Once the
current was converged upon for a given slice, constituent mole fractions and partial pressures for the next
slice were calculated. These calculations were based on the stoichiometric relationship between current
and reaction constituents (hydrogen, oxygen and steam), as well as shift reaction equilibrium (carbon
monoxide combining with steam to form hydrogen and carbon dioxide). The power generated in each slice
is given by:

I:)O\Nerslice = isliceVoperate (5)

Successive slices are "marched" through until the current and power distributions for the entire cell are
known. The total current and power are then accumulations of the slice values. As alluded to, the operating
voltage must be lower than the lowest equilibrium potential, which occurs at the last slice due to reactant
use. The model was applied to the recent generation, one and one-half meter electroactive TSOFC design,
and there was good agreement between model and experiment, as shown below.

Fig. 3 is a sample of model and experiment agreement across a domain of pressure ratios. The model
transitions from small over predictions of current to slight under predictions as operating voltage increases.
This is attributable to error in calculating polarization. Actual concentration polarization phenomena have
minor impact at low current densities (higher voltages) and are critical at high current densities (lower
voltages). As more experimental data is released and modeling theory is developed, the polarization terms
will be refined. Predictions are, however, consistently within 3%-5% of the experimental values. A
foundational steady state model enabled the development of transient simulation capabilities.
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Fig. 3: Validation of model for (a) 15 atm and (b) 3 atm.

3.1.1.1.2 Electrical Transient Response Model

Although electrochemical transient responses are fast in comparison to thermal-hydraulic transients,
finite electrical transient effects still arise due to changes in constituent concentrations.

— 0t
~~ Initial S.S.t 0
leading e Final S.S. t=T
End-of-

d
edge cell

Fuel Cell

Fig. 4: lllustration of fuel stream transient dynamics.
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Fig. 4 is a schematic of the hydrogen concentration profile along the fuel cell. The solid curve
concentration profile corresponds to the cell's initial steady state. At “t = 0*", the operating voltage
idealistically decreases (i.e., cell potential behaves as a perfect step function) to accommodate an increase
in load demand. The reactants supply, however, is predicated upon the prescribed fuel utilization and initial
current. In accordance with Faraday’s Law, there is a decline in reactant concentrations when the load
increases. This decrease continues until a new electrical steady state is reached (at t=T). Transient
analyses are facilitated by focusing attention on individual fluid elements as they travel along the cell; this
method is called a Lagrangian approach.

Fig. 5 illustrates the Lagrangian approach. For the present, consider an idealistic step change (e.g.,
decrease) in cell potential. During the cells’ transient response to load change, each fuel element
approaches the cell with the same inlet characteristics, approximating invariant reactants supply’ (e.g., load
fluctuating scenarios). The exit properties of each fluid element, however, depend upon its location at the
time of the load hike, t=0*. Element 2 of Fig. 5, in the given example of a sudden decrease in cell potential,
will have greater reactant depletion than element 1. This is because element 2 has longer exposure to
electroactive area at the lower operating voltage. The electrical transient episode ensues until each fluid
element approaching the cell again experiences an identical change in constituents. This occurs when
element 3 reaches the end of the cell (note element 3 is at the beginning of the cell when the cell potential
decreases). After element 3, every subsequent fluid element (e.g., element 4) enters at the new operating
voltage; these elements then experience the same reaction phenomena. The time of the electrical episode
is thus nearly the length of the cell divided by the fuel velocity in this idealized, yet physically pertinent,
scenario. Note that this streamlined computational approach has two major assumptions with respect to the
fuel stream which are now discussed.

t=0"
Fuel Stream

feading Fuel Cell End-of
edge
43 ) 1

Oxidant Stream

Fig. 5: Individual fuel element locations at the time of the electrical change (Lagrangian approach).

The first assumption is that the fuel stream effects dominate those of the oxidant stream. Note that the
oxidant stream is not considered in the transient analysis. Typically oxidant is supplied in large excess

" Depending upon fuel flowrate, the timeframe of the electrical transients is a fraction of a second. Note that
fuel processors have response times on the orders of seconds (e.g., partial oxidation/authothermal units)
and minutes (e.g., steam reformers).
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quantities for thermal management of the cell. A key result is that changes in current will not have nearly
the impact upon oxidant utilization as they will the fuel utilization. In fact, as will be shown, the reactant
utilization effect of changes in load is a dominant factor in resolving the SOFC response; so a mitigated
change in oxidant utilization due to the capacity of the oxidant stream precludes the computational burden
required for simultaneously characterizing both fuel and oxidant streams (which will flow at differing
velocities, further compounding difficulties). Additionally, electrode transient effects are not quantified;
specifically within the anode. The given test case tubular design is cathode-supported and has relatively
thin anodes, hence minimizing the need for analyzing transient chemical/electrochemical behavior within a
porous medium. At an extreme, a zero-thickness anode would have no capacitive effects upon the transient
system. The team, however, realizes that such capacitive effects may occur with pertinence within the other
prevalent designs such as anode-supported SOFCs. The given approach and the transient electrode
characterization spearheaded by (Gemmen et al., 2003) can thus complement each other, and again a
collaboration within the SECA Infrastucture is motivated.

The fluid elements involved in the transient episodes were computationally “tracked.” This was done via
two-dimensional arrays containing field variable information (i.e., axial position and time). The Lagrangian
basis is that a fluid element occupies a certain location at a given time.

nelement,ﬂuid = n(x’t) (6)
The symbol 1 represents the properties of the fluid element in question (e.g., constituent partial pressures).
The electrical power produced along the cell depends upon these properties. In accord with the
Lagrangian methodology, the axial discretization (i.e., slice length) is compliant with the flows’ velocity and
the temporal discretization (i.e., desired simulation time step) of the cell. Equation (7) and Fig. 6 illustrate
principle.

AX = VAt (7)

Fuel Stream t — t+At

i

Leading pe] Cell | X | x+ Ax End-of

edge cell

_—

Fig. 6: Correlation between temporal and spatial discretizations.

The following relation results.

T] fluid ,element (t + At) = T](X + A)_(,t + At) (8)

The quasi-steady state electrochemistry assumption is incorporated, meaning that electrochemical
phenomena occur as if at steady state, at the given instant. This is primarily based upon the large
exchange current densities that SOFCs often engender. The Reynolds Transport Theorem is then utilized.
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nj,intermed(x + A)?,t + At) = I(‘]j,entering,slice(X’t) + An] (X’t) (9)

The “j” subscript represents hydrogen, oxygen and steam, and equation (9) accounts for the temporal
change in constituents due to electrochemical oxidations.

M (R + AR T+ AL = 0 e (X AR T+ AL) + 1y it cnange (K1) (20)

The “k” subscript represents hydrogen, steam, carbon monoxide and carbon dioxide. Equation (10)
accounts for the temporal change in constituents due to the shift reaction, which was modeled via
equilibrium chemistry due to the hot fuel stream and nickel catalyst within the anode. These temporal
expressions of mass conservation enabled the transient electrochemical model to “march out” in time.
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Fig. 7: Variation of (a) power and (b) current, with dimensionless time.
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3.1.1.1.3 Load-Following Initial Analysis/Case Study - Idealized Potentiostatic-Control
Step Change

A number of the settings are a compilation of test conditions reported in the literature as list in the
Table I.

Table I: Baseline conditions used in the transient case study.

Pressure (atm) 3
Stoichiometric number 3
Fuel utilization (%) 85
Operating voltage (Volts) 0.6
Inlet methane mole fraction 5.e-5
Inlet hydrogen mole fraction 0.67
Inlet carbon monoxide mole fraction 0.22
Inlet steam mole fraction 0.11
Inlet carbon dioxide mole fraction l.e-4

An idealistic 0.1V decrease (to 0.5V) occurs at “t = 0*". Besides fuel utilization (discussed shortly) and
corresponding NOS, all other baseline conditions remain fixed (including reactants supply rate). The
changes in electricity are first discussed.

The voltage drop event corresponds to the spikes shown in Fig. 7. The percentage increase in power
is not as great as that of the increase in current density. Although current density increases, it was
simultaneous with a voltage decrease. The result is a dampened rise in power. Subsequent to these initial
spikes, current and power decrease. Over half of the gain in current is lost, and the final power output is
less than its initial value. These undesired effects stem from the decreased reactant concentrations along
the cell. An explanation follows.
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Fig. 8: Axial profiles of hydrogen partial pressure as functions of time.

Fig. 8 shows the decrease in hydrogen partial pressures throughout the time period (T) of the electrical
response. The initial increase in current, shown in Fig. 8 consumes an excess of the fuel stream’s
hydrogen content. An effect-and-counter-effect then develops between current generation and fuel
utilization.

Increase in Fuel Utilization
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Fig. 9: Increase in fuel utilization during electrical transient episode.

Fig. 9 illustrates the rise in fuel utilization during the transient episode. The additional invariant fuel
supply results in an increase in fuel utilization. The increase in fuel utilization, in turn, promotes current
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reduction, because reactant depletion issues (e.g., concentration polarization, smaller Nernst potentials)
become more pronounced. The effects of each upon the other cause current and fuel utilization to change
accordingly until current electrochemically “matches” the original reactants supply rate and the new
operating voltage. Fuel utilization then reaches a terminal value, and changes in electricity cease; this is
neglecting second order effects of diminutive temperature rise during the timescale of electrical transients.

The current reduction here causes the power to fall below its initial value, because the decrease in
operating voltage supersedes the net increase in current. An attempt at rapidly increasing the power output
of a cell stack, via independent load response, may actually lead to a rapid decrease in power generation;
additionally, too large an increase in current may lead to dangerously high fuel utilizations (e.g., greater
than 95%). As will be shown, however, appropriate process settings facilitate using this rapid response
controls scheme.

The potentiostatic methodology, wherein load-following is presumed to occur with change in cell
potential as the stimulus is not the actual means of PES (current demand) control, but this pilot approach
was used for various reasons. First, it enabled the establishment of fundamental time constants that can be
used

Current Density, Fuel Utilization Transients
Dependence on Dimensionless Time
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Fig. 10: Current and fuel utilization transients during transient episode.

Fig. 10 illustrates the trends in current density and fuel utilization caused by an idealized step decrease
in cell potential. The additional current density and invariant fuel supply results in an increase in fuel
utilization. The increase in fuel utilization, in turn, promotes current reduction, because reactant depletion
issues (e.g., concentration polarization, smaller Nernst potentials) become more pronounced. The effects
of each, upon the other cause current density and fuel utilization to change accordingly until current density
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electrochemically “matches” the original and invariant reactants supply rates and the new operating
voltage. Fuel utilization then reaches a terminal value, and changes in electricity cease; this is neglecting
second order effects of diminutive temperature rise during the timescale of electrical transients and, again,
porous media capacitive transients within the thin TSOFC anode of the present case study.

The current density reduction here causes the power to fall below its initial value, because the
decrease in operating voltage supersedes the net increase in current density. An attempt at rapidly
increasing the power output of a cell stack, via independent load response, may actually lead to a rapid
decrease in power generation; additionally, too large an increase in current may lead to dangerously high
fuel utilizations (e.g., greater than 95%). It is thus imperative that simulations well-characterize the viable
domains for timely and effective cell response to load variation.

3.1.1.1.4 Response Characteristics to Load Current Variation

The potentiostatic methodology, wherein load-following was presumed to occur with change in cell
potential as the stimulus is not the actual means of PES (current demand) control, but this pilot approach
was used for various reasons. First, it enabled the establishment of a fundamental, yet viable, time constant
(i.e., the quotient of fuel flow passage length divided by fuel velocity) that can be used to help characterize
the transients associated with electrical stimuli (especially if it is clearly resolved that electrode transients
occur relatively fast). Secondly, cell potential is a more suitable fuel cell control condition, regarding
simulation, than is current demand, because an established cell potential allows for a dirichlet boundary
condition to be imposed. This is as opposed to a current (density) wherein this Neumann boundary
condition will invariably have non-uniformities. This isopotential modeling approach inherent within the
potentiostatic transient methodology was thus incorporated as a “kernel” algorithm of the enhanced model,
wherein variation in current demand (as opposed to cell potential) was the stimulus to allow for PES design
studies.

Again the PES systems integration emphasis required the model accommodate Fig. 11 illustrates a
sudden increase in current demand at time t=0+, for three different scenarios of initial fuel utilization for a
developmental TSOFC. Voltage decreases correspondingly in two stages. The first decline is a sharp
decrease corresponding to a sudden movement along the right of the polarization curve (i.e., toward
increasing current density). This is modeled to occur fairly instantaneously due to the fast nature of
electrochemical transients. The additional, more gradual, decrease in cell potential is the accumulated
effect of reactant depletion. Fig. 12 further illustrates this phenomenon.
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Fig. 11: lllustration of a TSOFC response to a galvanostatic control.
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Fig. 12: Duality of cell potential drop due to polarization curve and fuel depletion effects.
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Graphical movement from state 1 to state 2 (i.e., the “polarization curve” effect) corresponds to the initial
spike in cell potential. This path is constrained to occur along the initial condition, lower fuel utilization
polarization curve; subsequently, the reactant depletion effect causes a vertical decline to state 3 (i.e., the
“reactant depletion/accumulation” effect), which corresponds to the final steady state point for the same
current but higher fuel utilization. Referring again to Fig. 12, note that there are staged decreases in cell
potential, as a result of progressive reactant depletion and the requirement to maintain the new current
demand. The transient episode is thus multiples of the time constant (here denoted as t), since the point of
steady state attainment is that wherein each fuel parcel enters the cell electroactive area and “sees” a fairly
stable cell potential. One then denotes that a potentiostatic step change, as opposed to a galvanostatic
step change, control capability results in shorter electrical transients. Notice that larger initial fuel utilizations
prolong the relative transient due to enhanced fuel depletion effects. This is further illustrated in Fig. 13.
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Fig. 13: Impact of initial fuel utilization upon fractional voltage drop due to “polarization curve” effect.

The larger the initial fuel utilization, the more prevalent the reactant depletion effects that manifest via
lowered Nernst potentials and limiting current densities; hence, the “reactant depletion/accumulation” effect
of hikes in current is substantially more influential. As illustrated in Fig. 13, the larger the initial fuel
utilization, the smaller the “polarization curve” effect in comparison to the “reactant depletion/accumulation”
effect. Regarding current ripple, the amplitudes and periodicities thus far tested can cause rapid oscillations
along the polarization curve, without substantial realization of reactant depletion/accumulation effects. This
is graphically shown in the PES studies discussed within this report.

Note that this capability to characterize SOFC response to step changes in current demand has
enabled the simulation of any arbitrary load variation (e.g., fluctuation and following). This is done by using
the principle of superposition, wherein any current profile can be temporally discretized as a successive
number of step changes, and keeping “track”, of reactants parcels (ref. above commentary) through out the
entire time domain. This feature utility has been the heart of the integrated application’s ability to resolve
SOFC subsystem response to PES dynamics.
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3.1.1.1.5 Planar Power Module Development

As stated the primary intention of the proof-of-concept stage was to realize a proof-of-concept systems
integration tool that affords maximum validation within the scope of the Phase | award; hence, a recent
commercial-scale SOFC technology was initially focused upon. This also allowed for the team’s ability to
accommodate a variety of SOFC designs to be exercised. A large emphasis of the SECA program,
however, is the planar design. To this end, pilot efforts have begun regarding the transient simulation of
planar cells.

Previously, a “slice technique” model had been developed that successfully simulated the polarization
curve of a mature tubular SOFC design. The methodology has been bridged to simulate an anode-
supported planar SOFC design. Specifically, the code analyzes unit cells, as illustrated within Fig. 14.

The unit cell includes a pair of gas flow channels bounding the P-E-N structure. Due to the numerous
interior unit cells, and assuming the stack is well-insulated with well-designed manifolds, unit cells are
presumed to be symmetric. The unit cells are discretized into axial slices, within which electrochemistry and
heat transfer are analyzed. The electrochemical governing equation for each slice is taken from the work of

Kim et al. (1999) and stated in equation (11).
%
In| 1- pHZO_ (11)
pHZO Ias

The model was compared against the experimental data of the stated reference, wherein an anode-
supported test SOFC was operated across a range of temperatures, most pertinent of which was the 800°C
operation. As illustrated in Fig. 14, the model is sufficiently accurate, based upon the button cell data
available thus far.
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Fig. 14: Unit Cell Slice of a Planar SOFC.
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Fig. 15: (Button-cell) validation of model with published experimental data.

As with the tubular design, the progressively developing steady state model for the planar design forms
a foundation for the realization of a transient model, using the same principles discussed above. This
approach was extended to the planar model. A prerequisite to the transient model is a steady state model
wherein the initial and final steady state points could be established and verified. This was of paramount
importance to the successful steady state model of the tubular design. Preliminary data obtained from
available literature has fostered a preliminary model. The model has much of the same basis as that
developed for the tubular design [Haynes and Wepfer, 1999], such as the explicit axial march technique.

Table II: Preliminary Validation of Planar Model {4 3/8” Cell Pilot}

Cell Potential Experimental C.D. Simulated C.D. Abs. Error
[mA/cm2] [mA/cm2]
0.8 400 408 2%
0.75 500 484 3.2%
0.675 600 608 1.25%

Based upon the domain of validated data in Table Il and the transient modeling approach discussed, a

simulation of a step change in cell potential has begun. Preliminary results are shown in Fig. 16.
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Seed Simulation of Potentiostatic Change to
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Fig. 16: Preliminary simulation of a step decrease in cell potential

The scenario involved a step decrease in cell potential from 0.8V to 0.675V. Current density spiked
from 400 mA/cm2 initial steady state to 635 mA/cm2 via the “polarization curve effect” and tapered off to the
final steady state voltage of approximately 600 mA/cm2. This latter phenomenon is due to fuel depletion
effects. The reactants supply was modeled as invariant; thus, fuel utilization rose significantly and caused
the ensuing current decline. Again “tau” is the time constant equal to the length of the fuel flow channel
divided by the fuel velocity. The reader sees the same pattern of current (density) overshoot and

subsequent decline as discussed of the tubular SOFC in Fig. 16.
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Fig. 17: Preliminary result of planar cell transient.
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Fig. 17 illustrates the simulated response of a developmental planar SOFC. As a preliminary step in the
transient model development, a potentiostatic step change is predicated wherein cell voltage is decreased
in order to accommodate an increase in load. Initial and final steady states correspond to the data reported,
and the transient trends of “current overshoot” and fuel utilization increase corroborate the same trends
seen of TSOFCs.

3.1.1.1.6 SOFC Response to Bi-Modal System Transients

SOFC stack transient response may also result from reactants supply stimuli. For instance, the fuel
processor may experience an anomaly or the blower/compressor may go through an off-design episode;
especially during a system transition (e.g., start-up, shut-down, load variation, etc.). Such “front end”
reactants supply variations to the stack may be coupled with “back end” stimuli caused by PES and/or load
variational dynamics. Such bi-modal SOFC response has not been addressed at large within the literature.
The stack model(s) under development are being tailored to simulate such in the last quarter of the Phase |
effort. Specifically, the Lagrangian approach discussed earlier will be modified to allow for variant reactants
supply. This allowance for characterizing SOFC response to bi-modal stimuli will be pivotal to the robust
controls and systems integration optimization exercises intended for Phase |I.

3.1.1.1.7 Failure Modes/ Reliability Concerns Resulting from System Transients

Pilot investigations have been performed, and will be emphasized in latter Phase I, for qualitatively and
quantitatively resolving the failure modes and reliability concerns that are specifically sensitive to system
transients. Load variational issues include chemical, electrochemical and thermal degradative effects; and
fuel processor variational issues include anodic deactivation and thermal shock due to feedstock “slip”.

A key reliability concern within the given SECA subtopic is SOFC reliability in an environment of
electrical feedback such as “current ripple”. A preliminary, qualitative assessment has been arrived at that
high frequency current ripple induces partial charge-discharge cycles that can lead to electrochemical and
thermal cyclic fatigue effects and chemical degradation due to heightened anodic exposure to an oxidizing
environment.

Typically, so long as the magnitude is not greater than the cell's limiting current, current demand is
equated to current generation at all points in time. In fact, there will always be some initial level of
“charging” or “discharging” effect imposed by decreasing or increasing current demand, respectively, driven
by inherent capacitive effects within the cell. Long-term current ripple may thus be viewed as a repeating
series of charge-discharge cycles. Just as other galvanic cell technologies such as secondary/rechargeable
batteries and supercapacitors have degradative responses associated with multiple charge-discharge
cycles, SOFCs are expected to have some level of “electrochemical fatigue” and related degradation
associated with periodic current ripple.

From a performance analysis standpoint, the current level of modeling has been appropriate; however,
the fuel cell capacitive-effect model will be pertinent to Phase I, since characterizing any degradative
effects of the electrode “charging” and “discharging” (that accompanies load variation) would require such.
The latter attempt will be to gleam capacitive-effect principles from electrochemical storage cells (e.g.,
secondary batteries and/or ultracapacitors). This would further address the reliability concerns of load
fluctuation such as current ripple; and should serve as a good complement to the SECA lab efforts
blossoming in this area (e.g., NETL'’s recent initiative for physically testing electrical feedback effects).
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A key concern with SOFC reliability is the number of thermal cycles that can be incurred before
substantial degradation unto performance/structural failure manifests. Although the pre-eminent focus has
been start-up/shut-down cycles, the electrical cycles that occur via load fluctuation also engender “mini”
thermal cycles.
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Fig. 18: Variations in current density distribution due to load variation.

Fig. 18 illustrates the variation in current density distribution that arises due to load fluctuation (the test
case is the tubular SOFC discussed earlier). As the reader can see, an approximately 5% periodic current
ripple about a mean current demand can result in substantially different current profiles between minimum
and maximum currents realized. As a result substantial thermal gradients with respect to spatial dimensions
and time are realized; these thermal gradients may induce deleterious stresses. High frequency cycling
between these two extremes can cause thus substantial thermal cycling and fatigue effects. Fortunately,
the team’s affiliation with Ceramatec and the SECA CTP Failure Analysis group (via mutual CTP groups
member Haynes) will afford rigorous analysis as the SECA program proceeds.

Finally, with respect to endangerment of SOFC reliability via power electronics instabilities, an
aggressive attempt at nominal fuel utilization, coupled with current ripples of significant amplitude, may
cause periodic episodes of effectively high fuel utilization and possibly lead to threshold exposures of the
SOFC anodes to an oxidizing environment (e.g., toward the tail ends). This may invoke anode redox,
causing volumetric changes in the electrode’s mircrostructure by as much as 30%. Again the proposing
group’s ability to quantify oxidant presence along the anode and its affiliation with the SECA CTP Failure
Analysis group (via mutual CTP groups member Haynes) will afford rigorous analysis as the SECA
program proceeds.

The desire for rapid change in current may result in an aggressively timely increase in fuel supply. The
related fuel-processing transient may incur a non-ideality. Specifically, there is opportunity for “slip” to occur
through the fuel processor during this transition, wherein hydrocarbon fuel enters the stack. Anode catalysis
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may be disturbed by coking and/or sulfur intolerance. Additionally, in situ (or “direct internal”) reformation
may occur within the stack, causing microcrack initiation via localized thermal shock. This latter possibility
is highlighted.

The Georgia Tech Failure Analysis SECA CTP group, which again has Haynes as a mutual member,
reported upon the threat of microcrack initiation thermal shock (Qu et al., 2003). The threshold heating
value for the onset of microcracks was determined.

2
4 = 3z7kr, |G z(l1-v) 12)
2a Eb(+v)

Eo = Elastic Young's modulus of the un-cracked material

where

v =Poisson's ratio of the un-cracked material

G, = Fracture toughness of the material

b = crack size; ro,= heat source/sink length parameter
N = number of cracks per unit volume

k = Thermal conductivity

a = Coefficient of linear thermal expansion

The threshold (i.e., maximum) magnitude of the heat source/sink is proportional to the materials
thermal conductivity, length parameter and square root of the medium’s fracture toughness; it is inversely
proportional to the coefficient of linear thermal expansion and the square roots of the Young’s modulus and
crack size.

The envisioned scenario is that of a point or distributed heat source/sink suddenly being introduced
within @ medium. The introduction of hydrocarbon fuel (i.e., methane in this case study) is known to be a
vigorous, highly localized heat sink effect at the leading edges of the anodes; hence, microcracks may form
accordingly. A key variable is the heat source/sink length parameter, ro. For the given study it can be
considered the effective radius of the methane reformation within the anode porous medium. Rearranging
the above equation, and replacing the threshold heating value with a heat sink magnitude associated with
the endothermic methane reformation:

2 |Eb(1+v
rO,min = 2 ( ) qsink (13)
377k G.r(1-v)

Equation (12) quantifies the minimum reaction radius required for a given heat sink effect associated
with direct internal reformation. Based upon an allowance for crack sizes of ten microns, and the following
anode property values assumed.
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Table Ill: Thermomechanical properties of Ni/'YSZ.
E(Pa) g Ge (J/m2) k(J/(secmK)) | o(micron/(m*K))
96x10° 0.3 9 5.84 12.22x106

The following graphs resulted.
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Fig. 19: Characterization of required DIR reaction radius for avoidance of microcrack initiation.

Fig.19 characterizes the minimal reaction radius required for safe direct internal reformation without
inducing thermal shock via microcrack initiation. The abscissa is cell current density, based upon a
standard 10 cm x 10 cm electroactive area design. Materials balances via Faraday’s Law, presumed steam
reformation of methane (in situ), and various methane slip values dictated the ordinate values. As a safety
factor, complete methane reformation was presumed. This is a plausible means of simulating the danger of
localized thermal shock via microcrack initiation during a transient episode. It is evident that increases in
power demand (and thus current demand) can be dangerous occurrences as fuel process or yield
decreases, even during short-duration transitional phases. The evaluation can also be used as an effective
measure for influencing the safe and reliable microstructural design of the anode.

These seed results will have greater fidelity and impact within Phase Il, wherein continued
experimental validation/ correction of mechanical and thermophysical data properties, along with greater
resolution of methane mass transfer and reactivity within the porous anode, will be given greater attention.
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3.1.1.2 SOFC Spatial Model

Rigorous modeling of SOFCs using a finite element approach has been undertaken to predict the
thermal distribution and performance of stacks in two different configurations. In contrast to the previous
work in the literature, radiation heat transfer effects have been considered. The effect as been found to play
a major role in determining the thermal condition of the stack and must be taken into account for accurate
determination of temperature distributions. Thermal conduction effects have been coupled with electrical
conduction and local electrical and chemical potentials have been rigorously computed.

3.1.1.2.1 Finite Element Modeling

The finite element method (FEM) is well suited to analysis of geometrically complex components. The
principle alternative for such analysis is the finite difference method. In theory either method could achieve
comparable results. In practice it is very difficult to model complex geometry’s and boundary conditions with
a finite difference method. This is due to the data structure of most finite difference codes, which is driven
by the equation solution method and tradition. The result is that most FEA codes require a structured mesh
and hand coded boundary conditions. SOFC modelers using finite differences avoid these problems by
using 2-D, pseudo 3-D or homogenized models (Yentekakis et al., 1991, Erdle et al., 1991, Ferguson et al.,
1991). These approaches have the merits of quick model generation and solution, but eliminate the
possibility of including effects such as enclosure radiation which require a detailed geometric
representation.

3.1.1.2.2 Modeling Approach

Comprehensive modeling of SOFC systems is beyond the capability of existing computational
methodology due to the wide range of spatial and temporal scales, and physical phenomena which must be
considered. Consequently simplified models of certain phenomena and scales must be employed. This
work focuses on the detailed spatial resolution of temperature and voltage in a single cell repeat unit using
simple models of fluid dynamics, electrode kinetics, and the surroundings.

3.1.1.2.3 TOPAZ

TOPAZ is a three-dimensional finite element program for heat transfer analysis from the Lawrence
Livermore National Laboratory. Some of the features of TOPAZ include steady state or transient capability,
orthotropic temperature dependent material properties, and interfaces to graphical pre and post processors.
Boundary conditions include specified temperature, flux, convection, bulk fluid, radiation, and enclosure
radiation, with parameters that may vary with time, temperature or position. A significant feature of TOPAZ
is its distribution as FORTRAN source which makes it possible to add features needed for fuel cell analysis.
Several extensions to the TOPAZ code were required to model SOFCs. Most of the changes are applicable
to general heat transfer analysis, but a few are specific to fuel cell modeling. TOPAZ Extensions for Solid
Oxide Fuel Cells Finite element spatial discretization of the nonlinear system of partial differential equations
for coupled thermal and electrical conduction requires repeated solution of systems of linear equations.
Solution of these linear systems generally consumes in excess of 90% of the analysis computer time. More
importantly, the model resolution is usually limited by the amount of memory required to store the
conductance matrix. TOPAZ uses a symmetric skyline solver which stores by column from first non-zero
entry in a column to the diagonal. When coupled with a bandwidth minimization scheme, the skyline solver
can be quite efficient for high aspect ratio geometry’s. While, when applied to more equiaxed geometry’s,
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the skyline matrix has a high degree of sparsity, which equates to excessive memory demand. Several
linear equation solution methods from the Sparse Linear Algebra Package (SLAP) were implemented in
TOPAZ. The SLAP routines share a common pointer reference scheme in which only the non-zero array
entries are stored. The algorithms and data structures needed to generate the reference pointers from finite
element connectivity data were developed and implemented in TOPAZ. Application of the sparse storage
technique has reduced the memory growth behavior from nodes1.7 to nodesl. A substantial improvement
in solution speed also resulted. A documented but unimplemented feature of TOPAZ is the bulk fluid node.
The bulk fluid node models convection from the solid to a fixed mass of fluid, as opposed to the convection
boundary condition which represents an infinite amount of fluid. This capability was added to allow thermal
coupling with the reactant streams. A two node advection element was also added to enable modeling of
streamwise transport between bulk fluid nodes. The advection element generates a non-symmetric matrix
due to the directional (upstream to downstream) nature of the transport. The original skyline equation solver
and several of the SLAP solvers are for symmetric matrices only. Modifications to the pointer generation
and matrix assembly routines were required to use the non-symmetric SLAP solvers. TOPAZ solves for a
single degree of freedom, the temperature, at each node. In order to model fuel cell performance and the
effects of localized ohmic heating an electrical potential degree of freedom was added. An iterative
sequential solution method was chosen to couple the two degrees of freedom. The temperature solution is
computed using the ohmic heating computed from the voltage distribution of the previous iteration. The
electrical solution follows with conductivities evaluated using the temperature distribution of the previous
iteration. Boundary conditions for the electrical solution include specified potential, current density, and film
resistance. Analysis of problems involving coupling of radiation in an enclosure with conduction in the solid
which encompasses the enclosure can be performed with TOPAZ. This type of analysis requires pre
computation and storage of geometric view factors. The view factor Fj, is the fraction of radiant energy
emitted from surface i which is incident on surface j. View factors are stored in TOPAZ as a simple array
even though most of the array entries are zero, or practically zero. Using a simple array, memory
requirements grow with the square of the number of radiating surfaces. A single repeat unit cross flow
SOFC model may need more than thirty thousand surfaces to provide appropriate spatial resolution. The
memory required for a view factor matrix of this size is one hundred times the memory on a typical
workstation. Pointer referenced sparse storage of view factors, similar to that used in SLAP, was
implemented in TOPAZ resulting in linear memory growth behavior.

SOFC specific modeling needs were treated with a custom subroutine and input file. This SOFC
subroutine reads a file which defines gas flow rates, and associates anode faces and corresponding
cathode faces with air and fuel bulk nodes. The routine tracks gas compositions from inlet to exit. Local gas
compositions and electrical potentials are used to calculate local current densities and heating rates which
are used as boundary conditions in the next iteration.

3.1.1.2.4 Stack Model

Crossflow and coflow/counterflow models were developed using the modified TOPAZ program. Both
configurations consist of a single cell repeat unit which includes an electrolyte with anode and cathode, and
two halves of a bipolar-biflow interconnects. The parallel flow configurations allow reduction in model size
by assuming that the solution has channel to channel symmetry. The symmetry assumption implies that the
two sides of the stack which are parallel to the flow direction are adiabatic. This may or may not be valid
depending on conditions external to the stack. Stack dimensions, representative material properties and
boundary conditions are described in Khandkar et al. The temperature dependence of material properties,
where known, was used in the model. Single values are reported here due to space constraints. The
“effective resistance” of each component (interconnect, anode, cathode, and electrolyte) is computed by
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the finite element method from actual cell geometry and temperature dependent conductivity. The
convective heat transfer coefficients were derived from the laminar flow Nussult number (Nur) for a
rectangular duct. Current density is calculated at each electrolyte element from the local electrode potential,
overpotential function and local bulk gas chemical potential. Only areas directly exposed to fuel and air
were electrochemically active. That is the effects of diffusion under interconnect ribs were ignored. A
constant overpotential of 100mV throughout the operating range was used for the cases shown. Any
function of local temperature, fuel composition and current density may be input as an overpotential
function.

3.1.1.2.5 Development of the Finite Element Model

The finite element meshes of the two models are shown in Fig. 20. Khandkar et al. report information
on the models, boundary conditions and computational resources required. It can be seen from the Fig. 20
that the coflow/counterflow model has benefited from the symmetry reduction by allowing a much finer
mesh, while requiring much less computer time and memory. The 360 fold reduction in memory
requirements for view factor storage (9432Mb to 26Mb) shows why the sparse storage scheme is essential
to radiation modeling in fuel cells. The impact of sparse storage of the global conductance matrices is
equally important. A schematic illustration of the equations solved in the solid and at the boundaries is
shown in Figs. 21 and 22. Radiation boundaries, and enclosures used the specified inlet gas stream
temperature as the temperature of the surroundings. That temperature was 1073K for the results presented
here. The film resistance coefficient used as the current collection boundary was set to a value which
effectively forced the surface to a uniform specified potential. Overall current and energy balances zero
satisfactorily. Fuel and air stream inlet conditions are listed in Khandkar et al. for both crossflow and coflow
model. These models were run on a HP 720 workstation with 64Mb of main memory and 2Gb of disk
storage. The 64Mb memory is insufficient for the cross flow model as 113Mb are required when modeling
with radiation and 83Mb without radiation. The virtual memory system on the machine allows such models
to be run, but at a greatly reduced speed in the case of the radiation model. More memory would be
required to develop a multicell model, or a single cell model with higher resolution.
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Fig. 20: Finite element meshes for cross and coflow/counterflow conditions.
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3.1.2 Power-Electronics Systems (PES) Model

3.1.2.1 Motivation for developing PES models

SOFC based PESs are used to provide direct or alternating current (ac or dc) to satisfy application
specific power needs. Typically, they include multiple interconnected power converters (typically a dc-dc
converter followed by a dc-ac converter for stationary applications and dc-dc converter for mobile
applications). The switching scheme in such power converters can be based on pulse-width modulation
(PWM), resonant, quasi-resonant, soft-switched, or line-commutated. Furthermore, the topological
structures of these converters can be vastly different from each other. As such, the mathematical models of
the PES may include discontinuous differential equations, discrete differential equations, functional
differential equations, digital automata, impulsive differential equations, non-smooth differential equations,
ordinary and even partial differential equations. In addition, these models include system-level constraints.

The traditional approach to modeling such systems using averaged models (Middlebrook et al., 1977
a, b) is inadequate and in many cases, results based on them yield inaccurate results (Lee, 1990). These
averaged models completely neglect the impact of switching frequency and hence can not predict the
dynamics on fast scale. Instability in standalone or integrated converter can occur on a slow as well as on a
fast scale (Mazumder et al., 2001a). Secondly, even the slow-scale averaged model may have more than
one equilibrium solution or more than one stable orbit. A linearized small-signal analysis ignores the
presence of these other solutions. Therefore, a small-signal analysis can not predict anything about the
domain of attraction of the nominal solution or orbit. If two of the solutions are stable, then the system will
have two operating points, one of which is the nominal solution. This possibility is completely ignored in
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linearized average models. Consequently, small-signal averaged model can not predict the post-instability
dynamics.

To model a PES, one needs a unified modeling framework, which can handle any type of dynamical
system8 with varying levels of detail. Such a unified framework is an indexed collection of dynamical
systems along with a map for transitions among them. A transition occurs whenever the state satisfies
certain conditions, given by its membership in a specified subset of the state space. Hence, the entire
system can be thought of as a sequential patching together of dynamical systems with initial and final
states and with the transitions performing a reset to a generally different initial state of a generally different
dynamical system whenever a final state is reached. Formally, the unified model Umodel = (P, Ccps, Catm,
Caismm, Cooc, Ccus, Ccipwm) is a dynamical system with the following elements: P is the set of discrete states;
Ceps = iCCDsp }pep is the collection of continuous dynamical systems, where each

Ccps, = (Yp,s 0:Tp-U p) is a dynamical system with continuous state spaces (Yp) and dynamics (T,) and

as well as a set of continuous controls (Up); Catu = {C ATM { ,where C ATM, <Y for each peP is

peP

the collection of autonomous (state-dependent) transition maps; Caytm = ic AJTMp} o is the collection of

pe
autonomous jump-transition maps; Cppc = iCDDcp} o is the collection of discrete dynamics and
pe
controls; Ccys = {CCJSP} > ,whereCCJSlD cY,is the collection of controlled jump sets; Ccim =
pe

{CCJDMP }peP is the collection of jump destination maps (Mazumder, 2001c).

3.1.2.2 PES model development

The PES unified dynamical model is implemented in Saber Designer simulation platform, which has its
own programming language (MAST) for modeling, but can accept codes written in FORTRAN and C.
Currently, among the commercially available simulators, Saber Designer has the most extensive (over
30000) library of mathematical computer models in power-electronics components and systems,
electromechanical-energy conversion, hydraulics, thermal, magnetic, control systems, and signal
processing. The SOFC model developed in FORTRAN was incorporated in the PES model using dynamic
link libraries (dll) and a MAST template.

For our study, we selected three PES topologies for SOFC stationary power applications. The
specifications of the PES for SOFC power conditioning are,

Output voltage: ~120 V (phase voltage)
Output power: 5 kW
Input: 72 V SOFC stack.

As illustrated in Figs. 23(a)-23(c), the PES topologies essentially consist of a dc-dc boost stage to step up
the voltage from 72 V to a value suitable for power conversion in the next stage. The boost converter uses

8 A dynamical system is defined as a system X = (Y, S, T), where Y is an arbitrary topological space in the state space of . The
transition semi-group S is a topological semi-group with identity and T is an extended transitonmap T.Y xS —> Yisa
continuous function satisfying the identity and semi-group properties.
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a PWM controller to control its switching. The PWM controller consists of a three-pole, two-zero voltage
mode compensator and a PI current controller.

A dc-ac converter follows the boost converter. Fig. 23(a) shows the traditionally used thyristor-based
line commutated current-source inverter (CSI) topology (El-Tamaly et al., 2000, Naik et al., 1995). The
switches in the three legs switch at 60 Hz with a 120° shift between the three phases. Fig. 23(b) shows the
commonly used self-commutated PWM voltage-source inverter (VSI) (Konishi et al., 1998). The switching
frequency is determined by the PWM controller circuitry. Fig. 23(c) shows the high-frequency-transformer-
isolated cycloconverter topology (Kawabata et al., 1990). This topology is similar to the topology in Fig. 23,
except for the presence of the high-frequency transformer between the dc-ac and the ac-ac stages. The
advantage of using such a topology is that the bulky line transformers, used for isolation, is replaced by a
much smaller high-frequency transformer. However, such a topology uses an extra stage for ac-ac
conversion. The switching losses can be minimized by using advanced switching schemes such as zero-
voltage and zero-current switching.

3.1.2.3 PES electrical characteristics

PES input current depends on both the application loads as well as its switching mechanism. Filters
are used to reject the high frequency harmonic components to a large extent but the low frequency ripple
cannot be eliminated unless large bulky filters are used. Since the different PES topologies considered in
this study have different switching schemes and high frequency rejection mechanisms, the harmonic
content of input current for the three cases are vastly different. Therefore each PES will impose different
stresses on the SOFC stack, and an in-depth understanding of the effect of the fast- and slow-scale ripple
(Mazumder, Nayfeh, and Boroyevich, 2001a-d) is necessary to propose any reliability solution. Figs. 24 - 26
show the steady state input current and their corresponding frequency domain spectrum respectively for
the topologies of Figs. 23(a)-(c). The line-commutated topology imposes a current ripple at the line-
frequency and its lower order harmonics, while the topologies in (b) and (c) impose a high-frequency
(switching) and a low-frequency (line) current ripple on the SOFC.

Researchers at UIC are presently investigating PES for mobile power markets. The PES consists of a
step down converter, which could either be a buck or a buck-derived converter.
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Fig. 26: Steady state (a) input current characteristics and (b) frequency domain characteristics for the high-
frequency transformer-isolated cycloconverter topology of Fig. 23(c).
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3.1.3 Balance-of-Plant System

3.1.3.1 Fuel Processing Sub-system Description

3.1.3.1.1 Hydrogen Production by Steam Reforming of Natural Gas

Many hydrocarbons and alcohols can be considered as candidate fuels for stationary applications of
fuel cells. The fuel considered in this research work is natural gas, which is a naturally occurring gas
mixture, consisting mainly of methane. Table IV outlines the typical components of natural gas in the Union
Gas system and the typical ranges for these values allowing for the different sources. Based on Table IV,
the assumption of natural gas consisting of 100% methane was made for Phase I. Due to its low
electrochemical reactivity, methane as indeed any other hydrocarbon is not used directly in fuel cells, an
exception, of course, being the use of methanol in Direct Methanol Fuel Cells (DMFCs). A process such as
steam reforming?® is required to convert this fuel to a hydrogen-rich gas appropriate for the operation of the
fuel cell. A simplified flow diagram of such a process is shown in Fig. 27.

Table IV: Chemical composition of natural gas (Union Gas, 2001).

Typical Analysis Typical Range

Component (mole %) (mole %)
Methane 94.69 88.3-96
Ethane 2.58 2.20-4.32
Propane 0.20 0.16-0.98
iso-Butane 0.03 0.01-0.12
normal-Butane 0.03 0.01-0.18
iso-Pentane 0.01 trace — 0.06
normal-Pentane 0.01 trace — 0.03
Hexanes plus 0.01 trace - 0.03
Nitrogen 1.60 1.38-5.50
Carbon dioxide 0.81 0.50-0.92
Oxygen 0.02 0.01-0.05
Hydrogen trace trace — 0.02

9 Steam reforming involves catalytic conversion of the hydrocarbon and steam to hydrogen and carbon oxides. The process
works only with light hydrocarbons that can be vaporized completely without carbon formation (Kordesch and Simader, 1996).
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CH,

Fig. 28: Flow diagram of hydrogen production by catalytic steam reforming (Kordesch and Simader, 1996).

A schematic diagram of a steam methane reformer (SMR) reactor, similar to that developed by United
Technologies Corporation for fuel cell applications, is shown in Fig. 28. The SMR consists of a pressure
shell, a catalyst basket, and a combustion chamber with a burner. The pressure shell is equipped with a
flanged cover to facilitate the installation of the catalyst basket. The catalyst consists of two catalyst beds in
series and a number of annuli for the process mixture flow. The catalyst beds have a 4-hole cylindrical
shape and normally contain nickel oxide dispersed on a calcium aluminate ceramic support promoted with
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Fig. 30: Shape of the catalyst particles inside the tubes of the s“team methane reformer reactor (Synetix
Product Brochure, 2001).

The SMR reactor uses a combination of co-current and counter-current heat exchange between the
process gas and the flue gas in order to maximize thermal efficiency and to optimize usage of construction
materials. In particular, the process feed is passed downwards through the first catalyst bed receiving heat
from the partly cooled combustion gas and the product gas, both in counter-current flow with the process
feed. The process gas is then transferred from the first catalyst bed to the top of the second catalyst bed
through a number of tubes or a channel, where it flows down through that bed receiving heat from the hot
combustion gas in co-current flow with the process gas. The product gas from the second catalyst is finally
passed through an annular space supplying part of its heat back to the process gas flowing in the first
catalyst bed in counter-current flow.

There are up to eleven possible reactions that can take place between the constituents of the process
gasio inside the reformer tubes (Xu and Froment, 1989). However, due to the presence of the catalysts
listed in Table V, two out of the eleven are favored and therefore chosen to describe the steam reforming of
methane. They are as follow:

o Demethanation reaction (endothermic):

CH,+H,0 CO+3H, (AH,,, =206 kJ/mol) (14)
o Water gas shift (WGS) reaction (exothermic):
CO+H,0-CO,+H,  (AH,, =—40.6 kJ/mol) (15)

Table V: Characteristics of the commercially available catalysts used in the steam methane reformer
reactor (Synetix Product Brochure, 2001).

Catalyst 25 - 4M 57 —4M 25-4 57-4
Form Optimized Optimized Optimized Optimized
4-hole shape 4-hole shape 4-hole shape 4-hole shape
Length (mm) 15 15 19.3 19.3
Outer diameter (mm) 11 11 14 14
Hole inner diameter (mm) 4x3 4x3 4x4 4x4
Bulk density (kg/lt) 1.0 0.9 0.9 0.85

Both of the above reactions are reversible at reforming temperatures. It is evident that at higher
temperatures, less methane and more carbon monoxide (CO) is present in the reformate gas and that
methane content increases with pressure and decreases with increasing steam to carbon ratio (He, 1997).

1% From this point forward it will be referred to as reformate gas or simply reformate.
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3.1.3.1.2 Fuel Processing Sub-system Configuration

The main objective of the fuel processing sub-system (FPS) is to convert the natural gas (methane),
obtained from a natural gas tank, to the hydrogen-rich reformate gas that will provide the hydrogen fuel
required for the operation of the SOFC stack. The FPS configuration (see Fig. 28) developed for the
processing of this hydrocarbon feedstock is described in detail below. The necessary amount of fuel feed,
consisting primarily of methane as shown in Table 1V, is first compressed and then a part of it is supplied to
the reforming line while the remaining fuel is intended for combustion. The methane flowing down the
reforming line is preheated by passing through a compact plate-fin type heat exchanger and then mixed
with steam produced in a steam generator before entering the SMR reactor. This preheating is a very good
example of the thermal integration applied to the FPS configuration since the large amount of thermal
energy contained in the combustion gases exiting the SMR reactor is used to preheat the methane and is
also used in the steam generator. At this point, a synthesis or configuration variation can be proposed. The
methane and steam could be mixed before the mixture is preheated and sent to the reformer or not. Which
configuration is finally implemented should be the result of an optimization process of synthesis/design and
operation. For the moment the two streams are preheated independently.

The reforming of the above mentioned mixture into hydrogen and carbon monoxide is carried out inside
the SMR reactor. The heat needed to drive the endothermic reforming reaction is provided by the
combustion gases leaving the burner. The details concerning the geometry of the steam-methane reactor
as well as the chemical reactions taking place inside it and the appropriate catalysts used are given in the
earlier. The reformate gases coming out of the steam reformer are stored in a tank, which acts as an
energy buffer between the BOPS and the SS. This allows almost immediate supply of fuel to the stack at
operational points (perturbations due to load changes) where the stack demand rate is larger than the
reformer production rate. Before being delivered to the fuel cell stack, the hydrogen-rich reformate gas is
brought to the desired anode inlet conditions by use of a heat exchanger.

The combustion mixture supplied to the burner consists of air taken from the air tank, the hydrogen-
depleted anode exhaust gas, and the compressed methane that bypasses the reforming line. Burning the
residual hydrogen in the stack tail gas translates to decreased consumption of additional methane in the
burner and, therefore, to increased efficiency of the configuration. Instead of air taken from the air tank, the
designer can decide to use air bleed from the stack. This may introduce additional increments in efficiency
by eliminating the compression stage. However, air coming from the stack is rich in nitrogen and its amount
depends on the stack requirements. Therefore, using it depends on whether or not its heat capacity is
enough to meet the thermal management necessities. After providing the required thermal energy for the
endothermic reforming reaction, the combustion gases are split into three streams, the first preheats the
methane, and the second is passed through the steam generator where it supplies the necessary heat for
producing the steam consumed in the reforming process. The third is used to preheat the air going into the
stack. Finally, prior to being expanded and exhausted to the atmosphere, the combustion gas streams are
mixed together.

3.1.3.2 Thermal Management and Power Recovery Sub-Systems Description

In the BOPS and SS, the temperatures of a number of critical components (particularly the SOFC stack
and the pre-reformer of the FPS) have to be carefully controlled, and the flow and utilization of heat from
several sources within the configuration have to be managed efficiently in order to achieve high overall
efficiency. Therefore, the thermal management sub-system (TMS) plays a significant role in the operation
of the SOFC power system. Its major functions include maintaining the stack operating temperature in the
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appropriate range, bringing the hydrogen-rich reformate gas and compressed air to the desired anode inlet
conditions before exiting the FPS and the PRS, respectively, and controlling the steam reformer operational
conditions and the generation of the steam required for the FPS. A number of high performance heat
exchangers are used within the configuration in order to meet these objectives. Furthermore, since the
SOFC operates at a high temperature, this high-grade waste heat is of important use to precondition the
streams coming into the stack. Thermal energy available from the conditioning of the reformate gas, the
steam, the compressed air, and the methane are used in the WRS.

In the WRS, the combustion gases coming from the steam generator, the compressed air heat
exchanger, and the methane heat exchanger are mixed together with the air coming from the stack. Thus,
the mixed gases are expanded through an expander for purposes of energy recovery, i.e. to offset some of
the parasitic power requirements. The work generated by the gas mixture is used to drive the air
compressor, which in turn compresses the air to be used for the stack and the combustor. For most
operating conditions, the work produced by the expander does not match the work required by the
compressor. This additional work is supplied by an electrical motor which takes power from the SS/PES

3.1.3.3 BOPS Model Development

3.1.3.3.1 Thermodynamic, Kinetic, and Geometric FPS Models

The mathematical model of the fuel processing sub-system (FPS) consists of a set of equations that
describe the mass and associated energy flows in each of the lines of the sub-system, based on the
chemical reactions inside each reactor and on the laws of conservation of mass and energy for each
component in the sub-system. In the case where the sub-system is in a transient state, the conservation of
molar mass and energy for each component can be written as follows:

. . dm
anix - znmix = dtcv (16)
in out
. . . . dEcv
2Qq W+ anithix = 2 NinixNmix = at (17)
q in out

where the indices in and out refer to the inlet and outlet flow streams, respectively, and g to the
number of heat interactions Qq of the component with other components or sub-systems. Moreover, W
represents the work done by the component, n,;, the inlet or outlet mixture molar flow rate, and h,; the
corresponding specific enthalpy. The terms m, and E,, refer to the control volume mass and energy.

The mixture’s molar flow rate, n_;,, is defined as the sum of the molar flow rates of its constituents,
while the corresponding specific enthalpy, h,. , is given by the following relation

7
Nk (T’Y)=Zyphp (T) (18)
p=1
which is valid for a Gibbs-Dalton (ideal gas) mixture. In the above equation, y, represents the mole

fraction of the pt constituent and h, its corresponding partial enthalpy. Since there are chemical reaction
mechanisms that are active within the system, the constituent’s partial enthalpy is expressed as
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hp(T)=(Ah$)p+h‘p(T)—h'p(To) (19)

where (Ah? )p is the enthalpy of formation of constituent p at standard temperature T, and pressure

P, . The value of the enthalpy h'p of the pth constituent is determined by the approximate expression
h, (T)=a,T +%pr% +§CDT%+§de% (20)

which is based on a regression of data from the JANAF Thermochemical Tables (1971). The values of
the constants a,, b, c¢,,and d, inthe above equation are tabulated in Gyftopoulos and Beretta (1991).

Table VI: Values of the constants a,, b,, ¢,,and d, for use in the approximate expressions in equation

(20). (Gyftopoulos and Beretta, 1991).

CH,4 H.0 CO CO, H> 0, N2
a, 104.0 180.0 62.8 -55.6 79.5 10.3 72.0
b, -77.8 -85.4 -22.6 305 - 26.3 5.4 -26.9
c, 20.1 15.6 4.6 -1.96 4.23 -0.18 5.19
d, -1.3 - 0.858 -0.272 0.0 -0.197 0.0 -0.298

Chemical equilibrium calculations are necessary in the modeling of the FPS reactor in order to
determine the composition of their inlet and outlet streams. The equilibrium constant of the reaction,
K(T),is defined as

K(T)= exp{—%_l(_-r)} (21)

where Ag° (T) is the Gibbs free energy of reaction at temperature T given by
Ag°(T)=Ah"(T)-TAs*(T) (22)

where the function Ah° (T) referring to the enthalpy of reaction at temperature T and pressure P,

and As° (T) to the entropy of reaction at the same conditions. The values of these functions can be
determined by using the following two relations

AR (T)= AR+ 3 v, [ (T,B)=h (T, P)] 23)
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7
A (T)=As"+D v, [5,(T.P)-5,(T,.R)] (24)
p=1
where
s,(T.P)=a,InT +4b.T/% +2c T +§de%—RlnP (25)
and v, is the stoichiometric coefficient of the p'" constituent in the reaction. The term Ah°®, appearing
in equation (23), is called the enthalpy of reaction at standard conditions, i.e. T, =25°C and P, =1 atm,
and is expressed as

7

AR =3y, (Ah?)p (26)

p=I

The term As®, appearing in equation (24), is called the entropy of reaction at standard conditions and
Is given by

;
As" = v, (As) (27)
p=1
where (As‘f’ )p is the entropy of formation of constituent p at standard temperature T, and pressure

P, . Finally, one more variable appearing in the chemical equilibrium calculations is the degree of reaction,
&, which is defined as

f=—"- (28)

r-]mix,i

and where € is the reaction coordinate and n;; is the molar flow rate of the mixture entering the reactor.

To perform the necessary heat transfer calculations of the FPS component models, thermophysical
property data is required. This is included in the simulation code as fitted correlations of data obtained
directly from the Engineering Equation Solver (EES) software (1995). In particular, the EES software
contains subroutines for calculating the thermophysical properties of various substances assuming either
ideal or real gas behavior. Therefore, appropriate correlations for the specific heat ¢, , thermal conductivity
k, and dynamic viscosity x of the seven different mixture constituents (i.e. CH,, H,0, CO, CO,,
H,, O,, and N,) are extracted from the software based on the temperature and pressure ranges of

interest. The thermophysical properties of the ideal gas mixture are then determined by using the following
relation:

Zmix (T5y)=iypzp(T) (29)

for Z=c,, k,and . All thermophysical properties are evaluated at the arithmetic mean of the inlet
and outlet mixture temperatures unless otherwise specified.
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As to the thermal analysis of the heat exchangers included in the FPS configuration, two different
methods are applied, namely, the log mean temperature difference (LMTD) method and the number of
transfer units (NTU) method based on the concept of a heat exchanger effectiveness. The effectiveness,
&, of a heat exchanger is the ratio of the actual heat transfer rate to the thermodynamically limited
maximum possible heat transfer rate if an infinite heat transfer surface area were available in a counter-flow
heat exchanger. The actual heat transfer is obtained either by the energy given off by the hot fluid or the
energy received by the cold fluid. Therefore,

O Ml [0 (o) = (T ) | i e (T )= P (T | -
Qe Qe Qre

The fluid that might undergo the maximum temperature difference is the fluid having the minimum heat
capacity. Thus, in this work, the maximum possible heat transfer is expressed as

Qmax = I"]r?lix [hr?ﬂx (Th,i ) - hr?]ix (Tc,i )} lf (ncp ):ﬂx < (ncp )(r:nix (31)
or

3 +C c c : . ¢ . h
Qmax = r]mix |:hmix (Th,i ) - hmix (Tc,i )j| lf (nCp )mix < (nCp )mix (32)
What follows is a description of the models developed for the reactor, the steam generator, and the
compact heat exchangers included in the FPS configuration.

3.1.3.3.2 Modeling of the SMR Reactor

A number of simplifying assumptions are introduced to facilitate the modeling of the SMR reactor
described in the previous sections. These are outlined below.

. A single reactor tube is analyzed. Thus, all the tubes in the reactor behave independently of one
another.

. Reforming and combustion gases behave ideally in all sections of the reactor.

. The gas flow pattern through the channels is assumed to be plug flow.

. The demethanation reaction is considered to be the kinetically controlled and the water gas shift
reaction is considered to be equilibrium controlled.

o A uniform temperature exists throughout each catalyst particle, and it is the same as the gas

temperature in that section of the catalytic bed.

No carbon deposition is allowed in the SMR reactor.

Bed pressure drops are neglected.

Axial dispersion and radial gradients are negligible — plug flow conditions.

The outside shell wall is adiabatic.

For maximum conversion of CHs to Ha, the mixture should be at equilibrium at the exit of the SMR
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The two reactions chosen to describe the steam reforming of methane are the ones presented in
the previous chapter, i.e. the endothermic demethanation reaction and the exothermic water-gas shift one.
By combining these two partial chemical reaction mechanisms as shown below

CH,+ H,O <« CO + 3H,
»CO +4%H,0 & ¥CO,+ %H,

the following overall reaction mechanism is found:

CH, +%H,O & »%CO + }CO,+%H,

iAA
ni““a' r];;ctual + dn;ctual n la)c’t(L)JaI
Xp X, +d>§) X 00

-

L
Fig. 31: Steam reformer differential discretization.

Mass balance

Fig. 31 shows the reformer differential control volume over which the mass and energy balance are
performed. For plug flow conditions, dispersion is assume to be negligible, thus, the material balance that
includes transport, reaction, and accumulation of the reforming gas, can be written as

o(-UC) _oC
o RaPc = (33)

where C is the methane molar concentration (g-mole/m3), U is the superficial velocity (m/hr), Ra is the
methane reaction rate per unit mass of catalyst, pc is the catalyst bed density (kg catalyst / m3 reactor), x

is the axial direction (m), t is time (hr). Let Y be the mole fraction of methane and o the molar density of
bulk gas, thus C = pY and the concentration balance is replaced by

2 2
OFY ﬂi:ﬂ‘;( ,ﬂwa_pj 34
OX 4 4 ot ot

where F is the molar flow rate inside the reactor (g-mole/hr) and d is the inside diameter (m). Let us
define

F1-X F —FoY
F:F0+2X1Fl;p=i£ ;Y:—l( 1);)(1:—1 0" (35)
RT | Fy Fo+2X,F F +2YF

54



where X1 is the conversion, Fq is the initial total molar flow onside the reactor, and F; is the initial

methane flow rate. Then Z—fcan be defined as
p _ Op X, oY (36)
ot oX, oY ot

Energy balances

Energy balances for the tube-side of the reformer, for the tube-wall, for the combustion gases
(shell-side), and for the catalyst are given next.

Reformer gas side

The reformer gas energy balance includes the gas sensible heat change, reaction enthalpies, heat
transfer from the hotter tube-wall, heat transfer from the catalyst particles, and the accumulation or storage
term. The energy equation is as follows:

O\FC,T
AECT), 5 e am @ e afm, -1 hoaa 1) -AC, 2T )
> F(-aH )@; = F(-AH )8X (':3+)(1':1)(—A|'|2)a;<—x2 (38)

where C, is the heat capacity of the tube-side (J/g-mole-K), Ac is the external surface area of particles per
volume of catalyst bed (m3/m2), T is the catalyst temperature (°K), hi is the inside heat transfer coefficient
(j/hr-m-K), hc is the catalyst-fluid heat transfer coefficient(j/hr-m-K), AH, the demethanation reaction

enthalpy (J/g-mole CH), AH, the water-gas shift reaction enthalpy (J/g-mole CO), Xz the conversion of the

water-gas shift reaction. The reaction enthalpies are evaluated at the reactor average temperature.
Negative values indicate an exothermic reaction. The heat transfer coefficients (h) are a function of the
characteristic of the fluid and the geometry of the reactor.

Shell side

The Energy balance equation for the shell-side gas includes sensible heat change, heat transfer with tube
wall, and accumulation of internal energy change, it can be written as

aTy oty
PoAC o, == =PVoACH, = -~ (To -T)  (39)

where Aq is the heat transfer area, p, is the gas density, To is the gas temperature, Tw is the tube wall
temperature, hg is the heat transfer coefficient.
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Tube wall

The energy balance for the tube wall includes convective heat transfer with reformer gas and shell-side
gas (combustion gases) and accumulation of internal energy change, which can be written as

( —d k = 4hyd (T —Tw)—4h;d; (T, - T;) (40)

where do and d; are the external and internal diameter respectively, p,,is the metal density, To is the

reformate gas temperature, Tw is the tube wall temperature, Ti is the Combustion gases temperature, ho is
the reformate gas side heat transfer coefficient, hi is the combustions gases side heat transfer coefficient.

Cp,, is the wall specific heat.
w

Catalyst
The energy balance equation for the catalyst is

oT¢
CpcPc 7 =hcAc(T -Tc) (41)

where pc is the catalyst density, T is the reformate gas temperature, Ac is the external surface area of
particles per volume of catalyst bed (m3/m2), T is the catalyst temperature (°K), h¢ is the catalyst-fluid heat

transfer coefficient(j/hr-m-K), and C Pe is the catalyst specific heat.

Chemical Kinetics

Once the energy and mass balances have been solved and the corresponding flow rates of the
mixture’s constituents have been determined, the geometric and kinetic models presented in Tables VIl and
VIII, respectively, are used in order to complete the SMR modeling. Among the different rate equations
found in the literature for the demethanation reaction, the one developed by Bodrov et al. (1964, 1967
Murray and Snyder (1985)) was selected to represent the demethanation reaction rate in the kinetic
modeling of the SMR reactor. The values of the frequency factor K, and the activation energy EA,

appearing in the reaction rate expression, were determined experimentally by Bodrov et al. (1964, 1967,
Murray and Snyder (1985)). The methane partial pressure is written in terms of the total pressure, the
steam-to-methane ratio, and the actual (kinetic) methane conversion. Finally, achieving equilibrium for the
demethanation reaction at the exit of the SMR reactor is desired since it translates to maximum conversion
of the methane to hydrogen. The water-gas shift reaction is equilibrium controlled.
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Table VII: Geometric model of the SMR reactor.

Variable Description Model Equation

n  Number of tubes Assigned value

d™  Tube inner diameter Assigned value

SMR . : VA (d»SMR )2

A Cross-sectional area (single tube) AMR AT T
cr 4

t, Tube wall thickness 4 4™ 4o,

d™  Tube outer diameter
P™  Pitch P™ =1.2d"

D™ Shell diameter D = 0.661\/ 73" (P )

tubes

Table VIII: Kinetic model of the SMR reactor.

Variable Description Model Equation
Swe/ | Steam-to-methane ratio Assigned value
... | Inlet methane molar flow rate ,
] nCH4,i - n(:H4 o
Ny, . | Outlet methane molar flow rate Xew, = 5
. . . CH, i
X, | Actual (kinetic) methane conversion
Pu, | Methane partial pressure 1= X,
. PCH4 = yCH4 PSMR = 1 2X SMR
P.» | Reformate gas mixture pressure *2X e, * Gy,
T SMR EA
o Average ref(?rmate gzlis temperature _R, =K, exp(_ Perta
Ra | Demethanation reaction rate RT
. 3 XCH_,“eq
L SMR reactor length for the design L - Now, i dXe,
" p0|nt . (ntubes Acr IOB )SMR 0 (_rCH4 )

3.1.3.3.3 Modeling of the Methane and Air Compressors

For the dynamic analysis of a compressor or fan, the pressure and mass flow are state variables.
Assuming that the inlet temperature is also known, the performance maps can then be used to calculate
the rotational speed and efficiency and then the output temperature and work input. Heat transfer from the
fluid in a compressor to the impeller and casing is a complex phenomenon, particularly during star-up
transients Heat flow goes from the fluid to the casing and then to the ambient; and from the fluid to the
impeller and then to the casing and to the ambient through the bearings, seals, and shaft. The thermal
capacitance of the casing, impeller and inlet duct can be approximated by a single thermal mode at a
temperature Togiven by
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ey T )] T Ty [ T Ta)

where m is the mass of the thermal mode, Cy is the thermal mode specific heat, (hA),is the inner
conductance from the fluid to the thermal mode, (hA), is the outer conductance from the mode to the
ambient, and To is the mode temperature. The heat transfer coefficient (h ) is assumed as constant, the
internal heat transfer coefficient (h; ) depends on the flow characteristics and the mode geometry. The heat
flow from the fluid to the mode is given by

-To } (43)

Therefore, the temperature change of the fluid due to heat flow into the mode is

AT, = .(hA)i Flﬂz —TO} (44)
szCpF 2

The temperature change from the compressor power input is expressed as

r—1

AT, = [&] (. (45)
nc |\ R

Collecting terms yields an expression for the outlet temperature given by
-1
hA) o hA)
T1 1_‘(7)|+L P2 Y -1 +‘(7)|T0

PF
T, = (46)
hA);
1 + ( )I
2m,C PE
Finally, the compressor work is written as
y—1
MyeCpTi |(Py ) 7
c = |- (47)
ic P

3.1.3.3.4 Modeling of the Expander

58



The transient heat transfer model for an expander is similar to that for compressors. The heat
transfer is calculated assuming a single thermal mode representing the casing, impeller, and duct wall

temperature, and the flow and efficiency are determined from the performance maps. The outlet
temperature and work output are given by

y—1
hA). 7 hA):
T 1_.(7)I+77T 1—[%j +.(7)'T0
2m2,:CIOF ] m2,:CIOF
T, = (48)
hA).
1+ ( )I
2m2FCpF
and
7-1
. P,
Wr =mycCpncTy|1- Y (49)
1

3.1.3.3.5 Modeling of the Shafts for the Turbomachinery

The shaft component is used to compute the turbomachinery rotational speed (N) based on input
values of turbine power output, and compressor power input. From a power balance

NN aw (50)
ot

where | is the moment of inertia and AW is the power balance given by

AW =Wy — Wi, (51)
For a compressor coupled to a turbine

where W), represents the mechanical loss.

At this point of the research the performance maps have been replaced by simplified analytical
expression which account for the relationship between pressure, mass flow, and efficiency.

3.1.3.3.6 Modeling of the Compact Heat Exchanger

The heat exchangers used in the BOPS configuration are all plate-fin type, compact heat exchangers
with a single-pass, cross-flow arrangement. Their modeling details are presented in Table IX. The heat
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transfer and pressure drop models used are based on the work of Shah (1981) and Kays and London
(1998). The effectiveness-NTU method is applied in order to relate the geometric models of the heat
exchangers to the thermodynamic ones. The expression for the heat exchanger effectiveness is obtained
from Incropera and DeWitt (1990) and is valid for single-pass, cross-flow arrangements with both fluids
unmixed. It should be made clear that the equations appearing in Table IX are valid for both the hot and the
cold stream sides. Therefore, they should be taken into account twice in order for the heat exchanger
model to be complete. Exempt are the equations that refer to the height and number of plates of the heat
exchanger, the volumes of the hot and cold sides, as well as the overall heat transfer coefficient and the
heat exchanger effectiveness.

The following assumptions are made in the thermal analysis of each section of the heat exchanger:
Fluid flow is one-dimensional
Longitudinal conduction in the fluid or wall is negligible
The effective conductance (hA) is known for each fluid as a function of Reynolds number
Conduction resistances through the wall are negligible
The wall temperature in each section is a function of time (spatially constant)
The heat exchanger is adiabatic overall.
Since the fluid is a gas, its thermal capacitance is assumed to be small compared to the wall.

Table IX: Geometric and heat transfer models of a plate-fin heat exchanger.

Variable Description
L Hot-side length

L Cold-side length

Model Equation
Assigned value

Assigned value

H Height

H=b +2a+n__ (b, +b +2a)

plates Number of plates

| , b

, Fin length I, =E_tf

h . h
A Hot-side volume V' =LLb (n,. +1)
V®  Cold-side volume vV, =LLbN,.

A Heat transfer area DA

A= ﬂ\/p, ,A\[J i
A Minimum free flow area 4L
A, Finned area 2h
A =LH, m= [—

A, Frontal area k.t

17, Fin efficiency tanh (ml, ) f

. - = ,’70—1_(1—%)_

m, Outside overall surface efficiency ml,

n Mixture molar flow rate G= i

- AU

J Colburn factor

Hey
) ) Pr =
G Maximum mass velocity k

Pr Prandtl number
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h Heat transfer coefficient

U Overall heat transfer coefficient C. - min(nCCS, nhCZ)r c. - max(nccg, nhcs)
C.. Minimum heat capacity

C.. Maximum heat capacity UA = ! . C = Coin . NTU zﬁ
C, Heat capacity ratio ! ! r max min

+
Ah Ah
NTU  Number of transfer units (n, )“ (n, )

¢ Effectiveness £=1-exp Kcij( NTU)"™ {exp  -C, (NTU)™" |- 1}}
The governing partial differential equations for the cross-flow section shown in Fig. 32 are

Hot side
(Mc, ) % +(me, ) Lx%(h +(hA), (T, - T,,) (53)

Cold side
(Mc, ). 66Ltc +(me, ) Ly % +(hA) (Te = T,,) (54)

Wall
(M), = () T ~To )+ (h4), (7 -, =9

where M is the mass in the control volume, subscript h indicates the hot side, subscript c indicates the cold
side, subscript w indicates the wall, x and y are the longitudinal and transverse directions, respectively. A
refers to the heat transfer area, h is the heat transfer coefficients.

COMPACT HX

- >4

(T'HO‘T‘)O]T'T'

OLD}EN

Fig. 32: Compact heat exchanger section.
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Fig. 33: Compact heat exchanger spatial discretization.

In this research, a numerical approach was applied to solve the transient thermal response of the
compact heat exchangers. This is due to the fact that the partial differential equations describing the wall
and fluid temperature responses are complex and non-linear, and there are no general solutions. In order
to guarantee adequate accuracy, spatial discretization as depicted in Fig. 33 was applied to the heat
exchanger.

3.1.3.3.7 Modeling of the Steam Generator

The steam generator (SG) considered in this research consists of an economizer, an evaporator, and a
superheater. These three integrated component parts have been modeled as a cross-flow, shell-and-tube
heat exchanger with a single-pass shell and one tube pass. Since the same type of shell-and-tube heat
exchanger is taken into account to describe the economizer, evaporator, and superheater geometries, the
geometric models developed are identical. The necessary equations are obtained from Kakac¢ and Liu
(1998) and are the appropriate ones for this particular shell-and-tube configuration. The geometric model of
the steam generator is presented in Table X.

The economizer, evaporator, and superheater dynamic models are formulated similarly. In general the
steam generator is discretized spatially in n sections. For each section (index i), a dynamic energy balance
for the pipe is formulated as follow:

1 oT,,: . .
n (mC p )w % = Qgas—steel i Qsteel —steami (56)

where the heat flows are calculate by

: 1
ans—steeli = FU gas; A(Tgasi - Tsteeli ) (57)
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. 1
Qsteel —steamj — H u steamj A(Tsteeli - Tsteami ) (58)

The temperatures of the gas and steam for each section of the counter flow heat exchanger are
calculated implicitly as follow:

ans—steeli = (mC p )gas (Tgasi_l _Tgasi ) (59)
Qsteel —steam = (mC p )steam (Tsteami _Tsteami+1) (60)
For the evaporator the last equation is replaced by
Qsteel—steami = (m)steam (hsteami - hsteami+1) (61)
Table X: Geometric model of the steam generator.
Fixed Parameter Description Value Fixed Parameter Description Value
t, Tube wall thickness (mm) 15 CTP Tube count calculation constant 0.93
zises Number of passes 2 CL Tube layout constant 1
Variable Description Model Equation
diSG Tube inner diameter Assigned value
> | Number of tubes Assigned value
L Length Assigned value
d® | Tube outer diameter d* =d* +2t,
P* | Pitch P* =1.25d.°
D | Shell diameter D =0.637 /i s (P°)
CTP
B Baffle spacing B=0.6 D:G

As far as the heat transfer analysis of the steam generator is concerned, three different heat transfer
models are developed and presented in the following pages due to the fact that different convection heat
transfer coefficients as well as methods are considered in the design/analysis of its three parts.

The LMTD method is applied to the thermal analysis of the economizer. Two different expressions for
the tube-side heat transfer coefficient are given depending on whether the water flow inside the tubes is
fully developed laminar or turbulent. The correlation used for the shell-side heat transfer coefficient is the
one suggested by Kern (1950). The details of the economizer’s heat transfer model are given in Table XI.

For saturated convective boiling prior to dry-out, relations to predict the heat transfer coefficient have
typically been formulated to impose a gradual suppression of nucleate boiling and a gradual increase in
liquid film evaporation heat transfer as the quality increases. A number of correlations based on this
approach have been developed. The one recently developed by Kandlikar (1990), which has been fit to a
broad spectrum of data for both horizontal and vertical tubes, is used to calculate the tube-side heat
transfer coefficient for the evaporator. The equations of the evaporator’s heat transfer model are presented

in detail in Table XII.
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As to the heat transfer model of the superheater, this is presented in Table XIIl. The correlations used
to calculate the tube-side and shell-side heat transfer coefficients are the same as those appearing in the
model for the economizer. The main difference, however, is that the thermal analysis of the superheater is
based on the effectiveness-NTU method and not on the LMTD one. The reason why the latter is used to
relate the geometric variables of the economizer to its thermodynamic ones is explained as follows. Let us
assume that the effectiveness-NTU method is applied to the modeling of the economizer and that the cold
fluid (i.e. the water) is found to have the minimum heat capacity. According to the expression for the
maximum possible heat transfer, the water stream would then exit the economizer at the inlet temperature
of the combustion gases. It is highly likely though that the resulting inlet pressure and temperature of the
combustion gases would correspond to a water state at the exit of the economizer different from that for a
saturated liquid (e.g., a superheated vapor). Such an inconsistency is not desired in the design of the
economizer. For that reason, the LMTD method, which does not introduce a discrepancy of this kind, is
used.

Table XI: Heat transfer model of the economizer.

Variable Description Model Equation
Re_ | Tube-side Reynolds number an, 4y oC,
. Reeco = - ! Preco = : =
Pr_ | Tube-side Prandtl number 7y Moy ) Kio ).,
eco I(H,O
If Re_ <2300 h,, =436 -
: d
o otherwise
hHﬁO Tube-side heat transfer coefficient
eco kHZO 0.8 0.4
thO = 0023 d ( Reeco ) Preco )
2
eco . . . (PI.ECO) —ﬂ'(d;m)
D,, Shell-side equivalent diameter D =
q ﬂ'd :co
A | Bundle cross-flow area D™ ( P™—d* ) B n
s Aeco — S o eco ’ Geco _ gas
G | Shell-side mass velocity i P A"
055 ! X
eco . . . k as De Gs Cp as Iugas K H as "
hgas Shell-side heat transfer coefficient h;: =036 = i g g
Deq eco y gas eco kgas eco y wall / eco
U Overall heat transfer coefficient 1
- Ueco = ! Aeco = (ﬂ-do Lntubesn asses)
1 1 p eco
oo Heat transfer area w T e
H,0 gas
AT eco (T9a5~i _TH30,0 )eco - (Tgas,o _THZO,i )eco
AT | Log mean temperature difference " (Tgas oo, )
l i 2% eco
(T935<° _THsz )eco
Q., | Heattransfer rate Q. = hgaSC:;; (Tg:?i _ngc;o) =U_A AT
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Table XII: Heat transfer model of the evaporator.

Variable Description

Model Equation

evap : 2
Al Cross-sectional area T (drevap ) i
Aevap — N ) Gevap — _ HOo
G, | Tube-side mass velocity o 4 e &P p e
ube tubes © cr
1 08 pvap 0.5
Co | Convection number Co= (—lJ #
1q
X Pu,o
(G evap )2
b
Fr. | Froude number Fr,=———
lig d evap
(o) 9
q"
Bo | Boiling number Bo=—"—
G*h
tube g
inCI Gevap (1 /'{) devap ﬂ C 0.4
— H,0 N
h,, | Heattransfer coefficient for the liquid phase h,, = 0.023 :VZ; e Sl
i Mo kHZO liq
evap . - evap C, Cs C
2 4
h,s | Tube-side heat transfer coefficient he® =h, | C,Co™ (25Fr, )™ +C,Bo
2 s q 1 le 3
4( Pevap )2 - (devap )2
D™ | Shell-side equivalent diameter D = — T u
eq eq evap
7d,
A®™® | Bundle cross-flow area D™ ( P — g ) n
s Aevap _ s T o evap Gevap g
G™ | Shell-side mass velocity i P : A
0.55 ) 0.14
evap : - evay kgas Dqus Cpgas /ugas 4 lugas
hy. Shell-side heat transfer coefficient hgasp =036 —
DEq evap 'ugas evap kgas evap 'Llwa" evap
U 1
s | Overall heat transfer coefficient o 1 N 1
evap evap
hHZO hgas
.. | Heattransfer area Ao = (” O L M e )evap
(T asi T as,0 )
AT evap _ gas, 925,0 Jevap
Im
AT, | Log mean temperature difference | (Tgasyi “Tio )evap
ol 2 "0 em
(Tgas,o - THZO )evap
evap evap evap
-T) U AT
" . n 9 Pgas ( gas,i g0 ) Yevp Im
Qerep Surface heat flux (single tube) Uy = - = -
tubes © ‘evap ntubes
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Table XIlI: Heat transfer model of the superheater.

Variable Description Model Equation
Re,,,.. | Tube-side Reynolds number e [ an, } oy _ ( 'LIH:OCPHZO }
. super ! super

Pr.. | Tube-side Prandtl number 7 1y, 6N e r Kiio ar
hee i ic h*" = 0.023 Koo (Re,,. ) (Pr,.)"

0 Tube-side heat transfer coefficient o — U uper super

i super
super super

super i i i super ( PT ) B (d0 )
D Shell-side equivalent diameter D =

eq eq super

7d,

A" | Bundle cross-flow area D ( PP g ) B n

s Asuper _ s T 0 super Gsuper _ gas
G | Shell-side mass velocity i P : AP

0.55 / 0.14
3

super hsuper = 0 36 kgas Dqus Cpgas ﬂgas lugas
h*” Shell-side heat transfer coefficient gas

gas D [l'l k ’Ll

€d / super gas super gas super wall /" super

U Overall heat transfer coefficient 1

il Usuper = 1 1 ! Asuper = (ﬂ-doLntubesnpasses )super
A, | Heattransfer area e + B

H,0 gas
C.. | Minimum heat capacity cC = min(r'l Uper e )
min H,0 PH,0 > " gas Pgas

C Maximum heat capacity C —max(n C*™ 1 co™
H0 7 PHy0 7 08 T Pgas

C Heat capacity ratio

C i Usu erAsu er
C — min ’ NTU — p P

r

NTU Number of transfer units C C

max min

2

super

. 1+exp
& Superheater effectiveness
e P 1+Cr+\/1+C,2
l—exp(—NTU 1+C/’ )

(—NTU 1+c,2)

3.1.3.4 gPROMS® BOPS Environment

Process modeling is now a recognized essential technology for successful design and operation of
process plants. Steady-state models are used in almost all process design; dynamic simulation analyses
are performed as a routine part of control verification and tuning and the design of start-up, shut-down and
emergency procedures, and process models can form the basis for a number of process control and
related operations. Many other activities rely on the availability of a detailed, predictive model of the
process. PSE's (Process Systems Enterprise’s) gPROMS is a powerful general-purpose process modeling
and optimization environment used to enhance design and operation of continuous and batch processes. It
provides unrivalled modeling and solution capabilities which allow one to build high-accuracy models of
production facilities.
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gPROMS® stands for general Process Modeling System. It is the most advanced general purpose
process modeling, simulation and optimization software available today. gPROMS is actually a family of
products that takes process modeling across the traditional boundaries within the typical organization - from
R&D specialists and engineers to CFD practitioners, control engineers and operations personnel. gPROMS
models can be used for steady-state and dynamic simulation, estimation and optimization within the
gPROMS user interface, or within an embedded gPROMS modeling and solution engine in packages such
as FLUENT, Aspen Plus, Hysys, Matlab, Simulink or various automation systems. The gPROMS integrated
capabilities are shown in Fig. 34.

3.1.3.4.1 gPROMS’ Underlying Technology

At its core gPROMS is an equation-based system, meaning that processes are described by their
underlying physical and chemical relationships and the operational task sequences superimposed on them.
gPROMS analyses the relationships governing the process and then performs your solution of choice -
dynamic or steady-state simulation, optimization or parameter estimation. This enables process designers
and operations personnel to quantify process design and operation,. Some characteristics of gPROMS are:
a powerful modeling language, robust and fast solution technology, and a modular, well-designed
underlying software structure.

gPROMS is widely recognized as a 'best-in-class' simulation environment. It is designed to be both a
fully-fledged simulation environment in its own right, and a simulation engine which can be embedded in
applications or combined with other 'best-in-class' applications to provide a comprehensive design and
operations tool. Similarly, gPROMS allows models to link to external components, for example, physical
properties packages or control system software with ease. Advanced features such as dynamic
optimization allow simultaneous optimization of equipment sizes and operating procedures.

3.1.3.4.2 Application Across the Process and System Lifecycle

With a gPROMS model of your process, you can perform many activities using a single evolving model
basis:

e Optimize equipment design - determine the optimum equipment sizes for the required operation.

e Optimize operating procedures - determine the optimum procedures for operations such as startup (for
example, to minimize startup time subject to operating constraints), shutdown, and emergency
handling.

e Optimize control system performance by determining the optimum controller settings for anticipated
disturbances.

e Provide automation applications such as data reconciliation, model-based predictive control and
inferential measurement.

e Provide on-site decision support tools, for example, a dynamic simulation or optimization of a process
embedded in an Excel or web browser front end, for use by operators in the control room.

All of these help ensure that the system at hand is designed for optimum performance, and operations
are as close to the optimum for the given plant configuration as possible.
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Fig. 34: The gPROMS integrated capabilities (JPROMS introductory manual).

3.1.3.4.3 gPROMS® for Fuel Cell System Modeling

Fuel cell technology is one of today's key areas of process development and design. Process Systems
Enterprise’'s gPROMS process modeling environment is the modeling tool of choice for many of the
companies and research organizations leading the field in this development. gPROMS' unique features
bring significant benefits to researchers and engineers modeling fuel pre-treatment systems and the cell
process itself, making it feasible to set up detailed system models capable of highly accurate predictions.
Once a model is available, it can be used to optimize synthesis design of equipment and operations,
thereby improving synthesis/design solutions and reducing development times at every stage.

A detailed process model of systems such as the one shown in Fig. 34 above can be used to provide
quantitative information for decisions on many critical aspects of synthesis/design, to establish the
operating envelope, and to test the whole range of operations exhaustively. In particular, the key
technology of dynamic optimization can be used to optimize simultaneously both the static design
parameters and the dynamic performance of the system. gPROMS s suitable with the tools required to
characterize the reactions in complex reaction systems, to investigate catalyst performance, and to design
reactor control systems. These facilities are all available to developer of fuel pre-treatment systems for fuel
cells.
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3.1.3.4.4 gPROMS® for Control Engineers

gPROMS provides numerous facilities for design of control systems and their implementation. This
section describes three areas: the general facilities gPROMS offers, the Simulink block object, and the
model linearization capability.

Control System Design and Optimization

Controllers built in gPROMS can be optimally tuned for a range of disturbances with a single
optimization run. g°PROMS can be used to design and optimize equipment and control system
simultaneously, for example, to determine the best reactor diameter and controller tunings in a single run.
gPROMS is used extensively for determining optimum operating procedures for start-up, shutdown, and
general batch operations.

The Simulink Block Object

The gPROMS Block Object for Simulink allows complex non-linear g°PROMS process models to be
incorporated directly in your MATLAB® Simulink applications. This enables Control Engineers to design
controllers in Simulink using detailed process models created by process engineers for process design.
The solution of gPROMS models within Simulink is rapid and robust. gPROMS takes care of all the
mathematics required to reduce the problems to the form expected by Simulink, however complex the set
of partial and ordinary differential and algebraic equations within the gPROMS model.
The Model Linearization Capability

Using the gPROMS LINEARISE command, you can generate a linearized model at any point during
the execution of a gPROMS simulation for use in linear control system design techniques or in model
predictive control. Using gPROMS to generate linearised models means that you can:

e generate state-space matrices for use in control system design within MATLAB

o generate linear models for use in Model-Predictive Controllers (MPC) from a detailed dynamic
model, without perturbing plant operation

o generate linear models at any operational state you require. For example, you can generate
separate linear models for high throughput and low throughput cases, in order to provide the MPC
with the most appropriate operating model

o take advantage of the wide variety of existing gPROMS models in all walks of industry and
academia to streamline control system design.

3.1.4 SOFC Power-Conditioning-System Model

The problem of integrated-system design/operational optimization for variable loads and/or
environmental conditions is complex and difficult to solve. It represents a mixed integer and non-linear
programming (MINLP) problem for which no general solution has been found. This is further complicated by
the need to examine a large number of alternate syntheses, designs, and operational-control strategies at
each level of the problem. SOFC stacks respond quickly to changes in load, because of their rapid
electrochemistry. The PES also responds quickly to changes in application load or other variations. This is
however not true for the thermal, mechanical, and chemical BOPS components and particularly for the fuel-
processing sub-system, where load-following time constants are typically several orders of magnitude
higher.  Differences in  response times between the electrochemicallelectrical  and
thermal/mechanical/chemical sub-systems of the overall SOFC system significantly increase the
computational complexity. For example, the load following time constants of the BOPS are typically of the
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order of seconds, while that of the SOFC and the PES is in microseconds. Hence the number of iterations
of the PES/SOFC model has to be of the order of millions for us to get any meaningful results. Such
complex simulations are extremely cumbersome on commercially available computational facilities (as
specified by DOE). Hence there is a need to develop efficient simulation techniques to model such
systems. This section first describes the comprehensive system model and then goes on to describe the
reduced order models that are developed for efficient and less cumbersome calculations.

3.1.4.1 Comprehensive Integrated Model and Methodology on Multi-Software Platform

Such a methodology enables the use of software/package that is most suited to model any given sub-
systemTo study the electrical interaction of SOFC, PES, BOPS, and the application loads as a whole, a
multi-software platform as shown in Fig. 35 were implemented using iSIGHTL. While the Visual-Fortran
code (SOFC) is embedded in the Saber Designer (PES and application load) using dynamic link library
(dlls), modules developed in the gPROMS?2 (BOPS) environment was integrated with Saber Designer
using iSIGHT software (Mazumder et al., 2003). The PES model supplies input power data to the BOPS
model through the iSIGHT interface. The BOPS model then calculates the SOFC stack parameters (like
fuel-flow rate and temperatures) and supplies this data to the SOFC model, using iSIGHT and dlls. This
integration of multiple software platforms enable us to use the most powerful software tools used to model
each of the SOFC sub-systems.

10 1099K 1 g s o 0 s 0 FORTRAN
| ] 131 RO b s DR 5
DRI T

Fig. 35: Implementation of a unified model for a SOFC power-conditioning system using multi-software
platform.

11Sight is a software developed and distributed by Engineous Software Inc. iSIGHT integrates simulation codes and provides
engineering intelligence to drive the investigation of design alternatives. iSIGHT frees engineers from doing countless iterative
routines at the keyboard, leaving more time to create innovative ideas and gain competitive position.

12 gPROMS is an equation-based system (i.e. based on first principles) which analyzes the relationships governing a process
(chemical, thermal, mechanical, electrochemical, and electrical) and then performs a dynamic or steady-state simulation,
optimization or parameter estimation. The powerful modeling language and a robust and fast-solution technology provides a
framework, which has a high degree of success in both synthesis/design and operational modeling, simulation, and optimization
of complex and dynamic fuel-cell based total-energy systems. Thus, a general model for the balance-of-plant in the gPROMS
environment requires modifying or adding to the existing thermodynamic, kinetic, geometric, and cost models, which have been
integrated with the PES and SOFCSS modules.
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For SOFC cell-level analysis, an additional finite-element (FE) simulating package TOPAZ/FEMLAB13
was used in addition to the above multi-software platform. Initially a long-term simulation is conducted using
the analytical models of SOFC, BOPS, PES, and application load. Once a steady-state is reached, the
equilibrium values of the SOFC current and voltages are fed to the FE model of the SOFC (the parameters
of this model is the same as that of the analytical SOFC model) along with boundary conditions to obtain
the spatial resolution of cell current-density and temperature distributions.

With such tools for dynamic simulation and modeling, it is possible to conduct parametric studies and
optimizations to determine control strategies (for stationary and/or transportation auxiliary power load
profiles) and their effects on the efficiency, power density, fuel utilization and conversion, system response
and configuration, and component design of SOFC systems.

3.1.4.2 Reduced-Order Models to Resolve Effect of Multiple Time Scales

Differences  in  response  times  between  the  electrochemicallelectrical  and
thermal/mechanical/chemical sub-systems of the overall SOFC system imply that real-time simulations
have to be performed in order to obtain meaningful results. However real-time simulations using the
comprehensive model are extremely cumbersome and time consuming. Hence more efficient simulation
techniques are needed for studying the system interactions.

(@) (b)
Fig. 36: (a) Comprehensive model block diagram; (b) reduced order model with lumped harmonic load
replacing the PES.

Since the PES model comprises of a number of switching functionst4, their real-time simulation using
the comprehensive model (as discussed in Section 3.1.4.1) is extremely tedious. In order to reduce the
complexity of the simulation, a two-step approach was taken. In the first step simulations on different PES
topologies were performed using Saber Designer with an ideal voltage source as the input. The harmonic
content (obtained using Fourier transforms) and the profile of the PES input current was estimated. In the
second step, the PES is replaced by a lumped load (with similar harmonic content and profile as estimated

13 FEMLAB supplies highly sought-after new technology for the modeling and simulation of physics in all science and engineering
fields. Its main attribute is the ease with which modeling can be performed and its unlimited multiphysics capabilities, in 1D, 2D
and 3D — the perfect way to apply state-of-the-art numerical analysis to your expertise in modeling.

14 The switching functions are determined by the state-variables of the system at each time instant. A transition in the switching
function occurs whenever the state-variables satisfy certain conditions.
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in the first step) in the comprehensive simulation platform as shown in Figs. 36(a) and (b). While developing
the lumped load, it was ensured that all the harmonics were present and the magnitudes matched, so that
the stresses imposed by the lumped load on the SOFC is similar to that imposed by the PES. The process
of the lumped load development was purely iterative. The reduced order model was then used to
investigate the effect of the PES dynamics on the SOFC stack life and performance. This model
substantially reduces the simulation times and at the same time can model the power electronic system to
a good degree of accuracy. This reduced order model enables us to perform real-time simulations on the

SOFC based system.
s P y g L’ PES
E | de-dc)s dc-ac) ::: r dc-dc_j“ "'L;::E'?c
BOPS
(a)‘ (b)

Fig. 37: (a) Comprehensive model block diagram; (b) reduced order model with lumped harmonic load
replacing the PES.

In order to study the effect of SOFC variations on PES network transients and dynamics, a second
reduced order model as shown in Fig. 37 is implemented. Here the SOFC is assumed to be a time varying
voltage source, where the output voltage varies with the PES input current. Since the time scales for the
PES dynamics are comparatively much smaller, the BOPS model was neglected for this reduced order
study. For obtaining seed results, the investigation was limited to the dc-dc boost converter, with the dc-ac
stage replaced by a lumped harmonic load, which is obtained following a similar procedure as outlined
earlier in this section.

3.1.5 Application Load Model

An application load model was developed using the load profile reported by NAHB Research Center,
Inc. Figs. 38-41 shows the hourly distribution residential utility load for five different locations in the country.
The hourly change in electrical demand provides a snapshot of what may be expected of the distributed
generation equipment through a diurnal period. Using the previously considered utility residential load
profile data, the data are analyzed for each hour of the day across all days in the year.
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Fig. 38: Hourly Average Residential Load Profile (Southern California Edison Territory).
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Fig. 39: Hourly Residential Load Profile (Public Service Electric & Gas Territory, Non-Electric Space
Heating).
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Fig. 38 shows the average hourly use from SCE’s residential load profile data, and including the
median, maximum and minimum for each hour. For the PSE&G residential load profile data, Fig. 39 and
Fig. 40 show the hourly load profile for homes without electric space heating and homes with electric space
heating, respectively. Hourly average, median, maximum and minimum loads are included. Similar hourly
data for the BGE residential electric load profile is shown in Fig. 41. The data is also divided according to
homes that do not use electricity for heating and those that do.

The hourly data, which spans all hours of the year, represents the range of change in electrical use for
each hour of the day throughout the year. The average, median maximum and minimum are shown for
each hour across the year. Most notable from the data is the difference from the minimum to the average
relative to the difference between the average and the maximum for each hour. The difference between the
maximum and the average is about three times more than the difference between the average and the
minimum. This implies that the data is skewed towards the minimum level of consumption for each hour of
the day and throughout the year. This appears to be consistent for all locations analyzed.

3.2 SYSTEM-INTERACTION ANALYSIS
3.2.1 Effect of PES on SOFC

The factors that effect the stack lifetime and durability include operating temperature, thermal cycling
of SOFC stack material, mechanical pressure fluctuations. Effect of these factors on the material properties
of SOFC has been reported earlier (Virkar et al., Huang et al., Hsiao et al. and Travis et al.). These studies
on SOFC stack reliability have primarily focused on investigating the effect of material properties and
electro-kinetics of the chemical reactions on the operating life and performance. However the effect of the
PES dynamics on the performance of SOFC stack has not been investigated in great detail. Recently,
Gemmen et al. attempted to estimate the effects of electrical loads and inverter ripple on the durability and
performance of PEM fuel cells using a simple first order model for the PES. An understanding of the effect
of inverter loads on conditions near the electrolyte surface was achieved. As part of our project, we study
the effect of PES dynamics (the models have been described in Section 3.1.2.2) on the SOFC stack
performance. Our focus in this study has been to investigate the system level interactions between the
various sub-systems of the SOFC based system, specifically to study the effect of load transients and
steady-state ripple and harmonics on SOFC properties. We investigate the effect of the PES dynamics on
hydrogen utilization and operating temperature of the SOFC. We then use the results of (Virkar et al.,
Huang et al., 2001, Hsiao et al., and Travis et al., 2003) to relate the PES dynamics to the performance and
operating lifetime of the SOFC.

3.2.1.1 Impact of Load Variations and Ripple Characteristics on SOFC Performance

SOFC hydrogen utilization is directly proportional to the current drawn by the PES (Khandkar et al.,
1998) and can be defined as
I

nnk

U:

(62)
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where nis the hydrogen flow rate, which is determined by the BOPS and nF is the charge flow
between the anode and the cathode. Figs. 42(a) and (b) illustrate the hydrogen utilization for the converter
topologies shown in Figs. 23(a) and (c), respectively. Clearly, from Figs. 24-26 and 42 we see that the
hydrogen utilization closely follows the PES input current. SOFC temperature can be obtained by using
basic thermodynamic equations and has been studied in literature (Haynes et al. a). These results can be
used to relate the SOFC current to its temperature.

Figs. 43(a) and (b) illustrate the hydrogen utilization and air supply pipe temperature with variation in
the current amplitude and ripple-factor. It is clear that to meet higher load demands the hydrogen utilization
has to increase significantly. Magnitude of current ripple has minimal impact for low loads. However at
higher loads, as the ripple is increased, the hydrogen utilization was found to increase. However, the
variation of temperature with current ripple is insignificant. Figs. 44(a) and (b) illustrate the hydrogen
utilization and air supply pipe temperature with variation in the current amplitude and frequency. Fig. 44(a)
shows that the hydrogen utilization significantly decreases at a low frequency. Also temperature is shown to
rise significantly at lower frequencies. We can conclude from Fig. 45 that low frequency current ripple would
lead to depletion of hydrogen, which has a detrimental effect on the SOFC stack operating life. Also, for a
low-frequency current ripple, temperatures were found to rise beyond their nominal operating points.
Theoretical studies indicate interaction between the standard cathode, (Lao.s5Sr0.15)0.95sMNnO3 (LSM) and the
standard electrolyte, Yttrium Stabilized Zirconia (YSZ) above temperatures of 1000°C (Hsiao et al.). In
long-term operation, an interlayer of LaZr,O7 forms, whose conductivity is much less than that of LSM and
hence has an impact on the output voltage and current supplied by the SOFC. Thus low-frequency current
ripple has a degrading effect on the performance of the fuel cell.
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Fig. 42: SOFC hydrogen utilization for (a) line-commutated topology of Fig. 23(a), and (b) high-frequency
transformer-isolated cycloconverter topology of Fig. 23(c).
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Fig. 45: SOFC mean temperature for step load transients (at Time = 0 s) from no-load to 125 A, 100A, 75A
and 50 A.

3.2.1.2 Impact of Load Current Amplitude on SOFC Material Properties

Load transients also affect the operating conditions of the SOFC stack. Since the BOPS cannot
respond to such changes instantaneously, a detrimental effect on the performance of the SOFC stack is
expected. The details of this study will be presented in section 3.3.2, where we study the behavior of
various modulation strategies on the transient behavior of the fuel cell. Fig. 45 shows the variation of SOFC
mean temperature with time for a step load transient at time t = 0. Clearly with increase in current, the
SOFC temperature increases and the heat generated has a degrading effect on the material properties.
The heat dissipation in the SOFC is due to (a) dissipation in the area specific resistance of the fuel cell, and
(b) dissipation due to the chemical reaction (TAS). It has been reported that heat dissipated by the fuel cell,
if not managed properly can have a significant impact on the microcrack density of the fuel cell electrolyte
(Qu et al. 2003). For a given material and spatial heat source, the microcrack density is directly proportional
to the heat rate. It has been shown that microcrack density increases beyond a certain threshold heating
rate given by

3r%kry [Ger(l-v
200 E b(1+v)

Ot = (63)

where 1o is the length parameter that characterizes spatial non-uniformity of heat source, k is the
thermal diffusivity, o is the coefficient of linear thermal expansion, G is the fracture toughness of the
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material, E, is the Young's elastic modulus of uncracked material, b is the crack size, and v is Poisson's
ratio of the uncracked material.
The threshold current beyond which the microcrack density increases can then be expressed as

Ith :\/qth ;{qchemical (64)
SOFC

where Rsorc is the area specific resistance of the SOFC, and qehemical iS the heating rate due to the
chemical reaction. Fig. 46 shows the variation of the maximum allocable heat and the maximum current
that a fuel cell can handle for a 30% microcrack density calculated from equations (63) and (64). Beyond
these threshold values higher microcrack densities are expected, which would significantly degrade the
reliability of the SOFC. Clearly the currents encountered by the SOFC (as discussed in Section 3.1.2) are
much higher than the threshold values indicated in Fig. 46 hence for the application considered in this
study, a sufficient microcrack density is expected, which would degrade the long-term performance of the
SOFC stack.
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Fig. 46: Maximum allocable heat and current for a microcrack density of 30% as a function of fracture
toughness.
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3.2.2 Effect of SOFC Variations on PES Network Transients and Dynamics

3.2.2.1 Motivation for studying the effect of SOFC variation on PES dynamics

SOFC stacks provide non-uniform input voltage to the PES. The output voltage of the SOFC depends
on the current drawn by the PES and is given by

Vsorc =V = lsorcZ — Isorc?a — Isorcc (65)

where V °is the Nernst potential of the SOFC, Z is the electrical resistance within the cell, 7 is the
activation polarization that result from the electrochemical barriers that oppose current and ion flow, and 7
is the concentration polarization that result from local depletion of reactants on the electrodes. As
discussed in the previous sections, there is a delay before the system stabilizes back to its steady state in
case of load transients, since the BOPS cannot immediately respond to the higher fuel demand. As a
result, the SOFC voltage drops when there is a transition from low to high load; where the voltage follows
the expression in equation (65). For the SOFC system considered in this study, the voltage drops from a
nominal operating point of 72V at no load to 48V at full load (5 kW).

Because the PES is a nonlinear discontinuous system, conventional averaged small-signal analysis is
not sufficient (Mazumder et al., 2001a-d) and hence, nonlinear methodologies such as bifurcation
algorithms have been developed. It has been observed that the drop in the input voltage of the PES could
cause unwanted dynamics (Banerjee et al., 1998). Occurrence of nonlinear phenomena like sub-harmonics
and chaos in power electronic circuits has been reported (Wood et al. 1989, Deane et al. 1990, Hamill et al.
1995). In recent times it has been observed that some PES exhibit deterministic chaos, and it has been
suspected that such phenomena may be responsible for the unusually high noise in some PES. It has been
demonstrated that current-mode-controlled buck converter and boost converter are prone to sub-harmonic
behavior and chaos (Deane et al. 1991, Deane et al. 1992, Tse et al. 1994). In this study, we have
investigated the effect of the input voltage variation on the sub-harmonic behavior of the boost converter
used in SOFC based system?s, Bifurcation analysis can reveal three things: when and why does instability
occur and post-instability dynamics. Advanced bifurcation algorithms can predict the global dynamics,
which is important in analyzing the effectiveness of control design, effect of parametric variations, and
disturbance-rejection capability of a PES. Incorporation of such advanced analytical methodologies and
computation techniques will provide design loopholes even before building an expensive SOFC power
system.

We chose the boost converter to perform the codimension-one bifurcation analysis, primarily because it
is directly connected to the SOFC and any change in the SOFC dynamics is primarily going to affect its
performance. The effect of the input voltage and load variation on the PES dynamics is investigated. Such
an analysis gives an estimate of the “safe operating region” of the SOFC based system.

15 SOFC based system for utility applications essentially comprises of a boost stage and a dc-ac converter as described in detail
in Section 3.1.2. For the purpose of this analysis a harmonic load emulates the dc-ac converter. The load profile was obtained
from comprehensive simulations in a manner similar to that described in 3.1.4.2.

80



3.2.2.2 Bifurcation analysis methodology

A nonlinear switching model of the boost converter is developed. The system is governed by two sets
of linear differential equations pertaining to the on and off states of the controlled switch. The output voltage
and the inductor current are the state variables. When the switch is on, the state variables are defined as

dip _ (Vi —riip) (66)
dt L
dve _ V¢ 67)
dt C(R+rc)

When the switch is off, the state variables are defined as

a1 Vip =i 1L+ il —Ve i (68)
dt L R+r¢ R+r¢

dVC 1 .
= Ri, —v 69
& T CRerg) L) )

where iL and vc are the state variables of the boost converter and r. and rc are the parasitic
resistances of the inductor and the capacitor. The feedback controller shown in Fig. 47 governs the
switching between the two states.
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Fig. 47: Implemented control structure with transfer functions for the voltage and current loops of the boost
converter.

Boost s ite:h

To study the effect of input voltage variation on the converter performance, initially we perform a long-
term simulation to obtain the steady-state operating condition of the converter. Next, we gradually vary the
bifurcation parameter in order to obtain solutions to the state equations. The last several steady state
solutions are noted and plotted to give the bifurcation diagram of the converter. Next we calculate the
maximal Lyapunov exponents of the system in order to obtain an idea about the divergence of the nearby
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trajectories. The Lyapunov exponents can be used to predict the dynamics of the system. A negative
Lyapunov exponent implies a period-one solution, a value equal to zero indicates quasi-periodic solution,
while a positive Lyapunov exponent implies chaotic solutions.

3.2.2.3 Bifurcation Results
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Fig. 48: (a) Bifurcation diagram of boost converter with input voltage as bifurcation parameter (b) spectrum
of maximal Lyapunov exponents.
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Fig. 49: (a) Time domain input current waveforms and (b) corresponding frequency domain analysis for
period-1 solution.
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Fig. 50: (a) Time domain input current waveforms and (b) corresponding frequency domain analysis for
period-2 solution.
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Fig. 51: (a) Time domain input current waveforms and (b) corresponding frequency domain analysis for
chaotic solution.

We obtain the bifurcation diagram with input voltage as the bifurcation parameter as shown in Fig.
43(a). The boost converter was seen to enter into the chaotic state as input voltage is varied from 72V to
63V. Fig. 48(b) shows the corresponding spectrum of the maximal Lyapunov exponentsié. From Fig. 48, it
can be seen that the first bifurcation takes place at 64.7605V where period-1 bifurcates to period-2. As Vin
is reduced below 64.76 V, the system enters the chaotic region. Figs. 49 - 51 show the time domain and
frequency domain plots for the period-1, period-2 and the chaotic regions. Since the PES for fuel cell
applications is expected to be robust for all operating conditions, the bifurcation analysis shows that there is
a necessity of operating the converter away from the boundaries marking different asymptotic behaviors.
This study can be used to define the operating conditions of the fuel cell.

Similar bifurcation analysis was performed to see the effect of load resistance variation on the
asymptotic behavior of the dc-dc converter. Figs. 52 shows the bifurcation results for load as the bifurcation
parameter. It is clear from Fig. 52 that the first bifurcation occurs at a load resistance of 27.5 Q, where the
period-1 solution bifurcates to period-2. As load resistance is reduced below 37.76 €, the system enters
the chaotic region.

'° If two nearby trajectories on a chaotic attractor start off with a separation do at time, t = 0, then the Lyapunov exponents of the
system can be obtained from the expression

d(t) = doeAt
where is the Lyapunov exponent of the system, and d(t) is the separation of the solution with the steady state solution at time, t.
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Fig. 52: (a) Bifurcation diagram of boost converter with load variation as bifurcation parameter (b) spectrum
of maximal Lyapunov exponents.

3.2.3 BOPS Results

In order to evaluate the performance of the selected SOFC power system configuration and develop
robust control strategies, which minimize time response while optimizing fuel consumption, a set of Phase |
parametric studies were performed (1. and 2. below) or are currently being performed (3. to 6.). The
proposed parametric studies are:

1. Power demand perturbation: Large perturbations in power demand are modeled while keeping

constant the system-level control parameters. The same perturbations are modeled for different
combinations of the system-level parameters. The time response for the temperature and mass
flow transients are computed for each component of the BOPS. The time response is defined as
the time required for the component to reach steady state after a given perturbation. The system-
level parameters being analyzed are the fuel utilization (FU), the steam to methane ration (SMR),
and the fuel reformate ratio (FRR). Additional system level parameters will be studied. The results
from this analysis allow the designer to understand how the system and its components behave at
low, intermediate, and high levels of power demand for various combinations of these parameters.
At this stage, the system thermal and energy efficiencies are monitored.

Power demand and system-level parameter perturbations:  Perturbations in the system-level
parameters are introduced at the same time as the perturbation in power demand. For instance, if
the system is operating at steady state producing 1 kW with fixed values of FU, SMR and FRR. At
some time (t), the power demand increases from 1 to 2 kW, while at the same time a perturbation
in the SMR parameter is introduced (e.g., change of the SMR from 3.4 to 3.8). The time response
is then computed. This kind of analysis gives insight into how the system-level parameters change
with respect to each other when large, intermediate, and small perturbations in power demand take
place at various power levels. This is done in order to understand how, for example, system
efficiency and time response can be controlled. In the same manner, the best range of operating
temperatures for each component can be selected.
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3. Small changes in power demand with floating fuel utilization: Small perturbations in power demand
are simulated while keeping constant the SMR, the FRR, and the fuel flow. For small increments,
this means that the fuel utilization increases, while the opposite is true when small reductions in
demand are simulated. The objective is to replicate the ripples produced by the switching of the
PES and study how small-high-frequency perturbations affect the stack and the BOPS at different
load levels for various values of the system-level parameters. For a given demand, the best BOPS
operational condition may be defined.

4. Power demand perturbation with temperature control: The objective is to control the operational
temperature, fixing them for the most important components (e.g., the steam-methane reformer,
fuel cell stack, etc.) while large power demand perturbations are simulated. This means that the
system-level parameters must be allowed to float within appropriate ranges. This study will lead
toward more complex, although more effective control strategies.

5. Total system efficiency analysis: The total system efficiency is evaluated at both steady and
transient states for different sets of systems-level control parameters.

6. Start-up and shut-down: System start-up and shut-down simulations are performed for different
sets of system-level control parameters. The objective is to develop appropriate control strategies
for these two critical operational points. Fuel consumption and time response are the parameters to
be improved.

3.2.3.1 Power Demand Perturbation

In this section, results of the first parametric study are presented for the steam-methane reformer,
compact heat exchanger IV, and the methane compressor. These three components are representative of
the BOPS system. Results for all components are presented in Appendix C. Fig. 52 shows the thermal
transient response of the steam-methane reformer. Large perturbations in power demand are modeled
while keeping constant the SMR and the FRR. Three simulations are shown for three different values of
FU. Fig. 53 shows how for increments in power from 1 kW up to 5 kW the time responses for all three
values of FU are comparable. However, different levels of fuel utilization factor may affect the stack
differently, and, thus, the designer should assess how running the system at these different levels for short
periods or longer periods of time (between 10 and 23 secs) may affect, for example, stack lifetime or
system efficiency. For incremental changes in power, the second best thermal time response happens for a
FU factor of 0.7. This same fuel utilization factor provides the fastest thermal response for reductions in
power demand. However, system operation at such low values of fuel utilization generates a decrease in
system efficiency. In general a fuel utilization of 85% seems to yield the slowest thermal response.
However, these conclusions must be prefaced with a caution since at this point it is unclear whether or not
the differences depicted here are a result of the phenomena present or simply within the numerical
uncertainties related to determining the onset of steady state. We should know which it is by the end of
Phase | by looking at the uncertainties involved. What is for certain is that this figure depicts the relative
time responses for different load changes for the BOPS pre-reformer under the conditions posed.
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Fig. 53: Pre-reformer transient response for various values of fuel utilization (SMR = 3.4 and FRR = 0.3).

Fig. 54 shows the thermal transient response of the steam-methane reformer for different values of the
SMR. Large perturbations in power demand are modeled while keeping constant the FU and the FRR.
From this figure it appears that the time response is almost independent of the values of SMR. For
reductions in load demand a similar conclusion is reached which potentially could greatly simplify any
control strategy determined. For example, this insensitivity to the SMR may dictate how to control the water
pump and the methane compressor for a given perturbation based on the initial operating point in force at
the start of the perturbation.

Pre-reformer Temp. and Flow rate Transient Response for SMR
Perturbations (FU = 0.85 & FRR = 0.30 constant)
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Fig. 54: Pre-reformer transient response for various values of SMR (FU =0.85 and FRR=0.3).

Fig. 55 shows the thermal transient response of the steam-methane reformer for different values of the
FRR. Large perturbations in power demand are modeled while keeping constant the FU and the SMR.
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Again, it appears that the time response is almost independent of the values of FRR. For reductions in load
demand a similar conclusion is reached. On the other hand, a low FRR factor is positive in terms of
efficiency, meaning that the thermal management system requires less energy input in order to generate
the right system conditions. Of course, as expected, the bigger the power demand perturbation (up or
down) is, the longer the time response, noting, of course, that the thermal response is significantly greater
than the mechanical.

Pre-reformer Temp. and Flow rate Transient Response for FRR
Perturbations (FU = 0.85 & SMR = 3.4 constant)
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Fig. 55: Pre-reformer transient response for various values of FRR (FU =0.85 and SMR=3.8).

Now, compact heat exchanger IV is analyzed on the same basis as for the steam-methane
reformer. This component is extremely important in terms of integration with the stack due to its location in
the layout just prior to the final stage of conditioning of the fuel and the air before entering the SOFC stack.
Figs. 53-55 show how in general the transient response of heat exchanger is shorter then that for the
steam-methane reformer. This fact is also illustrated in Table XIV further down in this section which shows
that the last component to reach steady state for almost all of the perturbations is the steam-methane
reformer. A comparison between Figs. 56 and 57 shows how the slowest response for the compact heat
exchanger IV is faster that the fastest response for the steam-methane reformer. This is not only true for
the case in which the fuel utilization is modified but also for the cases in which the FRR and SMR are
modified. Furthermore, Fig. 56 shows how for fixed values of the SMR and the FRR the shortest response
occurs with a fuel utilization of 85% (with the proviso that an uncertainty analysis