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Abstract 

This research project analyzed the resolution of two geophysical imaging techniques, 
electrical resistivity tomography (ERT) and cross-borehole ground penetrating radar 
(XBGPR), for monitoring subsurface flow and transport processes within the vadose 
zone.  The study was based on petrophysical conversion of moisture contents and 
solute distributions obtained from unsaturated flow forward modeling.  This modeling 
incorporated boundary conditions from a potable water and a salt tracer infiltration 
experiment performed at the Sandia-Tech Vadose Zone (STVZ) facility, and high-
resolution spatial grids (6.25-cm spacing over a 1700-m domain) and incorporated 
hydraulic properties measured on samples collected from the STVZ. The analysis 
process involved petrophysical conversion of moisture content and solute 
concentration fields to geophysical property fields, forward geophysical modeling 
using the geophysical property fields to obtain synthetic geophysical data, and finally, 
inversion of this synthetic data.  These geophysical property models were then 
compared to those derived from the conversion of the hydrologic forward modeling to 
provide an understanding of the resolution and limitations of the geophysical 
techniques.  
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EXECUTIVE SUMMARY 

The objective of this research project was to analyze the resolution of two geophysical imaging 
techniques, electrical resistivity tomography (ERT) and cross-borehole ground penetrating radar 
(XBGPR), for monitoring subsurface flow and transport processes within the vadose zone.  This 
was accomplished through a coupled approach involving very fine-scale unsaturated flow 
forward modeling, conversion of the resultant flow and solute fields to geophysical property 
models, forward geophysical modeling using the property model obtained from the last step to 
obtain synthetic geophysical data, and finally, inversion of this synthetic data.  These 
geophysical property models were then compared to those derived from the conversion of the 
hydrologic forward modeling to provide an understanding of the resolution and limitations of the 
geophysical techniques.   

Hydrologic models and the properties used in this project were based on a constant flux 
infiltration experiment and subsequent tracer experiments performed at the Sandia-Tech Vadose 
Zone (STVZ) facility near Socorro, New Mexico, as part of an earlier Environmental 
Management Science Program (EMSP) project (Project #55332).  Hydrologic property data 
necessary for the unsaturated flow modeling and geophysical properties necessary for the 
conversion of the moisture content field to resistivity came from measurements made on samples 
collected from the STVZ.  The models were ran on a supercomputer platform at Sandia National 
Laboratories using POR-SALSA, which is a two-phase, three-dimensional finite-element code 
designed to run on supercomputers.  These models were carried out with 25, 12.5, and 6.35 grid 
discretizations within a 1728 m3 region.  Simulations incorporated property fields comprised of 
one and six homogeneous layers and more complicated, geostatistically correlated property 
fields. 

Comparisons between simulated and field measured data indicate that the simulated flow fields 
consistently overestimated the change in moisture contents from pre to final infiltration as well 
as the final moisture content.  Steps to resolve these discrepancies included:  1) developing a 
detailed 29-layer model with hydraulic property fields derived by combining in-situ 
measurements at the STVZ and the property measurements from samples, and 2) performing a 
comprehensive parameter study where parameters used in the equations that describe the 
unsaturated hydraulic properties were systematically varied from one simulation to the next.  
Both of these efforts resulted in better agreement between the simulated results and simulated 
data but they failed to reproduce the measured data with great accuracy. 

The geophysical analyses presented in this report used results from high-resolution (6.25-cm grid 
discretization) hydrological simulation that incorporated properties selected from the series of 
lower-resolution simulations (25-cm grid discretization) that was performed for the parameter 
study mentioned above. For the ERT study, the three-dimensional moisture content fields from 
the high-resolution hydrological simulation were converted to resistivity fields.  These resistivity 
fields were then used to forward model the electrical field in a domain duplicating the ERT 
electrode placement at the STVZ.  Inversion of the ERT forward modeling results were then 
compared to the original resistivity fields to establish the measurement resolution capability of 
ERT.  At the STVZ, the vertical ERT electrode spacing was 75 cm.  Several improvements in the 
ERT forward modeling and inversion process resulted in better agreements between the 
hydrological derived resistivity fields and those from the ERT inversion process.  Additionally, 
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application of temperature corrections to the inverted data also improved agreement between the 
two data sets. 

As a result of these studies, it was determined that ERT is able to resolve three-dimensional 
character (location of highs and lows of the hydrological data match the highs and lows of the 
inverted data), and scale (extent of wetting front very similar to that measured in the field) of the 
hydrological and tracer data.  Some reduction in character is apparent in that the contrasts 
between the highs and lows are somewhat subdued.  However, bulk conductivity changes from 
pre-infiltration/tracer to post-infiltration/tracer conditions appear to be accurately represented in 
terms of both location and intensity.  

With XBGPR, the first-arrival time (travel time) and amplitude of the received electromagnetic 
(EM) signals are used to invert for velocity and attenuation.  Petrophysical conversion provides 
two-dimensional distributions of moisture content and solute concentration. With velocity data, 
comparison of moisture content distributions between hydrological and inverted data shows that 
the inversion causes a loss of detail in that highs and lows are somewhat subdued in the inverted 
images.  In addition, moisture content differences between the pre- and post-infiltration images 
show artifacts not present in the true models.  However, the inversions of the absolute moisture 
content seem to always reproduce the general character of the hydrological data (location of 
highs and lows of the hydrological data match the highs and lows of the inverted data); also both 
the absolute and the differenced images reproduce the scale (once again, the extent of wetting 
front very similar to that measured in the field) quite well.  

The attenuation images provide a reasonable idea of the extent of the flow plume.  However, 
severe artifacts are present in all the images. This could be due to the straight ray assumption and 
other violations of the underlying physics that are present within the processing and inversion. 
With the addition of salt water to the system, the magnitude of the attenuation increased enough 
that the images are much better than those reconstructed from the potable water simulations. 
Again, the overall character of the flow is well constrained and larger details of the 
heterogeneous structure are apparent. The input fields and inverted images have similar scales. 
When the input concentration was increased from 1000 ppm to 6900 ppm, the depth of transport 
was clearly imaged in the early time steps. However, when the attenuation exceeded 6 Np/m, 
most of the signal was lost, which resulted in a near total loss of resolution at later times.  
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1. INTRODUCTION AND PROJECT OBJECTIVES 

Geophysical methods are rapidly becoming important within the Department of Energy (DOE) 
complex as tools for characterizing subsurface hydrologic properties as well as monitoring flow 
and transport processes within the vadose zone at contaminated sites. The reason for 
incorporating geophysical imaging into site characterization, remediation monitoring, or as a 
long-term monitoring tool for a site closure plan is simple:  these methods offer the ability to 
non-destructively characterize subsurface conditions and processes from a limited number of 
boreholes and/or measurements made on the surface.  

To convert between geophysical and hydrological properties requires the application of 
petrophysical models.  In general, petrophysical models are approximate, empirical relations 
developed from studies of core-sized (dimension of a few cm) samples.  However, geophysical 
images typically have resolutions on the order of fractions of a meter or larger.  Up until now, 
there has been little research performed to quantify the effect of heterogeneity due to structures 
that are larger than core samples but still too small to be resolved individually by geophysical 
imaging.  In addition, there has been little work done to quantify the resolution of the imaging 
schemes that addresses their ability to characterize spatial heterogeneity within the vadose zone, 
and produce accurate time-lapse images of flow and transport processes.  

The effects of data error on the images such as sensor mispositioning and incorrect calibration 
are generally unknown. Thus, in performing this work, it is important to consider the cumulative 
effect of errors in both the geophysical data collection and processing and within petrophysical 
models themselves if interpreters are to differentiate between real and artifact features in the 
images. These considerations also allow them to discern how much credence can be given to the 
results in terms of accuracy and precision. 

This report details efforts aimed at resolving some of these issues for the electrical resistivity 
tomography (ERT) and cross-borehole ground penetrating radar (XBGPR) geophysical methods 
as applied to characterizing and monitoring vadose zone properties and processes. 

This research consisted of four primary tasks:  

1) high-definition, large-scale numerical modeling of a series of statistically related vadose zone 
flow and transport processes to yield porosity, moisture content, and solute concentrations at 
25.0, 12.5, and 6.25 cm intervals throughout a 1700 m3 volume vadose zone based on 
hydrologic properties and boundary conditions during infiltration and tracer tests performed 
at the Sandia-Tech Vadose Zone (STVZ) experimental facility located in Socorro, New 
Mexico 

2) application and analysis of petrophysical relationships that convert the output of the 
hydrologic models from Task 1 into geophysical parameter fields: resistivity for the ERT 
method; and the dielectric and electrical conductivity for the XBGPR method 

3) generation of synthetic ERT and XBGPR data sets from the geophysical parameter fields 
generated in Task 2 through forward modeling within domains that duplicated the ERT 
electrode placement and XBGPR transmitter and receiver locations at the STVZ 
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4) imaging of the synthetic data sets using standard geophysical processing and inversion 
techniques and comparison of the results to the original hydrologic models.   

During an early phase of the project, infiltration and solute transport experiments were 
performed at the STVZ site. For this phase of the project, hydrological flow simulations were 
carried out at the Sandia National Laboratories (SNL) supercomputing facilities using the POR-
SALSA hydrological modeling code and the STVZ experiments as a template. The approach was 
intended to mimic the heterogeneous, stochastic nature of the site rather than trying to duplicate 
the precise flow field at the STVZ.   

Two geophysical techniques were applied to the simulated hydrological results: ERT and 
XBGPR. For the ERT portion of the project, synthetic ERT data were created by converting 
simulated moisture content fields from the high-resolution flow simulations to electrical 
resistivity. The resistivity data were then used in a forward model of ERT generated electrical 
field within a domain that duplicated electrode placement at the STVZ.  The resultant ERT data 
were then modeled using fine-scale, high-resolution meshes and inverted using coarse meshes 
similar to those that were used for normal inversion of field data. The goal was to demonstrate 
the ability of ERT to resolve the hydrological models and to identify improvements in techniques 
that would improve resolution.   

With XBGPR, the first-arrival time (travel time) and amplitude of the received electromagnetic 
(EM) signals are used to invert for velocity and attenuation.  Petrophysical conversion provides 
two-dimensional distributions of moisture content and solute concentration. With velocity data, 
comparison of moisture content distributions between hydrological and inverted data shows that 
the inversion causes a loss of detail in that highs and lows are somewhat subdued in the inverted 
images.  In addition, moisture content differences between the pre- and post-infiltration images 
show artifacts not present in the true models.  However, the inversions of the absolute moisture 
content seem to always reproduce the general character of the hydrological data (location of 
highs and lows of the hydrological data match the highs and lows of the inverted data); also both 
the absolute and the differenced images reproduce the scale (extent of wetting front very similar 
to that measured in the field) quite well.  

The attenuation images provide a reasonable idea of the extent of the flow plume.  However, 
severe artifacts are present in all the images. This could be due to the straight ray assumption and 
other violations of the underlying physics that are present within the processing and inversion. 
With the addition of salt water to the system, the magnitude of the attenuation increased enough 
that the images are much better than those reconstructed from the potable water simulations. 
Again, the overall character of the flow is well constrained and larger details of the 
heterogeneous structure are apparent. The input fields and inverted images have similar scales. 
When the input concentration was increased from 1000 ppm to 6900 ppm, the depth of transport 
was clearly imaged in the early time steps. However, when the attenuation exceeded 6 Np/m, 
most of the signal was lost, which resulted in a near total loss of resolution at late times.  
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2. STVZ SITE OVERVIEW 

A brief overview of the STVZ facility is given to provide the background for the discussions on 
both the hydrological and geophysical modeling undertaken as part of this project. 

2.1 Instrumentation and Sensor Location  

The STVZ is instrumented with arrays of transducer-equipped tensiometers, solution samplers, 
time-domain reflectometry (TDR) probes, thermocouples, and ERT electrode arrays. PVC pipes 
measuring 2 in. in diameter provide access for down-hole geophysical measurements. All arrays 
are arranged in an axisymmetric pattern as seen in plan view and cover a 10-m by -10-m area. 
The arrays are centered on the 3-m by 3-m infiltrometer. Instrument locations and identifiers are 
given in Figure 2-1 and the subsurface arrays are discussed below. Sensor specifications, sensor-
calibration procedures and results, installation geometry, installation coordinates, and data 
acquisition system descriptions for all sensors are given in Brainard et al. (2005).  Brief 
descriptions follow here. 

2.1.1 Tensiometer, TDR, Solution Samplers, and Thermocouple Arrays 

A total of 88 pressure-transducer–equipped tensiometers were installed at the site in three 
separate arrays. The arrays included 16 tensiometers installed in nests of two in the infiltrometer 
(infiltrometer tensiometers), 64 tensiometers installed in nests of four and in groups of four on 
each side of the infiltrometer (T4 tensiometers), and 8 tensiometers installed in nests of two near 
each corner of the infiltrometer (T2 tensiometers). The infiltrometer tensiometers are installed in 
each of the outside infiltration arrays.  A description of the infiltration arrays is provided in 
Section 2.4. The porous cups of these tensiometers are located 0.5 and 1 m below the infiltration 
surface. Target depths for the T2 tensiometers were 3 and 6 m below the ground surface, while 
the target depths for the T4 tensiometers were 2, 4, 6, and 8 m. Actual depths were measured 
relative to a datum using a theodolite and a surveying rod. Most tensiometers were installed 
within a few centimeters of the target depths.  

A solution sampler is installed just below the porous cups of each of the T2 tensiometers and the 
deepest T4 tensiometers (8 m), followed by a TDR probe. This arrangement yields placement of 
24 solution samplers and 24 TDR probes.   

A thermocouple is attached near the porous cups of each of the T4 tensiometers in two 
diagonally opposed nests in each quadrant. Thus, subsurface temperatures are monitored at 
depths close to 2, 4, 6, and 8 m below the ground surface within two nests in each quadrant.   

2.1.2 ERT Electrode Arrays 

Two types of ERT arrays are installed at the site: vertical electrode arrays (VEAs) and surface 
arrays (see Figure 2-1 for installation locations of both array types). Eight VEAs are installed at 
the site; each array extends approximately 13 m below the surface. Each array has 17 equally 
spaced electrodes at 0.75-m intervals. Four VEAs are placed 3.75 m from the center of the 
infiltrometer (inner VEAs) in each of the principal directions. The other four VEAs are located  
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Figure 2-1.  Plan-view schematic of the instrumentation layout at the STVZ. 

7.4 m from the center of the infiltrometer (outer VEAs) and are located at 45° to the principal 
compass directions. 

A total of 36 surface ERT electrodes were installed at the site as follows:  
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• five surface electrodes were installed in a line between each pair of outer VEAs for a total 
of 20,  

• three were installed in between three of the four T4 tensiometers in each quadrant for a 
total of 12 surface electrodes, and  

• four were installed in the infiltrometer. 

2.1.3 Sensor Data Acquisition Systems 

All of the subsurface-sensor data acquisition systems are described in detail in Brainard et al. 
(2005).  Brief descriptions of these systems are given below. 

The thermocouple and tensiometer data acquisition systems are composed of Campbell Scientific 
21X dataloggers and 16-port multiplexers. The ERT system consists of the following five 
components: 

1. A central computer with a serial port, modem, and high-speed GPIB data bus 
2. A receiver consisting of four fully isolated voltmeters for receiving signals 
3. A transmitter/controller unit for controlling the output waveform and triggering the 

voltmeters  
4. An external power supply providing high-voltage direct current 
5. A group of four multiplexers that allow the transmitter and receiver to be connected to any 

combination of electrodes 

The TDR system consists of the following three components: 

1. A central computer  
2. A Tektronix 1502b signal generator 
3. A 24-port JVW radio-frequency multiplexer  

2.1.4 PVC-Cased Access Wells 

Thirteen 2-in.-diameter PVC tubes were installed within the instrumented area to depths of 12.5 
to 13 m to provide access for cross-well radar logging and down-hole logging. Twelve of the 
PVC tubes are arranged in three rings around the center of the infiltrometer, with the 13th tube 
located in the center of the infiltrometer (see Figure 2-1). In the outer ring, the tubes are located 
7.5 m away from the center of the infiltrometer in each of the four compass directions. In the 
next two rings, the tubes are rotated 45º from the outer ring and relative to the center of the 
infiltrometer. The inner and middle rings are located 2.2 m and 5 m, respectively, from the center 
of the infiltrometer. 

Down-hole logging measurements include neutron thermalization, induction logging for 
electrical conductivity, and natural gamma. In addition, a XBGPR study was conducted along a 
straight-line transect of five access tubes. 

2.2 Site Geology  

The sediments at the STVZ are mapped as part of the Sierra Ladrones Formation (Pliocene to 
Pleistocene) of the Upper Santa Fe Group; a basin-fill deposit within the Rio Grande Rift 
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(Hawley, 1983). At the STVZ, this formation consists mostly of interbedded sands and gravels 
showing internal structure common to fluvial sediments (e.g., complex sets of cross-beds). A 
medium- to thick-bedded gravelly clay bed and very thinly bedded silty-to-sandy clay beds make 
up a small, but important, component of the stratigraphy at the STVZ. 

The stratigraphy at the STVZ was developed using several sources of information.  Four 
continuous-core samples, taken to a depth of 12 m (see Figure 2-1 for locations), were used to 
develop four detailed stratigraphic columns, one of which is presented in Figure 2-2 (see 
Brainard et al. 2005 for more detail). These detailed stratigraphic columns provided the basis for 
identifying geologic units, while cuttings from all of the 41 instrumentation boreholes, varying in 
depth from 12 to 18 m, and geologic well logs, electrical-inductance borehole logs, and natural- 
gamma borehole logs aided in correlating the units identified within the stratigraphic columns 
 

 

 
Figure 2-2. Detailed stratigraphic column obtained from the NW core from the STVZ. 
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and extending the units to the instrumentation wells. Figure 2-3 illustrates a generalization of the 
stratigraphy and assumed correlations between units based on Figure 2-2 and the three other 
stratigraphic columns presented in Brainard et al. (2005). 

 

Figure 2-3. Generalized interpretation of the four detailed descriptions of the stratigraphy at the 
STVZ derived from continuous core samples. 

A generalized description of the stratigraphy presented in Figure 2-2 and 2-3 is given next.  Two 
sandy gravel beds form the units closest to the surface, with Unit 1 and Unit 2, respectively, 
attaining a thickness of 2 m. A sharp increase in silt, fine sand, and cobbles in the lower bed 
distinguishes the two beds. The difficulty experienced at all the well sites while drilling through 
Unit 2 attests to a consistent presence of this cobble bed across the site. Below the lower gravel 
bed is a thick sand bed (Unit 3) intervened by a clay-rich bed near a depth of 3 m (Unit 4) in the 
northwest (NW) and northeast (NE) continuous-core sample locations and another near 4 m in 
the southwest (SW) continuous-core sample. The absence of a clay bed at these depths in the 
southeast (SE) core, as well as minimal recovery in drilling cuttings of this unit in some other 
areas, attests to the thinning and pinching out of these clay beds. In contrast, the lowest clay bed 
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(Unit 5), which is between 5 and 7 m, appears to be continuous across the site. In particular, the 
lowest clay bed consistently shows as sandy gravel with small cobbles occurring within a dense 
clay matrix. Below the last clay bed is a very thick sand deposit containing occasional 
intervening gravel lenses as well as a sandy gravel deposit (Unit 6) extending beyond the bottom 
of the NE and SW boreholes. 

2.3 Hydrologic Properties and Geophysical Property Measurements 

2.3.1 Background  

Both inverse and forward numerical codes rely on parametric equations to reproduce measured 
moisture-retention curves, i.e., moisture content versus tension head. One such equation is the 
relationship described by van Genuchten (1980), further referred to as the VG equation:  

 ( ) ( )[ ] r

mn
rs h1 θαθθθ ++−=

−

. (2-1) 

where sθ  is the satiated volumetric moisture content, rθ  is the residual moisture content, α  is a 
curve-fitting parameter [cm-1] with 1/α [cm] signifying the air-entry pressure, and and are 
also curve-fitting parameters with n being related to the pore-size distribution of the porous 
media and which impacts the slope of 

n m

( )hθ .  Both and  are dimensionless.  Commonly, is 
taken as .  Finally, h [cm] is the tension head.  

n m m
n/11−

These parametric equations are commonly used in conjunction with theoretical pore-size 
distribution models such as those developed by Mualem (1976) and Burdine (1953) to predict the 
unsaturated hydraulic conductivity.  These models require that the saturated hydraulic 
conductivity  be known.   sK

At the STVZ, the “unsaturated hydraulic properties,” e.g., nsr ,,, αθθ , in Equation 2-1 as well as 
were obtained through laboratory measurements.  These measurements are briefly discussed 

next. Brainard et al. (2005) and Baker (2001) contain a complete description of the measurement 
procedures and results. 

sK

2.3.2 Hydraulic Property Measurements 

Due to the unconsolidated nature of the core, intact samples could not be collected. Instead, 
samples were collected from homogenized 0.15 m sections of a 11-m-deep continuous core. In 
the laboratory, the samples were repacked to bulk densities measured from undisturbed samples 
within the same geologic unit exposed in nearby trenches. Each sample remained in the same 
sample ring for both the moisture retention measurements and the saturated hydraulic 
conductivity measurements. As such, the internal structure of the repacked samples was 
preserved throughout the sequence of measurements described next.  

The main wetting curve (MWC) and the main drainage curve (MDC) for each sample were 
measured with hanging-column apparatuses and obtained by running each sample through a 
complete wetting and drainage cycle. Electrical resistivity measurements were taken, along with 
gravimetric water content, at each equilibrium point throughout the cycle. Primary drainage 
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curves (PDCs) were also measured on the samples following the MWC and MDC measurements. 
In contrast to the MDCs, the PDCs were initiated after the samples were flushed with carbon 
dioxide (CO2) and imbibed with deaerated water under a vacuum to assure complete saturation. 
Data from all three types of pressure saturation curves were used to obtain the unsaturated 
parameters for Equation 2-1 using RETC, a specialized curve fitting program written specifically 
for this purpose (van Genuchten, 1991). 

After completing all moisture retention measurements, the samples were saturated under a 
vacuum after flushing with CO2 to ensure complete saturation in preparation for Ks 
measurements. For sandy and gravelly samples, saturated hydraulic conductivity was measured 
using constant-head permeameters, whereas falling-head permeameters were used for samples 
rich in low permeability clay.  See Brainard et al. (2005) and Baker (2001) for more detailed 
measurements. 

2.4 Infiltration System  

The infiltrometer system was designed to deliver a constant flux of water to the soil surface at a 
flow rate of 2.6 L min-1, or a flux of 2.7 cm day-1 across a 3-m by 3-m infiltrometer and to 
provide a mix of potable water over two-thirds of the infiltrometer and tracer water over the 
remaining one-third of the infiltrometer during the dye tracer experiments.  To maintain steady-
state conditions, all transitions between potable water and tracer water were accomplished 
without interrupting flow to the infiltrometer.  Insulation within the infiltrometer and a PVC 
cover minimized water loss and gain from evaporation and precipitation respectively.  Flow rates 
were monitored with a series of data loggers.  Brainard et al. (2005) and Hall (2003) give a 
complete description of the infiltration system. 

2.5 Timeline of Infiltration Events 

Infiltration began with an extended period of potable water infiltration (Phase 1) followed by two 
salt tracer infiltration events (Phases 2 and 3).  Salt (NACL) was used in both tracer experiments 
and mixed to a concentration that produced an electrical conductivity of 275 mS/m for the first 
tracer infiltration event and 1300 mS/m for the second event.  The tracers were infiltrated into a 
steady-state flow field resulting from the extended period of potable water infiltration.  A 
timeline showing the conductivity of the infiltrated water, giving the history of the potable water 
and tracer events, is given in Figure 2-4.   
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Figure 2-4. Timeline of infiltration events at the STVZ showing the extended period of potable 
water infiltration between Day 0 and Day 800 followed by the first and second salt 
pulses, each followed by a short period of potable water flush. 
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3. HYDROLOGICAL MODELING BACKGROUND 

3.1 POR-SALSA  

Simulations of unsaturated flow and transport of the STVZ infiltration and tracer injections were 
performed using POR-SALSA, an SNL-developed three-dimensional Galerkin finite element 
code for simulation of subsurface nonisothermal two-phase flow and transport through 
heterogeneous porous materials on high-performance parallel computing platforms (Martinez et 
al., 1997; 2001). 

3.2 Flow and Transport Simulations 

The ultimate goal in performing both the flow and transport simulations was to obtain results 
using simulated geostatistical property fields approximating the layered system at the STVZ, 
with each layer having its unique hydrologic and geostatistical properties.  In order to reach that 
goal, flow simulations were initially based on one- and six-layer property fields using the 
hydraulic properties measured and reported by Baker (2000).  In order to reduce computational 
time and to provide multiple scale data sets, these simulations were initially performed using 25-
cm grid spacing.  Spacing was reduced to 12.5 and eventually 6.25 cm once it became apparent 
that the simulations produced reasonable results using the coarser grid spacing.   

All simulations were based on a 12-m by 12-m by 12-m node centered domain with 0.1, 0.9, and 
7.2 million nodes for the 25 cm, 12.5 cm, and 6.25 cm grid spacing respectively.  All simulations 
were run on a supercomputer consisting of 472 Pentium-4 Xeon CPUs, each rated at 3.06 GHz 
with a 2 Gb/s communication rate through Myrinet packet-communication and switching 
technology.  A total of 70 simulations were run on this supercomputer using these high-
resolution grids.  Run times varied according to grid spacing and the number of processors used.  
For one-year real-time simulations, the run times and number of processors used for each of the 
three grids are as follows: 25-cm simulations ran to completion within 30 minutes on 8 
processors, 12.5-cm simulations in 5 hours on 16 processors, and 6.25-cm simulations in 48 
hours on 64 processors. 

Flow simulations were performed with the same six-layer property model at the three grids.  In 
this property model, the layers were defined by homogeneous distributions of hydraulic 
properties within each layer.  In an attempt to obtain simulation results that more accurately 
mimicked the measured moisture content profiles and lateral and downward movement rates of 
the STVZ than the six-layer simulations, an ad hoc 29-layer property model was developed by 
combining measured moisture contents and capillary pressure from the STVZ with laboratory-
measured properties to obtain properties that might more closely reflect the properties at the 
STVZ and to provide interpolated values in layers where data were absent. Details of the process 
used to obtain these properties will be included in a peer-reviewed publication still in 
formulation.  The results are presented here to show the remarkable similarity seen in the trend 
of the simulated and measured moisture content profiles. 

Numerous flow and simulations were completed using both the homogenous layered and 
geostatistically correlated property models.  Most of the flow simulations were performed as part 
of a sensitivity study that was implemented in an attempt to:  1) obtain pre-infiltration initial 
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conditions to post-infiltration moisture content changes that more closely approximated the 
measured data from the STVZ, and 2) to better reproduce the rate at which the wetted bulb 
expanded downward and laterally. 

Because the geophysical analysis was based on the results of the fluid flow and transport 
simulations using geostatistical correlated property fields, the emphasis of this report is on the 
development of the geostatistical property fields and the results of the flow and transport 
simulations using these property fields. The next section discusses the development of both the 
homogenous and heterogeneous property fields with obvious emphasis on the geostatistically 
correlated fields.   
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4. DEVELOPMENT OF HYDROLOGICAL PROPERTY FIELDS 

4.1 Layered Homogenous Property Fields 

Two sets of homogeneous property fields were developed as a precursor to developing the more 
complex geostatistically based property fields.  One set consisted of a six-layer model in which 
the stratigraphy at the site was crudely reproduced in layers of constant thickness, with each 
layer representing one of the six mappable units at the STVZ (see Brainard et al., 2005).  The 
thickness of each layer observed at the STVZ was roughly preserved in the model and the 
hydraulic properties for each layer were taken as the average values of hydraulic properties 
measured by Baker (2001) on samples collected within each layer.   

The other set of homogeneous property fields consisted of a 29-layer model with each layer 
being 25 cm thick.  The hydraulic properties used in the 29-layer model were derived from a 
combination of in-situ measured moisture contents and capillary pressures at the STVZ, and 
hydraulic properties measured from samples collected at the site.  These disparate data sets were 
used to develop pressure saturation curves using Equation 2-1.  Assumed correlations between 
the parameters in Equation 2-1 with measured pre- and post-infiltration steady-state pressure 
field data and moisture profiles from the central neutron access tube at the STVZ were used to 
obtain parameter values for each of the 29 layers.  

4.2 Geostatistically Correlated Property Fields 

4.2.1 Background 

Geostatistical simulation techniques were employed to develop random normal distributed, 
spatially correlated, and synchronized three-dimensional property grids of porosity, Ksat, and 
alpha for use in unsaturated flow and transport simulations with POR-SALSA.  Probability 
density functions were based on the mean and variance of measurements made on samples from 
the STVZ.  Inter-variable correlations approximately based on correlations between the sample 
measurements were used to spatially synchronize the variables. 

The application of geostatistical techniques to hydrologic problems provides the means to 
expand limited information on the spatial distribution of hydraulic properties in a stochastic 
manner that is compatible with data ensemble in the spatial context of those data.  The basis for 
geostatistical simulation is the simple and intuitive idea that uncertainty in values become 
progressively greater at locations further from a known value and that beyond a certain distance 
the values are uncorrelated.  This gives rise to spatial variability structure of the properties with 
directionally dependent correlation lengths. 

The geostatistical approach involves treating the value of interest as a random variable that falls 
within probability density functions (pdfs), the variances of which increase with the uncertainty, 
or the distance from a known point.  In conditional simulation, the solution is numerically 
anchored to known or measured property values on the grid and interpolated to other points on 
the grid.  Both the known and measured properties fall within pdfs for that particular variable 
with each pdf having a distance from the measuring point-dependent variance.  Due to sparsely 
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measured data at the STVZ, the simulations performed for this project were not conditioned on 
measured data.  Therefore, the simulations were not anchored on known measured values.   

 In the case of unsaturated flow simulations where several coincident parameters are required for 
the calculation of unsaturated hydraulic conductivity at each point on a grid, physically 
consistent relationships among the parameters must be considered in order to obtain physically 
meaningful synchronization of the coincident parameters.  Modeling the spatial distribution of 
coincident properties without consideration for the inter-variable correlations — that is, sampling 
from separate probability functions for each of the parameters — can lead to highly unrealistic 
combinations of properties.  For example, without such constraints, large hydraulic conductivity 
values, indicative of coarse-grained sediments, may coincide with large absolute values of air 
entry pressures, when in fact fine-grained sediments produce larger air entry pressures than 
coarse-grained sediment. 

Cokriging and co-simulation methods can be used to simulate property fields where the various 
parameters are both spatially correlated and inter-variable correlations must be preserved.  These 
methods, however, require sufficient data from which to infer the necessary autocorrelation 
structures – the spatial correlation between values of the same variable–and cross correlation 
structures and the spatial correlation between values of different variables.  Such data do not 
exist for the STVZ. 

An alternative approach to ensure spatial synchronization among parameters is to use assumed 
statistical correlations between the parameters to constrain the possible range of the parameters 
at a specific node in the grid.  This process involves identifying a primary property to which the 
other parameters can be correlated.  Among the various parameters required for simulating 
unsaturated flow in porous media, the porosity, saturated hydraulic conductivity (Ks)[L/t], and 
the van Genuchten alpha (α )[L-1] (van Genuchten, 1980) are of particular interest due to their 
impact on both the initial conditions and the flow field.  Of these three properties, the porosity is 
the most fundamental rock property (primary property), making it the obvious choice to which 
the other two variables (secondary properties) may be correlated.   

Admittedly, correlation between the saturated hydraulic conductivity and porosity in formations 
and soils may appear absent or may be difficult to discern. However, Baker (2001) showed that a 
weak positive correlation may exist between porosity and saturated hydraulic conductivity in the 
STVZ sediments.  Given that the samples Baker used for these measurements were repacked and 
that Baker’s porosity measurements are likely to have been impacted during the repacking 
process, this correlation is in question.  Since no other data exist allowing for further analysis, we 
assumed a positive correlation between porosity and saturated hydraulic conductivity. 

4.2.2 Geostatistical Simulation Techniques 

Simulation of the stochastic hydraulic property models for this project involved a two-step 
process. First, a sequential Gaussian simulation program, SGSIM (Deutsch and Journel, 1998), 
was used to simulate spatially correlated three-dimensional property fields of porosity, Ksat, and 
alpha, each field with its own mean and variance, and therefore its own unique cumulative 
distribution function.  Next, a linear model of coregionalization (Journel and Huijbregts, 1978) 
was used to spatially correlate the Ksat and alpha fields to the porosity field.  The 
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coregionalization method preserves the original spatial correlation structure in Ksat and alpha as 
produced by the SGSIM program.  SGSIM does have the capability to simulate conditioned 
fields based on measured properties; however, conditioning was not implemented due to very 
sparse measured data at the STVZ.   

The following summary of the sequential Gaussian simulation algorithm, as implemented in the 
GSLIB software routine SGSIM (Deutsch and Journel, 1998), is modified from Routman and 
McKenna (1997) to reflect the slightly different application to this project. 

1. The user supplies a mean and variance and the correlation structure of the variable being 
simulated.  Here the means and variances were calculated from measured values from 
samples collected at the STVZ while the horizontal and vertical correlation lengths were 
assumed to be 240 and 24 cm respectively during the initial simulations and were 
systematically altered in later simulations during a sensitivity study. 

2. All data values are converted to a univariate standard-normal distribution (with a mean of 
zero and a variance of 1) using a graphical normal-score transform as implemented in 
NSCORE (Deutsch and Journal, 1998).  This transformation simplifies the process of 
generating simulated values while preserving the original spatial correlation structure. 

3. The variogram of the normal-score-transformed data is calculated and a variogram model 
defining the spatial continuity structure is fitted to this variogram.  For the unconditioned 
case, the variogram model is calculated using the user-supplied mean and variance of the 
variable. The spherical variogram model was used to simulate all property fields.  

4. The normal-score transformed data are mapped onto a regularly spaced modeling grid and 
the conditioned nodes, if present, are flagged so that the data values remain unchanged 
throughout the simulation process. 

5. The user provides a seed number that determines a random path through all unsampled grid 
nodes for the sequential simulation process that follows. This seed number is also used to 
generate the random numbers in step 8 below. 

6. At the first grid node along the path, a search is conducted for any “nearby” conditioning 
data, and after the initial point, the search includes any previously simulated values. The 
specific definition of nearby points is set by the user, but generally the procedure is to take 
the nearest 10 to 12 data or grid-node values up to approximately the range of spatial 
correlation. 

7. The set of nearby points and previously simulated values is weighted by their geostatistical 
proximity to the node being simulated according to the model of spatial continuity structure 
(the variogram model) developed in step 2. This is simple kriging as described by Isaaks and 
Srivastava (1989). 

8. Under the assumption of a multivariate Gaussian spatial distribution, the weighted average 
value computed in step 6 and the kriging variance define the mean and variance of the 
Gaussian conditional probability distribution of the porosity at this location. 

9. A value is selected at random from this probability distribution so defined, and assigned as 
the (normal-score-transformed) value at this point.  This value is determined by the seed 
value mentioned in step 4. 

10. The simulation process moves to the next grid node along the random path defined in step 4 
and the generation process begins again as described in step 5. The simulation process is 
complete when all grid nodes within the model domain have been processed. 
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11. Following completion of the simulation, the normal score simulated values are back-
transformed to “real” porosity space using the histogram of the frequency distribution. 

12. Additional simulations are generated by restarting the process at step 4 using a different 
random number seed value.  

 
In geostatistical terms, the objective of the coregionalization process is to obtain a joint model of 
two variables such that the spatial relationships described by direct and cross-variable 
semivariograms for the two variables are satisfied simultaneously, thus assuring spatial 
synchronization of the secondary variable with the primary variable.  Rautman and McKenna 
(1997) provide a detailed mathematical description as do the original authors Journel and 
Huijbregets (1978) and Luster (1985).  Additional descriptions can be found in Altman et al. 
(1996) and Desbarats (1995; 1997).  
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5. FLOW AND TRANSPORT SIMULATIONS 

5.1 Background 

Flow simulations for both the layered and geostatistically correlated property fields were based 
on the same modeling domain approximating the conditions at the STVZ as much as possible.  A 
combination no-flow and specified flux (Neumann) boundary condition was implemented for the 
top boundary such that specified flux occurred across a 3-m2 area – centered within the 
instrumented area – while evaporation and infiltration from precipitation was prevented across 
the rest of the domain.  The modeling domain formed a cube measuring 12 m on each side with 
no-flow boundary conditions specified on the sides and a constant saturation boundary condition 
specified across the bottom of the domain.  The meshes for the homogenous simulations were 
discretized using finite elements through a simple mesh generation algorithm written by the 
authors.  This algorithm produced orthogonal Cartesian meshes with hexahedral elements.  The 
meshes for the heterogeneous case were produced by SGSIM and spatially coincident variables 
were synchronized using a linear coregionalization process (see Section 4.2.2 for details).   

5.2 Flow Simulations using Layered Homogeneous Property Fields 

Two sets of properties were used in the layered homogeneous simulations, one for a six-layer 
model and the other for a 29-layer model.  The 6-layer model simulation is discussed next 
followed by a discussion of the 29-layer model. 

5.2.1 Six-Layer Simulations 

For the six-layer model, the hydrological properties were average values measured by Baker 
(2001) from samples collected within layers (Table 5-1).  The results from the six-layer 
homogeneous simulations at each of the three grid discretizations, i.e., 25 cm, 12.5 cm, and 6.25 
cm, are presented in Figure 5-1.  Differences in the simulated results using the three grid 
resolutions are apparent.  The most obvious discrepancies are the slower wetting front velocities, 
greater wetting front detail, and increased maximum moisture contents near the 7-m depth with 
increased grid resolutions.  

Table 5-1. Hydraulic properties used for the six-layer homogeneous flow simulations. 

Depth (m) porosity ln Ksat 
(m/s) 

α (m-1) n Sr 

1.5 0.35 -9.93 0.08 7.69 0.09 
0.5 0.34 -11.39 0.13 2.49 0.13 
2.0 0.41 -10.27 0.04 5.13 0.18 
1.0 0.45 -10.48 0.04 8.67 0.17 
1.0 0.38 -11.84 0.09 3.36 0.19 
6.0 0.44 -10.08 0.03 6.85 0.12 

 
The measured saturation profiles obtained from neutron attenuation measurements from the 
center access tube at the STVZ is plotted in Figure 5-2 for comparison (see Brainard et al.,  
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Figure 5-1. Two-dimensional slice showing the moisture content distributions for the six-layer 
(homogeneous layers) case at Day 50. 

 

 

Figure 5-2. Plots of simulated (left) and measured (right) moisture saturation profiles from the 
six-layer homogeneous case. The measured data are derived from neutron moisture 
meter readings in the center access tube at the STVZ. 
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2005, for details concerning the measurements taken at the STVZ).  These plots clearly show the 
faster simulated wetting front advance versus that measured at the STVZ and the greater change 
in the simulated versus the measured saturation.  Note that the high measured moisture content 
between the surface and 1 meter is attributed to a bentonite-sand plug installed around the access 
tube to minimize the likelihood of preferential flow down the access-tube well during infiltration 
(see Brainard et al., 2005). 

The lack of detailed agreement between the trends of the simulated and measured field is also 
apparent.  Greater lateral spread as indicated by measured moisture content readings from the 
STVZ (not presented) is another discrepancy between the simulated and measured data.  

5.2.2 Twenty-nine Layer Simulations 

In an attempt to rectify the discrepancies between measured and simulated moisture contents 
described in the previous section, the 29-layer property field was developed from a combination 
of in-situ measured field data (capillary pressure and moisture content) and laboratory measured 
data.  The derived parameters are given in Table 5-2.  Results from the 29-layer simulation at 
Day 0 and Day 40 are shown in Figure 5-3 and plots of the simulated and measured moisture 
content profiles from the center access tube are given in Figure 5-4.   

The 29-layer model produced a pre-infiltration moisture content profile that closely matched the 
measured profile and a post-infiltration profile that retains much of the characteristics of the 
measured data in that the highs and lows in moisture contents of the two curves occur at the same 
location.  However, the simulated moisture contents are significantly higher than the measured 
moisture contents. 

Additionally, the wetting front advance rate is significantly greater than that measured at the 
STVZ.  The lateral spread of the simulated wetting front is more realistic than that of the six-
layer model since the outermost moisture content profile measurements at the STVZ indicate that 
the wetting front advanced to this point (7.5 m from the center of the infiltrometer – data not 
presented here), but at a much later time than the 40 days shown in Figure 5-4. As mentioned 
earlier, the high moisture content between the surface and 1 meter is attributed to a bentonite-
sand plug installed around the access-tube to minimize the likelihood of preferential flow down 
through the access-tube well during infiltration (see Brainard et al., 2005). 

Simulations based on the 29-layer model were not used in the geophysical analysis portion of 
this project because they did not incorporate geostatistical property fields.  In working with the 
29-layer model, additional time was needed to resolve the differences between the simulated and 
measured field data such that similar wetting front advance rates as well as similar changes in 
pre- and post-infiltration moisture contents could be simulated.  Accomplishing these objectives 
would have resulted in a complex three-dimensional distribution of moisture contents that would 
have been very representative of the STVZ and would therefore provide a fairly complex test for 
the geophysical inversion routines.  It was our intent to return to the 29-layer model; however, 
time constraints limited our ability to do so. 
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Table 5-2. Hydraulic properties used in the 29-layer flow simulations. 

Depth (m) porosity 
Ksat 

(cm/day) α (m-1) n rθ  
1.25 0.31 -4.51 0.00 8.00 0.02 
1.50 0.33 -4.63 0.00 8.60 0.03 
1.75 0.36 -5.04 0.00 4.60 0.05 
2.00 0.35 -4.92 0.00 5.20 0.05 
2.25 0.35 -4.91 0.00 6.00 0.05 
2.50 0.38 -5.40 0.00 6.00 0.07 
2.75 0.36 -5.06 0.00 4.80 0.06 
3.00 0.38 -5.23 0.00 5.40 0.06 
3.25 0.38 -5.25 0.00 4.50 0.06 
3.50 0.38 -5.23 0.00 4.40 0.06 
3.75 0.39 -5.46 0.00 3.38 0.07 
4.00 0.43 -7.40 0.00 3.60 0.11 
4.25 0.40 -5.68 0.00 5.80 0.09 
4.50 0.37 -5.19 0.00 2.69 0.06 
4.75 0.36 -4.93 0.00 3.50 0.05 
5.00 0.43 -9.76 0.00 2.30 0.10 
5.25 0.41 -5.99 0.00 2.25 0.09 
5.50 0.34 -4.80 0.00 4.00 0.04 
5.75 0.35 -4.84 0.00 3.69 0.04 
6.00 0.35 -4.89 0.00 3.10 0.05 
6.25 0.36 -5.06 0.00 3.30 0.06 
6.50 0.35 -4.85 0.00 3.00 0.04 
6.75 0.34 -4.74 0.00 2.98 0.04 
7.00 0.34 -4.75 0.00 3.09 0.04 
7.25 0.32 -4.54 0.00 3.30 0.02 
7.50 0.31 -4.52 0.00 3.20 0.02 
7.75 0.32 -4.59 0.00 3.40 0.03 
8.00 0.36 -4.59 0.00 3.20 0.05 
8.25 0.32 -4.59 0.00 3.20 0.02 

 

5.3 Flow Simulations using Geostatistically Correlated Property 
Fields 

Geostatistically correlated property fields used for the geophysical investigations consisted of 
one-layer and six-layer models.  For ease of communication, we refer to these models as the 
heterogeneous models.  The six-layer heterogeneous model simulations are discussed next 
followed by discussions of the one-layer heterogeneous model.  
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Figure 5-3. Two-dimensional slice showing the moisture distribution from the 29-layer case 

(homogeneous layers) simulation at Day 0 and Day 40. 

 

Figure 5-4. Comparison between the simulated moisture content profiles at Day 0 and Day 40 
from the 29 homogeneous case and that measured at the STVZ at Day 40 from the 
center access tube. 

5.3.1 Six-Layer Simulations 

The six-layer heterogeneous case used the same properties as the six-layer homogenous case 
described above and presented in Table 5-1.  As described in Section 4.1, these values are the 
means of hydraulic property measurements from samples collected within each layer.  The 
standard deviation of these data within each layer was also calculated from these measured 
properties.  As described in Section 4.2, the saturated hydraulic conductivity ( ) and the VG 
alpha parameter (

Ks
α ) were coregionalized with the porosity. The mean, standard deviation and 

assumed correlation between porosity and Ks α  are also listed in Table 5-3.  Correlation lengths 
of 20 cm horizontal and 240 cm vertical were used in these simulations.  A two-dimensional 
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Table 5-3. Hydraulic properties, standard deviations, and correlations used for developing the 
six-layer geostatistically correlated property fields. 

Thickness 
of Layer 

(m) 

Porosity  
(std. dev.) 

  

ln Ksat (cm/s) 
(std. dev.)  

[correlation*] 

 α (m-1)  
(std. dev.)  

[correlation*] 

n Sr  

1.5 0.35 
0.07 

  

-9.93 
(0.36) 
[0.68] 

0.08 
(0.03) 
[-0.68] 

7.69 0.09

0.5 0.34 
0.07 

  

-11.39 
(0.41) 
[0.67] 

0.13 
(0.05) 
[-0.68] 

2.49 0.13

2 0.41 
0.07 

  

-10.27 
(0.32) 
[0.68] 

0.04 
(0.01) 
[-0.68] 

5.13 0.18

1 0.45 
0.07 

  

-10.48 
(0.32) 
[0.68] 

0.04)  
(0.01) 
[-0.68] 

8.67 0.17

1 0.38 
0.07 

  

-11.84 
(0.33) 
[0.66] 

0.088 
(0.03) 
[-0.68] 

3.36 0.19

6 0.44 
0.07 

  

-10.08 
(0.33) 
[0.68] 

0.04 
(0.01) 
[-0.68] 

6.85 0.12

 

slice from the simulated three-dimensional moisture content distribution for the six-layer 
heterogeneous case at Day 80 after the start of infiltration is shown in Figure 5-5.  

In comparison with the six-layer homogenous case shown in Figure 5-1, the heterogeneous 
property fields appear to decrease the vertical wetting front advance rate while increasing the rate 
of lateral spread.  As was the situation with the six-layer homogenous case, the simulated six-
layer heterogeneous simulations result in a larger change in moisture content between pre- and 
post-infiltration conditions than that measured from the center access tube (see Figure 5-6).  As 
mentioned earlier, the high moisture content between the surface and 1 meter is attributed to a 
bentonite-sand plug installed around the access tube to minimize the likelihood of preferential 
flow down the access-tube well during infiltration (see Brainard et al., 2005). 

5.3.2 One-Layer Simulations  

In an effort to reduce the discrepancies between the measured change in moisture contents at the 
STVZ and the simulated changes, numerous subsequent simulations were performed using 25-
cm grid spacing and a one-layer heterogeneous property field to empirically determine which 
properties and parameters required adjustment to reduce the discrepancy between simulated and 
measured moisture contents.  This parameter study involved running a simulation on a base case 
of hydraulic properties and geostatistical parameters to obtain results to which subsequent 
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Figure 5-5. Two-dimensional slice showing the Day 80 moisture distribution derived from a 6.25-
cm grid discretization and using the six-layer heterogeneous case properties given 
in Table 5-1. 

 

 

Figure 5-6. Comparison between the simulated moisture content profiles at Day 0 and 80 from 
the six-layer heterogeneous case and that measured at the STVZ at comparable days 
from the center access tube.   

simulations could be compared.  Subsequent simulations incorporated property fields that 
resulted from altering the value of one of the many parameters in the VG equation, nsr ,,, αθθ  as 
well as or the variance of the property.  In this study, the residual moisture content (sK rθ ) was 
also treated as a spatially random property and coregionalized with porosity as were the other 
parameters.  Correlation lengths were also altered from 20 cm vertical and 240 cm horizontal to 
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75 cm and 750 cm respectively.  As with all the simulations, isotropic distributions of properties 
were assumed in horizontal planes.  

These last two properties were also varied during the parameter study.  All the flow simulations 
for this parameter study were run on a 25-cm spacing.  Each of the simulated flow fields were 
qualitatively evaluated to determine the impact that altering each parameter or hydraulic property 
had on the simulated flow field.  Through a process of elimination, simulations using the 
parameters listed in Table 5-4 were chosen as the starting point for the geophysical analysis. A 
simulation result at Day 40 is plotted in Figure 5-7 and a comparison between the simulated and 
field measured moisture contents is given in Figure 5-8. 

 

Figure 5-7. Two-dimensional slice showing the Day 40 moisture distribution derived from a 6.25-
cm grid discretization and using the “Final Case” properties given in Table 5-4, 

 

Figure 5-8. Comparison between the simulated moisture content profiles at Day 0 and Day 40 
from the parameter study “Final Case” and that measured at the STVZ at comparable 
days from the center access tube. 

36 



 

Table 5-4.  The base case and final case of parameters used for the geophysical analysis.  

 Porosity 
(Std. 
Dev) 

ln Ksat 
(m/s) 

(Std. Dev.) 
[Correlation] 

ln Alpha 
(cm-1) 

(Std. Dev.) 
[Correlation]

n 
 

Sr 
(Std Dev) 

[Correlation]

Corr. Lengths 
(cm) 

(horiz.) 
[Vert] 

Base 
Case 

0.42 
(0.48) 

-5.98 
(0.83) 
[7.0] 

-3.11 
(0.57) 
[-7.0] 

3.35 0.154 
(0.02) 
[0.7] 

(750) 
[75] 

Final 
Case 

0.42 
(0.48) 

-3.36 
(0.83) 
[0.7] 

-3.11 
(0.29) 
[-0.7] 

3.35 0.154 
(0.02) 
[0.7] 

(750) 
[75] 

 
Table 5-5. Material properties used in the transport simulations.   

Longitudinal Dispersivity 
(m) 

Transverse Dispersivity  
(m) 

Diffusion Coefficient    
(m2s-1) 

0.5 0.5 1X10-12 
 

A comparison of the simulated and field-measured moisture content profiles shows that the 
initial and final simulation measurements roughly fall within the range of the measured data 
between 1 and 6 m and overestimates the initial moisture contents below 6 m.  In contrast to the 
six-layer heterogeneous case where the simulated moisture content profile seemed to roughly 
follow the trend of the measured profile, here there is no such resemblance.  The different 
wetting front locations are another discrepancy between the simulated and measured data.  The 
measured data indicate that the wetting front was near 7 m at Day 40, while in the simulation the 
wetting front was at 11.5 m. 

As mentioned earlier, the high moisture content between the surface and 1 meter is attributed to a 
bentonite-sand plug installed around the access -tube to minimize the likelihood of preferential 
flow down through the access-tube well during infiltration (see Brainard et al., 2005). 

5.4 Transport Simulations 

A series of transport simulations designed to duplicate the tracer experiments at the STVZ 
provided additional data sets for geophysical analysis.  The transport simulations were initiated 
on the “Final Case” simulated steady-state flow field discussed in the previous section.  The 
dispersion and diffusion properties used in the transport simulations are listed in Table 5-5.  The 
infiltrated concentration of the tracer (C/Co) was taken as 1 and the solution was infiltrated 
across all arrays within the 3-m by 3-m infiltrometer (see Section 2).  Simulation results are 
presented in Figure 5-9 showing the C/Co concentrations through a two-dimensional slice at Day 
40 of the tracer test.  The concentrations are greatest near the infiltrometer and taper off more 
rapidly in the horizontal than the vertical direction, i.e., the tracer plume elongated in the vertical 
direction.  
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Figure 5-9.  Two-dimensional slice showing the Day 40 tracer concentration (C/Co) distribution 
derived from a 6.25-cm grid discretization, using the material properties in Table 5-5. 
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6. ANALYSIS OF ERT INVERSION  

6.1 Introduction 

The hydrological models developed and simulated at SNL and used in the ERT study were based 
on much higher grid resolutions than are possible with ERT imaging.  Using these high-
resolution models allows for investigating how intrinsically low-resolution ERT images relate to 
true, complex stochastic hydrological scenarios.  The hydrological models were intended to 
represent the character of the STVZ and evolved through an increasingly complex representation 
of the site. The models mimicked site scenarios and included following the progress of 
infiltration and solute tracers.  As discussed in previous sections, several rounds of models were 
pursued while trying to resolve discrepancies between field-measured and simulated 
hydrological results.   

One problem was that the hydrological simulations differed from field measurements in having 
higher saturations, higher saturation contrasts between pre-infiltration and post-infiltration 
moisture contents, and more sharply defined infiltration zones.  This was an area of concern 
because the conversion of the hydrological parameters (moisture content) to geophysical 
parameters (resistivity or conductivity) amplifies these effects.  For this reason, the results 
presented in this section concentrate on the latest set of infiltration and solute transport models 
that present the closest approximation to site conditions.  As discussed in Section 5.4, these 
models incorporated a 6.25-cm grid spacing and infiltration and models were simulated for one 
year to obtain a steady-state flow field.  For the solute transport simulations, a solute was 
introduced into the steady-state flow field at the end of one year.  Selected time increments, 
typically 10-day or 30-day intervals, were extracted for the purpose of modeling with ERT.  

ERT modeling consists of these steps: 

• First, the hydrological model was translated to resistivity using an empirical Archie-like 
equation with parameters derived from the original STVZ experiments.  

• Second, the hydrological model was padded appropriately to permit forward modeling. 
Additional pads were generated by repeating the value of the edge-most cells in X, Y, 
and Z directions a number of times, determined from experiments described below, using 
smoothly increasing cell sizes to provide the “whole-earth” required by the ERT 
modeling software.  

• Third, a forward model consisting of generation of V/I data for every electrical data point 
in the original dipole-dipole STVZ data collection schedule was generated using 31,444 
data points. To simplify translation between meshes of different resolution, a somewhat 
idealized electrode distribution was used rather than the true distribution present at the 
field site. However, every electrode present at the field site was represented in the 
synthetic models (282 electrodes in 8 wells with 15 electrodes each and an assortment of 
surface electrodes). 

• Normally distributed 3% random noise was added to the forward modeled data. 
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• The forward ERT data were then inverted on coarse meshes (37.5 cm foreground area) 
similar to those used for the original project. Mesh parameters were varied as described 
below in an attempt to improve the modeled result. 

In order to accommodate very large meshes, it was necessary to isolate a forward-modeling-only 
version of the finite-difference code. This change permitted modeling of 242 × 242 × 250 
(14,641,000 element) meshes in 35 hours on a 3.4 GHz Pentium IV desktop computer with 3 
gigabytes of RAM running on a Microsoft® Windows XP Professional operating system. 

6.2 Improvements to ERT Modeling 

6.2.1 Calculation of Resistivity From Hydrological Models 

For clean sediments (those with no clay minerals) Archie’s relation (Archie, 1942) yields 
estimates of the bulk resistivity bρ  from the porosity and fluid conductivity: 

 , (6-1) m
wb SF −= ρρ

where  is the saturation, and  is the saturation exponent, usually assumed to be equal to 2. 
The fraction of the pore-space filled with fluid  is called the formation factor and is given by: 

S m
F

 , (6-2) naF −= φ

where  and  are constants and a n φ  is the formation porosity.  A local empirical model which 
yields the bulk electrical conductivity in terms of , water content a θ , and the water electrical 
conductivity wσ assumes that the exponents for porosity and saturation are the same, is expressed 
in terms of electrical conductivity and moisture content ( S∗= φθ ) as: 

 , (6-3) b
wb a θσσ =

where the value of waσ was 1.1 and b was 1.6; values derived empirically from the STVZ field 
experiments. For the transport models, an additional factor was applied based on the mass 
fraction of solute added and a transport factor . This was calculated using the formula: mfT factorT

 ( )factormfbb TT ∗+∗= 1' σσ , (6-4) 

and the transport factor was assigned a value of 3. 

6.2.2 Forward Modeling Considerations 

The distribution of the electrical potential in the earth is governed by the continuity equation: 

 IVˆ =∇•∇ σ , (6-5) 

where V is the scalar electrical potential and I is the distribution of electric current sources in the 
media. The forward electrical resistivity calculations were carried out using an anisotropic 
version of the finite-difference (FD) formulation of Dey and Morrison (1979) to solve for the 
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electrical potentials in Equation 6-5 at a pair of receiver electrodes given within a three-
dimensional anisotropic earth. One difficulty in applying the FD method to modeling resistivity 
data is that we must approximate a region of essentially infinite extent in the X, Y, and +Z 
directions using a mesh with limited extents in these directions.  The approach used in this 
routine is to use the “non-reflective” boundary conditions given by Dey and Morrison (1979). 
These boundary conditions provide only a rough approximation to a semi-infinite domain. 
Therefore, it is still necessary to include a number of mesh elements outside the region of 
interest.  We refer to these additional cells as padding cells and the portion of the FD mesh 
containing the padding cells as the background region as opposed to the foreground region–the 
area we wish to represent with an image.   

Generally, the numerical accuracy is improved by making the background region as large as 
possible. However, extremely large background regions increase the computational effort. Also, 
in increasing the size of the mesh, it is important that the resulting system of equations not 
become unstable or, in mathematical terms, “ill-conditioned.”  Ill-conditioned systems tend to 
amplify errors, thus a badly designed large mesh may have greater errors than a smaller mesh.  
For example, it is generally unadvisable to change the size of the cells rapidly so that very large 
cells are immediately adjacent to very small cells.  It is also generally best to keep cells more or 
less equidimensional as very long, thin cells tend to make the system ill-conditioned (see below).  
Thus the background regions usually starts with a layer of pad cells the same size as the cells of 
the foreground region and the size of the pad cells is increased progressively outward and away 
from the foreground. To determine appropriate mesh parameters, we ran a series of experiments 
comparing forward solutions from a series of finite element meshes with the analytic solution for 
a 100 ohm-m half space. The results indicate the following: 

1. The maximum element aspect ratio should be as small as possible (Figure 6-1a). We 
determined that 10:1 resulted in over 80% of the forward data being accurate to 1%. These 
numbers dropped to 70%, 50%, and 10% for 16:1, 32:1, and 64:1 aspect ratios. Interestingly, 
for all aspect ratios the modeling error was <6% for 92% of the data. 

2.  At a background region size of 5X, the foreground region size resulted in >80% of the finite 
difference data being accurate within 1% (Figure 6-1b). These numbers dropped to 65% and 
40% for 3X and 2X ratios. However, there was no improvement moving to 7X. Further 
experiments showed that increasing the Z background dimension at the expense of the XY 
background dimensions was an effective method to further decrease the overall mesh size. 
Rations of 3X in XY appear to be acceptable when coupled with a ration of 4X-5X in Z.   

6.2.3 Inverse Modeling of ERT Data 

This project use the same modified Occam’s Inversion Routine used previously to invert data 
from the STVZ investigation. These results were compared with those for a newer inversion 
strategy. The objective function (the objective function minimized using both inversion routines) 
is given by 

 , (6-6) RmmmdWmdmS T
obsD

T
obs ))(g())(g()( α+−−=
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Figure 6-1. Finite-difference forward model error relative to the analytic result for a 100 ohm-m 

half space for trials of (a) background to foreground ratios and (b) pad element 
elongation ratio. 

where d is the vector of data values, m is the vector of parameters, g(m) is the forward solution, 
WD is the diagonal data weight matrix, R is the regularization operator (discussed in more detail 
below), dobs is the vector of observed data, and α is an empirical factor that controls the amount 
of regularization versus the fit of the forward model to the data.  Minimizing the objective 
function for a large value of α results in a smooth solution but a poor data fit.  The optimal 
solution corresponds to the largest possible value of α that still fits the data to some a-priori 
value.  LaBrecque et al. (1999) discuss a method of iteratively determining α for three-
dimensional inversion used for the older algorithm.  In the new algorithm, a trial-and-error 
approach is used at each iteration to find an optimal value of  α that gives rapid but smooth 
convergence.  The parameters, m, are the natural logarithms of the three components of 
conductivity (X, Y, and Z) of each cell in the finite-difference mesh.  

The nonlinear iterations can be expressed as mn+1 = mn + ∆mn. The parameter change vector at 
nth iteration, ∆mn , is obtained by solving the linear system 

 ( ) ( ) nnobsD
T
nnnD

T
n )(g RmmdWGmRGWG α−−=∆α+ , (6-7) 

where the elements of the sensitivity matrix,  GT, are given by 

 
mn

j

i
ij
n m

)m(gG
∂

∂
= . (6-8) 

The system of equations given by Equation 6-6 is positive-definite and is solved using the 
conjugate-gradient method with a diagonal preconditioner (LaBrecque et al., 1999). A data-error 
reweighting scheme is implemented to suppress the effects of data outliers (Morelli and 
LaBrecque, 1996). 
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6.3 Modeling of Synthetic Hydrological Data 

Synthetic hydrological infiltration models were created at 0, 10, 20, 30, 61, 91, 181, and 361 
days of infiltration into an STZV-like model having a mesh size of 6.25 cm. After converting to 
resistivity and padding the mesh, forward ERT responses were calculated and noise data were 
added. The noisy forward data were inverted on a 37.5-cm mesh.  For comparison, we 
compressed the original high-resolution model derived from the conversion of the hydrological 
data from 6.25-cm cells to 37.5 cm, then applied an anisotropic average formula.  For example, 
the X-component RX of resistivity for the 37.5-cm cells is given by 
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where Ri,j,k is the resistivity of the 6.25-cm cells contained in the 37.5 cell and i, j, k are the 
indices in the X, Y, and Z directions respectively. Y- and Z-components are calculated similarly.  
We make both visual and statistical comparisons of the hydrological models and ERT images 
from inversion of the synthetic data.  When performing statistical comparisons using semi-
variograms, the purpose of the plot is to indicate directional rates of change. One can summarize 
semi-variograms in terms of the overall variance: the value that the semi-variogram approaches 
asymptotically for large offsets, the correlation length, the offset distance at which the curve 
approaches its final asymptote, and the form of the semi-variogram between the zero offset and 
the correlation length.  Because variance of a block of averaged values is always less than the 
variance of the individual values, the semi-variograms of the compressed images are always 
lower than the semi-variograms of the high-resolution images. Ideally, however, the form and 
correlation length will appear the same. 

6.4 Comparison of Synthetic Models 

The old and improved inversion methods were compared using the synthetic dataset. We 
compared the old inversion method with the old mesh, the old inversion method with the new 
mesh, and the new inversion method with the new mesh. Results for the background are 
compared statistically in Figure 6-2 using a semi-variogram in the X and Z directions. In each 
case, the least variance and most accurate sill is identified in the X direction. The sill of the 
compressed model drops relative to the sill of the uncompressed model, confirming this is the 
expected behavior as the resolution of the model decreases. The sill of the original mesh 
inversion is the lowest of all presented, indicating that the improvements to the inversion 
described have increased the resolution in the model.  

This improvement in resolution can be seen in the images. The results at Day 20 and Day 361 are 
presented in Figures 6–3 and 6–4. The old padding scheme underestimated the intensity of 
wetting and did not accurately resolve the water location, particularly at depth. The newer 
inversions show similar results and demonstrate significant improvement both in terms of 
absolute intensity and accuracy in location of the wet area. 
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Figure 6-2. Semi-variogram of the background synthetic model showing results over 6 meters for 
the uncompressed, 6.25-cm model (horizontal line); the hydrological model 
compressed 37.5-cm grid (squares); and inversion results on the 37.5-cm mesh for 
the new inversion method (x’s); Occam’s Inversion with improved padding 
(diamonds); and Occams’ Inversion with the same mesh used for the original STVZ 
field study (triangles). Semi-variograms for the Z direction are shown in blue and the 
horizontal direction is shown in red. 

 

Figure 6-3. Visual comparison of Day 20 synthetic infiltrations showing: (a) 6.25-cm hydrological 
model converted to conductivity, (b) new inversion method, (c) Occam’s Inversion 
with the  STVZ mesh, (d) Occam’s Inversion method with improved pad scheme.  
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Figure 6-4. Visual comparison of Day 361 synthetic infiltrations showing:  (a) STV field – style 

mesh (b) ultimate, new inversion method. 

In Figure 6-5, we compare the resolutions of the 6.25-cm (Figure 6-5a) and 37.5-cm (Figure 
6-5b) meshes by showing the raw data for 181 days. Although the ERT forward data were 
calculated from the 6.25-cm mesh, the 37.5-cm mesh image in Figure 6-5b represents the best 
that one could expect to extract from the ERT using a 37.5-cm inversion mesh. Figure 6-5c 
compares the inverted result from the new inversion method to the 37.5-cm version of the 
original model (Figure 6-6d) for 181 days of infiltration. Although the models are smooth with 
respect to the original, the essential character of the infiltrated water is well represented. The 
resolution of the inversion appears to be on the order of .75 m. The inversion does not show the 
water extending all the way to surface nor does it provide fine resolution of horizontal layers.  
Also, some conductive areas that are likely inversion artifacts have been smoothed away. 

 
Figure 6-5. (a) High-resolution 6.25-cm model; (b) and (d) 37.5-cm compression of model in (a); 

the image in (c) shows the result of the new inversion method for 181 days.  
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Similarly, synthetic transport models were based on the Day 361 infiltration model. Hydrological 
models were generated for 0 (= 361 days of infiltration), 2, 4, 6, 8, 10, 20, 30, 40, 60, 80, 90 and 
100 days of infiltration. Figure 6-6a and 6-6b compare the ERT inversion to the raw 37.5 cm 
compressed data for 20 days and Figure 6-6c and 6-6d show the inversion after 50 days of 
transport infiltration. While the conductive zone is somewhat broader than the original, the depth 
of penetration and overall conical shape are well represented. Conductive volumes represented 
are probably fairly similar since the outer rim of the broad conductive area depicted in the ERT 
images is represented by lower conductivities. As noted earlier, the hydrological models show 
higher saturations and larger contrasts in saturation than those observed at the STVZ (see for 
example Figures 5-2, 5-4) and the infiltration region is more sharply bounded (see Figures 5–1, 
5-3). When these models are converted to resistivity, the resulting conductive (infiltration) area 
of the synthetic model has a larger contrast and is more sharply defined than those observed in 
the field.  From our experience, the smooth-model ERT would provide an even better 
representation of an actual field infiltration than is demonstrated here since field conditions tend 
to produce more gradual boundaries than the hydrological models. When the difference-
inversion technique (LaBrecque and Yang, 2001) was employed (see Figure 6-7), it succeeded in 
modestly improving the inversion image.  However, the magnitude of the conductivity increase 
in the synthetic model precluded dramatic improvement because this technique is designed to 
improve subtle changes in models. Portions of the conductive zone now extend to surface and the 
“bullet” is tighter and more pointed.  

 
Figure 6-6. Transport models showing (a) inverted result and (b) inverted model at Day 20; and 

(c) inverted result and (d) synthetic model at Day 50.  
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Figure 6-7. Difference inversion of synthetic transport model at Day 50 showing (a) new inversion 

result and (b) 37.5-cm compressed synthetic model. 

6.4.1 Comparison of Models and Quantification of Improvements  

The final stage of the project was to compare inversion results from Occam’s Inversion with 
images from the new inversion method in order to quantify any improvements in the imaging 
technique.  

One enhancement to field technique not previously discussed in the literature is temperature 
correction. (Note:  All field results discussed are temperature corrected.) Temperature correction 
was applied using Arps’ Equation, expressed below in terms of electrical conductivity and 
temperature, given in Centigrade: 
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+
=

T
TECEC  (6-10) 

During the experiment, the temperatures changed substantially on an annual basis.  These 
changes originate from two sources:  a) annual changes of heat conduction from the surface and 
b) advection of heat in the infiltrating water.  Over the course of a year, the average temperature 
of the water being infiltrated ranged from about 6 °C to nearly 27 °C; a difference in temperature 
of more than 20 °C.  

Figure 6-8 shows the importance of temperature correction by comparing images of temperatures 
with corrected and uncorrected electrical conductivity for two dates during the first saline 
injection test. The dates of October 1, 2001, and January 31, 2002, were chosen to be late enough 
in the injection test so that the hydrological conditions, such as moisture content and salinity, 
were expected to be similar, but the temperature patterns at the site were very different. The peak 
annual surface temperatures in Socorro occur in mid-July. Because of the lag time for conduction 
and convection of heat into the subsurface, October 1, 2001, was chosen as the peak temperature 
at a depth of a few meters. Lowest temperatures on the site occur in mid-January.  To provide a 
basis for comparison, January 31, 2002, was chosen since it represents the last coldest data 
collected before discontinuing the first tracer injection. 

Comparing the uncorrected conductivity images (Figure 6-8a, 6-8c), the conductive region is 
significantly larger in lateral extent and intensity on October 1 than on January 31.  Without 
temperature corrections, these results would imply, erroneously, that the extent and concentration  
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Figure 6-8. Occam’s inversion of STVZ transport data showing:  (a) uncorrected image of 

10/01/01 data, (b) image of temperature-corrected 10/01/01 data, (c) uncorrected 
Occam’s Inversion image of 01/31/02 data, and (d) temperature-corrected 01/31/02 
image.  

of the tracer has somehow decreased in spite of the continued, consistent injection over the 
intervening months.  Removing the effects of temperature (Figure 6-8b, 6-8d) shows that the 
tracer concentration has increased below the infiltrometer. However, the area affected is 
somewhat illogically spread at surface and does not penetrate to depth.  

The new inversion method provided significant further improvement. The images shown in 
Figure 6-6 may be compared in temperature-corrected form with images generated from the new 
inversion method for the same dates (Figure 6-9a and 6-9b). At this point, the tracer has not only 
increased in size under the infiltrometer, but its position is more consistent and the overall depth 
affected is increased. 

6.5 Conclusions 

High-resolution (6.25-cm) synthetic hydrological models were converted to synthetic resistivity 
models to establish the resolving capability of ERT collected using a much coarser electrode 
spacing (75 cm). Improvements in ERT inversion strategy included enhanced padding of meshes, 
and application of improved forward modeling and inversion strategies that have evolved since 
the field studies. Improvements in data treatment include the application of temperature 
corrections to the inverted data. Improvements in the forward modeling mesh had a significant 
impact on the quality of the images within the inversion routine. 
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Figure 6-9. Comparison of Occam’s and new inversion method images of STVZ transport data 

showing: (a) image created using the new inversion method and temperature 
correction, 10/01/01, and (b) image created using Occam’s Inversion and temperature 
correction, 01/31/02.  

We also concluded that ERT is able to resolve three-dimensional character, form, location, and 
intensity of both infiltrating water fronts and conductive tracer infiltration. Based on the 
synthetic model studies, some reduction in resolution is apparent.  However, bulk conductivity 
changes appear to be accurately represented in terms of both location and intensity.  
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7. CROSS-BOREHOLE GROUND PENETRATING RADAR  

Although XBGPR is used extensively in groundwater investigations (e.g., Hubbard et al., 1997; 
Alumbaugh et al., 2000; Binley et al., 2001; LaBrecque et al., 2002; Alumbaugh et al., 2002; 
Chang et al., 2003a), few efforts have been made to analyze XBGPR resolution and accuracy in 
a dynamic flow environment. It is important to assess XBGPR image resolution and accuracy 
because artifacts may be present in the tomograms due to data collection or processing 
procedures. Kowalsky et al. (2001) simulate the responses of a surface GPR survey by using 
electromagnetic (EM) forward modeling and comparing the GPR reflection cross section with 
the field outcrops to verify radar information. Day-Lewis et al. (2002) use results from a solute 
transport simulation to generate synthetic radar data that are then employed to examine a time-
lapse inversion algorithm based on the field experiment. Here, a coupled, unsaturated flow and 
finite-difference (FD) time-domain (TD) EM forward modeling method was used to analyze the 
resolution of XBGPR images during a series of infiltration experiments similar to that at the 
STVZ facility. It should be noted that the purpose of this research is not to reproduce the 
experiments at the STVZ site exactly, but to use the method for examining the resolution of both 
XBGPR velocity and attenuation tomography, as well as analyzing the results for artifacts that 
may arise during the data processing.  

For initial testing, the XBGPR simulations employed flow simulations from the two-dimensional 
unsaturated flow code HYDRUS-2D (Simunek and van Genuchten, 1999) to generate the 
synthetic moisture fields. During the second round of testing, the XBGPR modeling used results 
from the high-resolution flow simulations performed at SNL as employed in the ERT study 
described in Section 6.  For brevity, a subset of the latter results are presented here. 

7.1 Electromagnetic FDTD Forward Modeling 

7.1.1 Finite Difference Solutions for Radar Wave Propagation 

A staggered-grid finite-difference solution to Maxwell’s equations, developed by Holliger and 
Bergmann (2002), is employed to simulate the EM wave propagation phenomena. Holliger and 
Bergmann (2002) use the solution which solves Maxwell’s equations in a two-dimensional 
cylindrical coordination system to analyze the response of XBGPR by assuming rotational 
symmetry with respect to the z-axis. In cross-borehole GPR surveys, transmitter and receiver 
antennas are placed in two different access boreholes that are assumed to be perpendicular to the 
surface. Received signals are primarily related to the change in the vertical electric field, and 
thus the transverse magnetic (TM) mode of Maxwell’s equations is employed. The transverse 
electric (TE) mode is not presented here due to the symmetry of the problem and antenna 
orientations. In the cylindrical coordinate system, the TM mode form of Maxwell’s equations 
can be represented as follows: 
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and 
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where ε is the dielectric permittivity, µ is the magnetic permeability, σ is the electric 
conductivity, t  is time, r  is the radial distance,  is the depth, and z φ  is the rotation angle about 
the z-axis in the cylindrical system. E and H represent the electric and magnetic fields, 
respectively, and subscripts r , , and z φ  refer to the radial, vertical, and rotational angle 
components of the electric and magnetic fields. 

The TM mode equations can be solved using a staggered finite-different approximation that 
considers second-order accuracy for both space and time (Yee, 1966; Bergmann et al., 1996):  
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where r∆ , , and  are the discretization intervals with respect to z∆ t∆ r , , and , respectively. 
Parameters , , and n  are the indices that represent the location of the nodes spatially and 
temporally within the model.  

z t
i k

7.1.2 Model Design for FDTD EM Forward Modeling 

To simulate radar wave propagation using the above approach, the dielectric constant and 
electrical conductivity must be defined everywhere in space on a Cartesian grid. We define these 
properties with a petrophysical model that determines soil electrical properties using water 
saturation and/or soil textures to convert measured water content.  

The dielectric constant was estimated by applying Equation 7-7 to the volumetric water content 
that resulted from the unsaturated flow modeling.  

 033.00136.0 −= akθ  (7-7) 
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The electrical conductivity was estimated by applying a power-law function that is similar to 
Archie’s empirical equation (Archie, 1942), which describes the relationship between bulk soil 
conductivity, σ , and the pore water conductivity, wσ , for saturated soils. In unsaturated soils, 
Archie’s law is written as: 

   (7-8) w
mnaS σφσ =

where φ  is the porosity,  is saturation and are constants for a particular soil 
type (Telford, 1991). Archie’s equation assumes that the bulk conductivity is affected by the 
fluid conductivity, porosity, and saturation. LaBrecque et al. (2002) found that rather than using 
Archie’s law directly, it was better to employ a simpler exponential relationship where the main 
parameter is residual moisture content, which in turn is dependent on grain size distribution. A 
single, power-law function was adopted similar to that of LaBrecque et al. (2002). The 
relationship between bulk conductivity and water content can then be described as: 

S ,,, mna nki ,,

  (7-9) ba θσ ⋅=

where σ  is the bulk conductivity, θ is the volumetric water content,  and b are the empirical 
constants that were determined by comparing measured conductivity to neutron-derived water 
content. Although parameters  and  may vary spatially and are inconsistent through the 
infiltration experiment (LaBrecque et al., 2002), the same values were used in the EM forward 
modeling in order to keep a simple, consistent physical relationship between water content and 
attenuation throughout the water infiltration simulation. Here, 

a

a b

11.0=a  and  were 
determined from the XBGPR-estimated water content and the induction logs taken before the 
infiltration was initiated (Brainard et al., 2002). 

81.0=b

Simulations for both freshwater infiltration and a contaminant transport infiltration were 
completed during this study. Pedotransfer functions for the transport simulations were slightly 
more complicated than those used to determine electrical properties with the freshwater pulse. 
For the latter, the contaminant was assumed to be sodium-chloride, and thus, increases in salt 
content in the pore fluid should have no effect on the dielectric constant of the media. However, 
increases in salt will result in an increase in electrical conductivity of the media. Therefore, the 
relationship suggested by LaBrecque in Equation 7-9 was modified slightly to accommodate an 
increase in the fluid conductivity.  Since Archie’s law has the form of:  

   (7-10) porewater
mn

bulk aS σφσ =

where pore fluid conductivity is equal to σ porewater , we can use the relationship suggested by Hall 
to define pore  fluid conductivity based on the concentration of salt in the pore water.  

Following this, we can then compute the conductivity of the bulk media by multiplying the 
STVZ equation used for freshwater by a ratio of the original pore water conductivity at t = 0 by 
the conductivity of the pore water at the current time step being modeled: 
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The sum in the numerator corrects for times when the plume has not reached the pore space at a 
given time, resulting in zero conductivity. 

XBGPR data were calculated using a Multi-Offset Gathers (MOGs) configuration with data 
acquisition spacing of 0.25 m and a central frequency of 100 MHz. The 12-m × 12-m × 12-m 
POR-SALSA simulation results were truncated to be two-dimensional panels along the plane 
y = 0. Each panel computed was 6 m in the x direction and 12 m in the z direction. Using x = 0 
as the center of the panel, three borehole access points were simulated; the first at x = 0, the 
second at x = 2.5 m, and the last at x = -2.5 m. EM simulations were computed for two separate 
panels for each time step. The STVZ naming conventions were maintained. The panel defined by 
Boreholes 1 and 2 are named CINE and the panel defined by 1 and 3 is called CISW. Each panel 
was sampled by 24 transmitters and receivers. The angles of the transmitting antenna to the 
receiving antenna were limited to 35 degrees as in the field data processing procedures. 

Holliger and Bergmann (2002) suggest the criterion: 
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to provide stability of the above finite-difference approximation, where 
0min

max
1
µε

=c  is the 

maximum phase velocity of the EM wave within the model. In order to control the numerical 
dispersion, Holliger and Bergmann (2002) suggest that a grid spacing with at least 10 grid points 
per minimum wavelength be required for the FDTD modeling. From the previous XBGPR 
measurement, a minimum wavelength of 0.89 m was found, assuming that the EM wave 
frequency was at 100 MHz. Therefore, a grid spacing of 0.0625 m by 0.0625 m was chosen for 
the forward model to stabilize the results. Since grid spacing was given,  could be 
automatically adjusted to stabilize the results using Equation 7-12 in the algorithms. This 
discretization results in 24,576 cells in each model.  

t∆

7.2 GPR Tomographic Inversion Algorithm  

First-arrival time (travel time) and amplitude of the received EM signals are used as data to 
invert for velocity and attenuation. For this experiment, the inversion domain consists of a 
discrete two-dimensional grid of cells that are 0.25 m on both sides. The travel time and 
attenuation for each GPR “time-series” first arrival can be represented as (Sharma, 1997; Jackson 
and Tweeton, 1996): 

  (7-13) ∑
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where ti(αi) represents the total travel time or attenuation for the ith ray path,  is the average 
slowness or attenuation of the jth cell, dij is the distance of the ith ray path within the jth cell, and 
M represents the number of cells passed through by the ith ray path. The attenuation of each ray 
path can be calculated as:  

jp
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where A0 is the amplitude of the transmitted wave form, and Ai is the received amplitude. 

Factors other than intrinsic attenuation, including geometrical spreading and the radiation pattern 
of the transmitter and receiver, also affect the amplitude measured by the GPR system (Peterson, 
2001). The transmitting antenna functions like a dipole that radiates EM waves in a spherical 
geometry. Thus the measured amplitude in a homogeneous medium can be represented as:  

 )/(cos RAA im θ= ,  (7-15) 

where  Ai is the amplitude that only depends on the intrinsic attenuation for the ith ray path, θ  is 
the angle measured from the horizontal to the ray path, and R is the distance between the 
transmitter and receiver antennas.  

The inversion code, GeotomCGTM (GeoTom, LLC, 1998), was used to produce images of 
velocity and attenuation from travel time and normalized amplitude measurements. 
GeotomCGTM employs a simultaneous iterative reconstruction technique (SIRT) (Jackson and 
Tweeton, 1996) and ray tracing methods to generate tomographic images. Straight ray inversion, 
which assumes the ray path between the transmitter and receiver is a straight line, was chosen for 
both velocity and attenuation inversion.  

Theoretically, the first arriving EM wave-fronts tend to travel through high-velocity regions 
rather than low-velocity regions. This makes the ray paths in an inhomogeneous medium tend to 
curve around the low-velocity regions and thus they are no longer straight lines. Although it may 
be more accurate to use curved ray inversion (Alumbaugh et al., 2002), the difficulty of 
estimating A0, the correction factor for geometric spreading, and the antenna radiation made the 
curved ray attenuation inversion difficult to apply. Therefore, straight ray inversion was adopted 
to generate velocity and attenuation tomograms in this study.  

The units for EM wave attenuation employed in this study are neper (Np). The neper is 
analogous to the decibel (dB), which is used frequently in measuring signal loss and gain ratio, 
except that the Naperian base (2.718281828….) is used in computing the ratio in nepers rather 
than the dB log 10 base. Attenuation in nepers can be converted to decibels by using the 
equation: 1 neper (Np) = 8.686 dB.  

7.3 Potable Water Infiltration Flow Simulations 

The freshwater simulations were computed beginning with residual water content in the pore 
spaces. A two-dimensional slice across the pre-infiltration cube generated by the Sandia flow 
modeling is shown Figure 7-1. During the actual experiment, the XBGPR data were collected 
between five boreholes along a single profile. Because the two outer well pairs are not affected 
by the infiltration experiment, for the XBGPR study we have chosen to simulate only the two 
innermost well pairs that fall within the black rectangle shown in Figure 7-1.  
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Figure 7-1. Pre-infiltration water content field. The rectangle encloses the area of study. 

For the infiltration simulations, potable water was considered to have electrical conductivity of 
80 mS/m. The moisture contents that result from inverting the XBGPR pre-infiltration velocity 
data are given in Figure 7-2. Infiltration simulations were conducted for time-lapses of 10, 20, 
30, 60, 90, 180, and 360 days. In Figures 7-3, 7-4, and 7-5, we show the total field moisture 
content fields and the differences in moisture content over time for times of 10, 30, and 60 days 
after the initialization of infiltration, respectively. Notice that the general trends of the moisture 
content are recovered. However, the results indicate that: a) the image is not able to recover the 
peak values of moisture content, and b) the images show greater lateral than vertical smearing.  

The first point can be explained by the fact that, as demonstrated by Alumbaugh et al. (2002), 
XBGPR measurements cannot adequately recover small-isolated zones of high moisture content 
as these are regions of low velocity.  The fastest ray path bypasses these regions and is 
insensitive to these zones. This deceased sensitivity for attenuation imaging purposes is due to 
the angle between a purely horizontal ray path and the ray path at maximum vertical aperture 
being 35 degrees. This phenomenon will tend to limit the horizontal resolution and thus increase 
the smearing.   
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          (a)     (b) 
Figure 7-2. Images of water content at time = Day 0 as estimated from the XBGPR velocity 

images. (a) The input field, or true model, and (b) the results estimated from the 
travel-time generated velocity image. 

          
 (a) (b) (c) (d) 
Figure 7-3. Images of water content at Day 10 after the beginning of the fresh-water infiltration. 

(a) The true model total moisture content field. (b) The inversion results in terms of 
total moisture content. (c) The true-model change in moisture content relative to 
Figure 7-2a. (d) The inverted change in moisture content relative to Figure 7-2b. 
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 (a) (b) (c) (d) 
Figure 7-4. Images of water content at Day 30 after the beginning of the fresh-water infiltration. 

(a) The true model total moisture content field. (b) The inversion results in terms of 
total moisture content. (c) The true-model change in moisture content relative to 
Figure 7-2a. (d) The inverted change in moisture content relative to Figure 7-2b.  

    
 (a) (b) (c) (d) 
Figure 7-5. Images of water content at 60 days after the beginning of the fresh-water infiltration. 

(a) The true model total moisture content field. (b) The inversion results in terms of 
total moisture content. (c) The true-model change in moisture content relative to 
Figure 7-2a. (d) The inverted change in moisture content relative to Figure 7-2b.  
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Figure 7-6a shows the pre-infiltration attenuation field and the image resulting from processing 
and inverting the XBGPR synthesized amplitude data. Note that the image is dominated by 
diagonal “striping.” Similar problems exist in the time-lapse images shown in Figures 7-7 
through 7-9. As demonstrated by Chang (2004), these type of artifacts are likely at least partly 
due to the presence of features that are too small to recover given the sampling interval and 
frequency used by the system. Additionally, a series of approximations are made during the 
processing and inversion that violate the physics. For example, the processing and inversion 
assumes an optical-approximation whereby the source-receiver separations are many 
wavelengths apart, when in reality they are collected at distances that are only at most one or two 
wavelengths apart.  

                      
 (a) (b) 
Figure 7-6. Pre-infiltration attenuation field. (a) The input field, or true model, and (b) the results 

estimated from the attenuation imaging. 

Also, the straight ray-path approximation may be invalid for imaging the attenuation, especially 
during the fresh-water infiltration events when the velocity field changes.  Therefore, the ray 

. Artifac e nature 

7.4 Tra

paths will change over time ts with the sam ere observed by Chang et al. (2004) 
in the analysis of the field data.  These numerical nts suggest that r images are 

w
experime  the poo

due to the processing/imaging algorithms rather than data quality. 

nsport Simulations 

Transport simulations were completed for eight time steps consisting of 0, 10, 20, 30, 60, 90, 
180, and 360 days. “Time zero” days is equal to the end of the freshwater infiltration. Therefore, 
the water content does not change while salt concentration does, which mimics the actual 
experiment conducted at the STVZ. This leads to no change in the velocity tomography results 
during the transport simulation. Therefore, only attenuation images are relevant in this section.  
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 (a) (b) (c) (d) 
Figure 7-7. Images of attenuation at Day 10 after the beginning of the fresh-water infiltration. (a) 

The true model attenuation field. (b) The inversion results in terms of attenuation. (c) 
The true-model change in at Figure 7-6a. (d) Th erted change tenuation relative to e inv
in attenuation relative to Figure 7-6b.  

 
 (a) (b) (c) (d) 
Figure 7-8. Images of attenuation at Day 30 after the beginning of the fresh-water infiltration. (a) 

The true model attenuation field. (b) The inversion results in terms of attenuation. (c) 
The true-model change in attenuation relative to Figure 7-6a. (d) The inverted change 
in attenuation relative to Figure 7-6b.  
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Input concentrations of 1000 ppm and 6900 ppm were computed to mimic the field experiments 
completed at the STVZ. The results of these simulations are given in Figures 7-10 and 7-11.  

Note that these attenuation images of the transport simulation tend to recover the depth of the 
plume fairly well and that there is a lack of diagonal artifacts observed in earlier images. The 
lack of artifacts is likely due to the fact that the ray paths remain consistent and only the 
attenuation is changing during these simulations. However, as before, the inversion tends to 
smear the plume laterally across the distance between the wells. As with the smearing in the 
velocity images presented in the section above, this is likely due to the small aperture angles 
employed during the acquisition. In addition, the inversion underestimates the magnitude of the 
attenuation, more so in the 6900 ppm case in Figure 7-11, and in the lower salinity case in Figure 
7-10. This is likely caused by a poor representation of the physics in the processing and 
inversion, both of which tend to favor a small scattering approximation. For these results, a large 
degree of attenuation is occurring, which indicates a larger degree of EM scattering. 

7.5 Conclusions 

The freshwater impulse images reveal several interesting results. First, the velocity images 
appear to be able to recover features as small as 1 m long and 0.25 m deep. Second, even though 
the actual values are slightly subdued in the inverted images, the input fields and the inversion 
match reasonably well with regard to character and scale. This is not true of the attenuation 
imaging of the fresh water plume, which shows a high degree of diagonal striping.  This is likely 
an artifact of the processing and inversion not incorporating the correct physics. With the  
 

   
 (a) (b) (c) (d) 
Figure 7-9. Images of attenuation at Day 60 after the beginning of the fresh-water infiltration. (a) 

The true model attenuation field. (b) The inversion results in terms of attenuation. (c) 
The true-model change in attenuation relative to Figure 7-6a. (d) The inverted change 
in attenuation relative to Figure 7-6b.  
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 (a) (b) 
Figure 7-10. Attenuation for 1000 ppm transport at time = Day 30. (a) The input attenuation field or 

“true model.” (b) The results from processing and inverting the synthesized 
amplitude data for attenuation. 

 
 (a) (b) 
Figure 7-11. Attenuation for 6900 ppm transport at time = Day 30.  (a) The input attenuation field 

or “true model.” (b) The results from processing and inverting the synthesized 
amplitude data for attenuation. 



 

addition of salt water contamination to the system, the magnitude of the attenuation increased 
enough that the images are much better than that produced by the freshwater. Again, the overall 
character of the flow is well constrained. Larger details of the heterogeneous structure are 
apparent. The input fields and inverted images have similar scales. When the input concentration 
was increased from 1000 ppm to 6900 ppm, the depth of transport was clearly imaged in the 
early time steps. However, when the attenuation exceeded 6 Np/m, most of the signal was lost, 
resulting in a near total loss of resolution at later times.  
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8. SUMMARY OF CONCLUSIONS 

High-resolution hydrologic modeling provided the basis for investigating the capability of ERT 
and XBGFPR to image water and tracer distribution in the vadose zone. Through these studies it 
was determined that ERT is able to resolve three-dimensional character (location of highs and 
lows of the hydrological data match the highs and lows of the inverted data), and scale (extent of 
wetting front very similar to that measured in the field) of the hydrological and tracer data.  
Some reduction in character is apparent in that the contrasts between the highs and lows are 
somewhat subdued. However, bulk conductivity changes from pre-infiltration/tracer to post-
infiltration/tracer conditions appear to be accurately represented in terms of both location and 
intensity.  

With XBGPR velocity data, comparison of moisture content distributions between hydrological 
and inverted data shows that the inversion causes a loss of detail in that highs and lows are 
somewhat subdued in the inverted images.  In addition, moisture content differences between the 
pre- and post-infiltration images show artifacts not present in the true models.  However, the 
inversions of the absolute moisture content seems to always reproduce the general character of 
the hydrological data, and both the absolute and differenced images reproduce the scale quite 
well.  

Signal attenuation images provide a reasonable replication of the potable water flow field despite 
severe artifacts in the images.  These artifacts could be due to the straight ray assumption and 
other violations of the underlying physics in the processing and inversion routines. In contrast to 
the potable water case, the increased magnitude of the attenuation from the salt water simulations 
resulted in much better images. Here, the overall character of the flow field is well constrained 
and larger details of the heterogeneous structure are apparent. When the input concentration was 
increased from 1000 ppm to 6900 ppm, the depth of transport was clearly imaged in the early 
time steps. However, when the attenuation exceeded 6 Np/m, most of the signal was lost 
resulting in a near total loss of resolution at later times.  
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