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Abstract 
 
Advances in technology for electrochemical energy storage require increased understanding of 
electrolyte/electrode interfaces, including the electric double layer structure, and processes 
involved in charging of the interface, and the incorporation of this understanding into 
quantitative models.  Simplified models such as Helmholtz’s electric double-layer (EDL) 
concept don’t account for the molecular nature of ion distributions, solvents, and electrode 
surfaces and therefore cannot be used in predictive, high-fidelity simulations for device design.  
This report presents theoretical results from models that explicitly include the molecular nature 
of the electrical double layer and predict critical electrochemical quantities such as interfacial 
capacitance.  It also describes development of experimental tools for probing molecular 
properties of electrochemical interfaces through optical spectroscopy.  These optical 
experimental methods are designed to test our new theoretical models that provide descriptions 
of the electric double layer in unprecedented detail. 
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NOMENCLATURE 
 
3CM   Three component model 
CCD   charge-coupled device 
c-DFT   classical Density Functional Theory 
CDL   composite diffuse layer 
CVD   chemical vapor deposition 
EDL   Electric double layer 
EFISH   electric field induced second harmonic 
EOF   Electro-osmotic flow 
FCC   face centered cubic 
f-DFT   fluid Density Functional Theory 
FTIR   Fourier-transform infrared 
HCP   hexagonal closest packed 
LJ   Lennard-Jones 
MBP   modified Poisson-Boltzmann 
MC   Monte Carlo 
MD   Molecular dynamics 
MSA   Mean Spherical Approximation 
MSM   molecular solvent model 
PB   Poisson−Boltzmann 
PM   primitive model 
PM-RAIRS  Polarization modulation reflection absorption infrared spectroscopy 
RPM   restricted primitive model 
SAM     self-assembled monolayer 
SERS   surface-enhanced Raman spectroscopy 
SHG   Second harmonic generation 
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1.  INTRODUCTION  
 
 
Major advances in electrochemical technologies for energy storage require improved 

understanding of electrolyte/electrode interfaces, including structure, interfacial species, and 

electrochemical processes, and the incorporation of this understanding into quantitative models. 

Such models will guide development of advanced designs and materials to increase efficiency 

and reduce aging and failure rates. Simplified models such as Helmholtz’s electric double-layer 

(EDL) concept and even Gouy-Chapman-Stern’s diffuse model fail to take into account the 

molecular nature of ion distributions, solvents, and electrode surfaces and therefore cannot be 

used in predictive, high-fidelity simulations for device design.  The goal of this project is to 

develop detailed models of the structure and chemical properties of representative electrified 

interfaces, and to develop multiparameter, minimally invasive experimental measurements that 

are capable of validating these models.  Such synergistic interaction between calculations and 

experiment is only now becoming possible with Sandia’s rapid development of atomistic-to-

continuum interfacial modeling and recent advances in spatially precise in-situ optical probes 

enabled by emerging laser technology.  Much of previous work in this field has focused on 

complex, integrated electrochemical energy-storage devices and/or materials that are not suitable 

for detailed modeling and in-situ probing.  Our approach attempts to gain a predictive 

understanding of complex interfaces present in such devices through coordinated experimental 

and theoretical studies of tractable (model) systems, which isolate important phenomena.  Our 

modeling studies have developed a robust understanding of packing structure and EDL 

capacitance in existing coarse-grained particle models.  We have demonstrated that existing 

coarse-grained models over-predict EDL capacitance by a factor of 20 versus higher-fidelity 

(more realistic) models, and proved that molecular structure is important in the double layer to 

accurately predict capacitance Experimentally we have developed several laser-based 

technologies capable of probing interfacial electric fields and identification of species at the 

interface.   Raman microscopy and polarization modulation reflection absorption infrared 

spectroscopy (PM-RAIRS) were implemented to identify species and to measure electric field 

effects through surface vibrational spectroscopy.  The availability of a new high power 

femtosecond laser in the last year of the project enabled the development of surface sensitive 

second harmonic generation (SHG) spectroscopy for determining how electric fields affect 
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optical properties at interfaces.  These experimental capabilities complement our development of 

unique theoretical methods to model these interfacial optical properties. 
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2.  COMPARISON OF MOLECULAR DYNAMICS WITH CLASSICAL 
DENSITY FUNCTIONAL AND POISSON−BOLTZMANN THEORIES OF 

THE ELECTRIC DOUBLE LAYER IN NANOCHANNELS 
 
This section contains highlights of a publication.  For details see Lee, J. W.; Nilson, R. H.; 
Templeton, J. A.; Griffiths, S. K.; Kung, A.; and Wong, B. M.; “Comparison of Molecular 
Dynamics with Classical Density Functional and Poisson−Boltzmann Theories of the Electric 
Double Layer in Nanochannels,” J. Chem. Theory Comput. 8, 2012, 2012−2022. 
 

2.1. Introduction 
 

The structure of the electric double layer (EDL) on a charged surface has long been modeled 

using the Poisson−Boltzmann (PB) theory. PB incorporates Coulombic interactions among 

charged particles but treats them as point charges, neglecting their finite size. Although this 

omission is relatively unimportant at low charge densities, it permits physically unrealistic ion 

packing densities when the surface potential and charge density become large, as occurs for 

example in energy storage applications.1 To treat this deficiency, a number of modified PB 

theories have been devised over the years2 and have met with some success, though they lack the 

fundamental foundation needed to accommodate a broad range of molecular interactions. 

 

Molecular dynamics (MD) simulation provides the most fundamental and flexible platform for 

analysis of molecular interactions. As such, it has been used rather extensively in modeling of 

electro-osmotic flow (EOF)3−8 and to treat the higher charge densities of importance in EDL 

capacitors.9−11 However, MD simulations entail considerable computational cost, making them 

impractical for treatment of time and length scales found in many applications. Difficulties also 

arise in applying boundary conditions and in computing long-range Coulombic interactions. For 

these reasons, alternative methods are still sought. 

 

Alternative methods include modified PB approaches, integral equation methods, and classical 

Density Functional Theory (c-DFT). c-DFT, sometimes referred to as fluids DFT, yields the 

time-mean density distributions of molecular species that minimize a free energy functional.12−17 

The free energy at any point is defined by a density weighted integration of molecular pair 

potentials over the surroundings. Thus, c-DFT and MD are readily comparable given the same 
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pair potentials and input parameters. Unlike MD, however, c-DFT readily incorporates long-

range Coulombic interactions as the product of ion charge with the electric potential obtained by 

solving Poisson’s equation. In addition, the c-DFT formalism yields an expression for the 

chemical potential in terms of pair-potential integrals over the surrounding field. This chemical 

potential can be incorporated into existing finite element models of steady and transient transport 

processes, thus facilitating the introduction of atomistic physics into efficient multiscale models. 

Finally, c-DFT computing times are far shorter than those required for MD.   

 

Unlike previous studies, our work compares c-DFT with MD results for a nonprimitive three 

component model (3CM), in which the solvent and ions are all treated as distinct molecular 

species differing in charge and size. In further contrast with prior work, 12−6 Lennard-Jones 

interactions among all species are included, and the wall interaction is modeled by the one 

dimensional Lennard-Jones 10−4−3 potential, as these are more realistic and more compatible 

with MD practice than hard interactions. In addition, the present comparisons are extended to 

considerably greater charge densities than previously explored, reaching into a range relevant to 

energy storage. 

 

We view these increases in complexity and range of the EDL model as a first step toward 

validation of c-DFT in a more realistic setting. This step is in the direction of the more general 

MD studies of EOF3−8 which also include the additional complexity of polar solvents, 

atomistically structured walls, and cross-flow. In the current work, MD simulations were 

performed for a large range of ion concentrations and for surface charge densities many times 

greater than is typical of EOF. In most cases, the bulk region can be clearly distinguished, 

thereby revealing the reference state needed for comparison with c-DFT. For the results of this 

paper, agreement between c-DFT and MD is deemed excellent, though it degrades somewhat 

with increasing charge density.  

 
2.2. Comparison of c-DFT and MD Simulation of EDL 
 

An overview comparison of computed surface potential versus surface charge density among our 

MD, our c-DFT, and classical PB modeling is provided by Figure 1.  This is a very important 

metric as the inverse slope of this plot is the capacitance. Since kBT/e ≈ 25 mV, the upper range 
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of the potential slightly exceeds 1 V, typical of double layer capacitors.  MD results (symbols) 

are shown for three charge densities (0.44, 0.88, and 1.75) and for bulk concentrations of 10 mM, 

100 mM, and 1 M. Additional charge densities (0.22, 0.66, 1.32) are included for 1 M. The 

agreement between MD and c-DFT is judged as excellent for 1 M but degrades moderately at the 

lower concentrations. MD results are not included for 1mM due to the statistical difficulty in 

obtaining convergence of the very low ion densities in the channel center. 

 

 

 
Figure 1. Capacitance comparison of three EDL models. 
MD is shown with circle markers and error bars which denote 
the standard deviation of the data set. c-DFT is shown with 
solid lines, and PB is shown with dashed lines. Colors denote 
bulk ion molarities, as shown in the legend.
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2.3. Sequential Layer Charging Phenomenology 
  

Charging of the EDL proceeds largely as a sequential layer-by-layer displacement of solvent 

molecules by counterions, as illustrated in Figure 2 with c-DFT results at 10 mM.  Similar results 

were observed in the MD, particularly at higher concentrations. As seen in the inset density 

profiles for σ* = 1.0, all of the solvent has been displaced from the first layer prior to the 

formation of a second layer of counterions. With increasing surface charge density, the 

counterion density peaks in the first and second layers both continue to increase in height and 

narrow in width until all of the solvent has been excluded from the second layer, as seen in the 

inset for σ* = 2.1. The third stage of the process continues in a similar fashion until all of the 

solvent has been displaced from the third layer at σ* = 3.6.   

 

 
Figure 2. Layer filling phenomenology. 
Aside from initial nonlinear behavior, the capacitance trend is a 
nearly piecewise linear function.  Inflection points correspond to 
solvent depletion from subsequent near-wall layers, as depicted 
in the figure insets. 
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Another interesting feature of this step-like layer filling process is that each stage proceeds with 

a nearly constant capacitance, as indicated by a constant slope in Figure 2.  The transition from 

one stage to the next is smooth but most of the charging occurs as a piecewise linear process with 

the slope increasing (and the capacitance decreasing) with each successive stage. This seems 

physically reasonable, as it becomes more difficult to accumulate charge in layers more remote 

from the surface. However, this interpretation does not appear to apply in the initial charging of 

the first layer, which begins with a very steep slope (small capacitance) before turning off onto a 

much flatter, nearly constant slope. The initial nonlinear phase occurs because ionic charges are 

relatively evenly distributed through the EDL for low surface charges. As loading increases, 

peak formation becomes energetically favorable, and most of the charge is found distributed near 

the walls. As the peak builds up (likewise for subsequent layers), the peak structure’s 

contributions begin to dominate those of the tail. Aside from the initial nonlinear phase, these 

features of the charging behavior are expressly absent from theories not accounting for finite size 

effects since the physics arise from layered density profiles and solvent displacement processes 

entirely foreign to PB. 

 

The simulations performed in this study used the 3CM, in which solvent and solute are 

represented by three distinct molecular species. The fluid−fluid and fluid−solid interactions use 

LJ-type potentials, in contrast to previous c-DFT-to-MC comparison studies, which utilized 

hard-sphere and hard-wall repulsions. In further contrast with previous studies, our simulations 

cover a wide range of electrolyte concentrations and surface charge densities. Our MD models 

are able to simulate concentrations as low as 10 mM and still produce density profiles in 

agreement with c-DFT over a five to six decade range. All of our nanochannels are sufficiently 

wide to prevent overlapping EDLs, even in the case of low ion concentrations (hence large 

Debye lengths). A discernible bulk region with zero potential is important for direct comparison 

between MD and c-DFT. 

 

As a result, MD and c-DFT methods are in excellent agreement for various qualitative and 

quantitative assessments, particularly for large molarities. Metrics for assessment include atomic 

density, charge density, electric field, and electric potential profiles, as well as capacitance trends 

for various loadings and concentrations. Specifically, density profiles agreed particularly well on 
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peak location and spacing, while differing slightly on peak height and width. Comparisons are 

improved when c-DFT uses a modified hard sphere radius of dhs = 0.93dLJ and the MSAL 

implementation. MD calculations tended to have taller, narrower peaks than the c-DFT; this is 

resolved by the fact that there is an equivalent amount of charge in the layer. Moreover, as 

electrolyte concentration decreases and surface charge loading increases, deviation from PB 

becomes increasingly apparent. These trends highlight the effect of distinct ion packing layers, 

which is due to the finite sizes of electrolyte and solute. Distinct layers result in significantly 

reduced capacitances relative to the predictions from PB theory.  Further investigation shows a 

layer packing phenomenon in which a new ion peak begins to form when solvent is completely 

expelled from the previous fluid layer. The onset of the new ion peak produces a kink in the 

electric field and electric potential profiles, thereby reducing the capacitance of the EDL. Since 

this behavior arises from finite size effects, it is not captured in PB theory.   

 

2.4. Conclusions 
 

This work is a step toward modeling more complex systems.  As mentioned previously, we will 

be exploring complex EOF models with polar solvents and atomistically structured walls 

including surface roughness. We are exploring the plausibility of modeling structured walls with 

higher dimensional c-DFT to study surface effects such as packing structures. Additionally, by 

modeling representative unit cells with 3D c-DFT and linking them with continuum-like 

boundary conditions, we can study large-scale surface roughness. 
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3.  COMPARISON OF MOLECULAR AND PRIMITIVE SOLVENT 
MODELS FOR ELECTRICAL DOUBLE LAYERS IN NANOCHANNELS 

 

This section contains highlights of a publication.  For details see Lee, J. W.; Templeton, J. A.; 
Mandadapu, K. K.; Zimmerman, J. A.; “Comparison of Molecular and Primitive Solvent Models 
for Electrical Double Layers in Nanochannels,” J. Chem. Theory Comput. 9, 2013, 3051−3061. 
 

3.1. Introduction 
 

In the work described in the previous section, it was shown that an electrolyte solution can be 

modeled in molecular dynamics (MD) simulations using a uniform dielectric constant in place of 

a polar solvent to validate Fluid Density Functional Theory (f-DFT) simulations. This technique 

can be viewed as a coarse-grained approximation of the polar solvent and reduces computational 

cost by an order of magnitude.  However, the consequences of replacing the polar solvent with 

an effective permittivity are not well characterized, despite its common usage in f-DFT, Monte 

Carlo simulation, and Poisson−Boltzmann theory. In the work described below, we have 

examined two solvent models of different fidelities with MD simulation of nanochannels. We 

find that the models produce qualitatively similar ion density profiles, but physical quantities 

such as electric field, electric potential, and capacitance differ by over an order of magnitude. In 

all cases, the bulk is explicitly modeled so that surface properties can be evaluated relative to a 

reference state. Moreover, quantities that define the reference state, such as bulk ion density, 

bulk solvent density, applied electric field, and temperature, are measurable, so cases with the 

same thermodynamic state can be compared. Insights into the solvent arrangement, most of 

which cannot be determined from the coarse-grained model, are drawn from the model with an 

explicitly described polar solvent. 

 

Characterizing the behavior of an electrolyte fluid confined between solid surfaces is important 

for research and technologies ranging from energy storage1,18,19 to microfluidics based 

biology.20,21 According to classical theories, ions near a charged wall form an electric double 

layer (EDL),22 which is comprised of the Stern layer, a mostly immobile layer of counterions 

closest to the wall, and the diffuse layer, a region of decaying electric potential where both 
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counterion and coion species can be present. The characteristic length scale of the EDL is 

referred to as the Debye length:         

஽ߣ 	ൌ 	ඨ
஻ܶ݇ߝ
2݊଴݁ଶ

 

 

where kB is the Boltzmann constant, T is the temperature, no is the bulk molarity, and e is the 

elementary charge. The permittivity of the medium, ε, is the product of the vacuum permittivity, 

εo, and the relative permittivity, εr. It has been shown that as the Debye length approaches 

molecular length scales, the Classical Poisson−Boltzmann (PB) theory breaks down.23,24 The 

continuum-based PB theory has been widely used in the modeling of electro-osmotic flow 

(EOF), electrochemical capacitors, etc.3,4,7,25-28 While the theory is a reasonable approximation 

for low ion concentrations and low surface charges, finite particle sizes and atomic packing 

structures lead to inaccuracy. 

 

In PB theory, ions pack near the wall according to the Boltzmann distribution with the 

corresponding surface potential. Ions are assumed to be infinitesimal in size, and particle 

interactions are assumed negligible. The first order approximation of the Boltzmann distribution 

is expressed as 

݊ା ൌ ݊ା଴ ݌ݔ݁	 ൬
െ߶݁
݇஻ܶ

൰ 

and   

݊ି ൌ 	݊ି଴ ݌ݔ݁	 ൬
߶݁
݇஻ܶ

൰ 

 

where n is the molarity of the ion species,  is the local value of the total electric potential 

(relative to the bulk value), and subscripts denote the sign of the ion charge. Note the distribution 

dictates that the counterion concentration decays monotonically away from the surface. 

However, in the case of atomistic simulations, atoms and ions will form a particular packing 

structure, which yields peaks and valleys in their density profiles.24  As electrolyte 

concentrations and applied voltages increase, resolution of the density oscillations becomes 

increasingly important. In this regime, engineering based on PB theory becomes unfeasible. It 
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should be noted that modified PB theories have been proposed which correct for finite 

packing.29-34  While these provide density distributions that are much more physically 

reasonable, we will be exploring options that give a more explicit description of the equilibrium 

EDL state to gain a better understanding of atomistic and molecular effects. 

 

To that end, simulation techniques such as Fluid Density Functional Theory (f-DFT), Monte 

Carlo (MC), and molecular dynamics (MD) may be used to elucidate double layer physics. For 

example, f-DFT has been utilized to calculate over a wide range of surface potentials and ionic 

concentrations.14,23,24  The work of Tang et al.14 in the early 1990s modeled 0.1 molar (M) and 1 

M solutions with normalized surface charges ranging from 0.05 to 0.7. Nilson et al.23 expanded 

on this work while studying EOF in nanochannels with simulations ranging from 1 mM to 1 M 

for normalized surface charges from 0.0 to 1.0. The advantage of these f-DFT calculations is that 

reference state properties (i.e., reference energy, bulk fluid density, and bulk ionic concentration) 

are all specified as boundary conditions. However, f-DFT has theoretical and numerical 

difficulties simulating bonded molecules with angle constraints. As such, to our knowledge, 

there is no evidence of published f-DFT work using the molecular solvent model (MSM), where 

atomic constituents of each solvent molecule and solute ions are explicitly described as distinct 

atoms. Henderson et al.35 used a symmetric dumbbell solvent model in f-DFT to approximate the 

effects of polar water. Alternatively, f-DFT has typically utilized the primitive model (PM),36 the 

restricted primitive model (RPM),13 and the three-component model (3CM)14 in simulating such 

systems. PM describes the solvent material as a uniform, isotropic dielectric continuum, and 

therefore, it is not explicitly modeled. The RPM additionally restricts PM such that the two ionic 

species are the same size. The 3CM, a coarse-grained approximation of the MSM, simulates the 

solvent molecule as a charge-neutral atom. Typically, ions are also restricted in size as with 

RPM. It is with the 3CM technique that PB theory can clearly be shown to deviate from 

atomistic results.23,24 The 3CM has been used with f-DFT and MD to show deviations from PB 

theory at higher surface charges.23,24 However, the assumption of a uniform dielectric constant in 

the 3CM is potentially problematic close to the surface. While MD studies of electrolyte 

solutions near electrified interfaces have been performed using both the 3CM8,24 and MSM,3-

7,10,24,37−40 the consequence of the 3CM approximation has not been quantified. In the work 

discussed here, the 3CM is compared against the higher fidelity MSM using various metrics, 
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such as capacitance, spatial variations in density, electric field, and electric potential, and near-

wall fluid structure. While the ionic density profiles show some qualitative agreement, closer 

inspection shows major discrepancies in surface properties relative to the reference state. We will 

also show that, even for low surface charges, the MSM produces results that cannot be 

reproduced by the 3CM. 

 

3.2. Results 
 

An overview of the model comparison is presented in Figure 3. It shows computed electric 

surface potentials for the negative and positive walls as a function of the applied surface charge 

for a nominal molarity of 1 M. Both the 3CM and the MSM are overlaid on top of each other for 

comparison purposes. The inverse of this curve is typically used to find the capacitance of the 

double layer by taking its slope (specifically the capacitance of the material between the 

measurement location and the reference). 

 

 
 
Figure 3. Electric potential relative to the bulk as a function of surface charge for the 
3CM and MSM. 
The MSM results are plotted with blue squares on the left axis, and the 3CM results are 
plotted with green circles on the right axis. Minimum and maximum potentials observed in 
the course of the MD simulations are denoted by the error bars to estimate the uncertainty in 
those measurements. The inverse of the slope is the capacitance of the EDL. The 3CM is 
intrinsically symmetrical, but the MSM curve shows clear asymmetries.
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Here, the electric surface potential is defined to be the electric potential measured at the fluid-

wall interface, relative to a specified reference location, which we have chosen as our bulk fluid. 

It will be pointed out later that our bulk is a good choice for the reference potential.  The 

asymmetry of the MSM solvent creates an asymmetric surface potential trend, which cannot be 

reproduced by the 3CM.  Ironically, for low, negative surface charges, the MSM yields a positive 

potential. This is due to a number of factors, including but not limited to (i) the choice of 

measurement plane, (ii) the short distance between the wall and hydrogen atoms (from adsorbed 

water molecules), (iii) the small slope of the electric potential, and (iv) the relatively large 

amount of water molecules (compared to adsorbed counterions), which causes the hydrogen 

atoms to locally overscreen the applied electric field. Given that the inverse of the ζ versus σ 

curve is not a proper function, one should be cautioned when attempting to measure a 

capacitance.  While the applied surface charge is the same for both models, potentials are plotted 

on different scales because the electrostatic interactions are between 1 and 2 orders of magnitude 

different. In general, these results are in agreement with earlier theoretical and computational 

studies, which have shown that capacitances measured from primitive models (e.g., 3CM) can be 

greatly overpredicted due to mischaracterization of the dielectric response near interfaces.41 The 

difference in magnitude of electric surface potential for the two models will be discussed in 

detail later. 

 

3.2.1. Density Profiles 
 

Figure 4 shows the density profiles for the 3CM cases on a linear scale. Due to the antisymmetry 

of the model, only one wall is shown. The zero x-axis position in subsequent profile plots 

indicates the origin of the LJ wall. For discussion sake, we will label the cases 1 to 10, starting 

from the lowest surface charge case (consistent with axes labels in the figures). In accordance 

with observations by Lee et al.,24 formation of the second counterion peak coincides with 

depletion of the solvent in the first peak position. Also, as surface charge increases, the ion peak 

shifts moderately toward the wall because surface repulsion is a soft-core interaction.  
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Figure 4. 3CM density profiles at 1 M and various surface charges.  
The upper plot is for the ion density, and the lower plot is for the solvent density. 
For the ion densities here, counterion densities are plotted as positive values, and 
coion densities are plotted as negative values. Each surface charge case is plotted 
at a different offset for comparison purposes. 
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Figures 5 and 6 show the density for the MSM results, both on a linear scale. Here, the left and 

right surfaces are plotted independently because of the asymmetry. Solvent density is split into 

two plots for the hydrogen and oxygen components. 

  

In the MSM, ions also shift closer to the surface as surface charge increases, but much more 

noticeably than in the 3CM case. It appears to have asymptoted to its limit in the highest surface 

charge case. The decreased distance to the wall is magnified in the MSM case, at least in part due 

to the increased electrostatic interactions; recall that the 3CM interactions are weakened by a 

factor of 80, whereas the MSM interactions are only effectively weakened in the presence of 

solvation shells. With the MSM, not only does the wall partially disrupt solvation shells but also 

 
Figure 5. MSM density profiles at 1 M 
and various negative surface charges. 
For the ion densities here, counterion 
densities are plotted as positive values and 
coion densities are plotted as negative 
values. Each surface charge case is plotted 
at a different offset for comparison 
purposes. 

 
Figure 6. MSM density profiles at 1 M 
and various positive surface charges. 
For the ion densities here, counterion 
densities are plotted as positive values and 
coion densities are plotted as negative 
values. Each surface charge case is plotted 
at a different offset for comparison 
purposes. 
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solvent near the wall has the tendency to align with the applied field rather than solvating nearby 

ions. Moreover, within the double layer, polarizability of the solvent is not necessarily equivalent 

to a relative permittivity value of 80, as this number applies specifically to bulk water.42,43 

Interestingly, as ions shift toward the surface, solvent also shifts with them; this phenomenon is 

not observed in the 3CM. It is perhaps due to the electrostatic interactions between the surface 

and the solvent being present in the MSM but not the 3CM. Also interesting is that complete 

solvent depletion is not observed in these MSM simulations, despite formation of the second ion 

layer. Solvent behavior is particularly interesting. For negatively charged surfaces (Figure 5), the 

alignment of the water molecule shifts significantly as surface charge is increased. Strictly 

looking at the first layer of atoms, the dipoles from the low surface charge curves are only 

slightly oriented toward the surface. This can be seen from the first two hydrogen peaks 

(asymmetrically) straddling the first oxygen peak. By the highest surface charge, the hydrogen 

peaks have consolidated into one, which suggests the dipole vector is pointing directly toward 

the wall. 

 

On the other hand, Figure 6 shows that the positively charged surface behaves differently. The 

first two or three cases show a very slightly off-axis dipole vector, but otherwise, the water 

molecule maintains approximately the same orientation for all surface charges. Curiously, only a 

few intermediate surface charge cases (i.e., cases 2−4) show a straddled water molecule in the 

second layer, but this feature is not observed in the second layer for higher or lower surface 

charges. 

 

 

3.3. Conclusions 
 

To better understand the EDL and the physics that affect it, we compared two different solvent 

models using MD simulation.  The MSM explicitly models the atoms in the polar molecule (in 

this case, TIP3P water). On the other hand, the 3CM can be viewed as a coarse-grained 

approximation where the solvent is treated as a chargeless atom, and a uniform dielectric 

constant is used to account for the polar nature of solvating fluids. It was shown that the 3CM 

and the MSM produce ion densities that are qualitatively similar, but close inspection reveals 
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subtle differences in positions. These subtle differences and details about the orientation of 

solvent molecules for the MSM greatly affect the quantitative measurements of electric fields, 

electric potentials, and capacitances. Near the wall, these quantities are shown to differ by an 

order of magnitude. Moreover, the MSM allows a larger amount of coions to exist in the EDL, to 

the point of exceeding counterion densities in some regions. This has not been observed in any 

3CM study (past or present) or PB theory. Due to this phenomenon and other complex effects in 

the MSM, the electric field and electric potential are observed to overshoot the requisite 

screening, and decaying oscillations bring them to bulk conditions.  Density, electric field, and 

electric potential patterns are observed in the 3CM to repeat from one layer to the next for 

different surface charge cases. This happens when the first ionic layer screens away enough 

electric field to match the applied electric field of a lower surface charge case. Also in the 3CM, 

the residual electric field between the first and second layers linearly increases with the applied 

charge. However, in the MSM, repetitions do not occur linearly nor do they advance in an 

equivalent manner as the applied charge increases. Moreover, these repetitions are observed only 

at the negatively charged surface. We also calculated correlation function contour plots that 

reveal water molecule reorientation effects and oscillations of coion and counterion charge. The 

reorientation of water indicates that the water’s tendency to solvate ions near the wall is 

effectively nullified under high surface charges, thus having the direct consequence of altering 

the permittivity. 
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4.  ATOMISTIC EFFECTS IN ELECTRIC DOUBLE LAYERS AT HIGH 
VOLTAGES 

 
This section contains highlights of a publication.  For details see Lee, J. W.; Mani, A.; 
Templeton, J. A.; “Atomistic Effects in Electric Double Layers at High Voltages,” Langmuir, 
submitted, 2013. 
 

4.1. Introduction	
 

The Poisson-Boltzmann theory for electrolytes near an electrified surface is known to be invalid 

in the high charge limit due to unphysically large ion concentrations near the surface. To 

investigate this regime, fluids density functional theory (f-DFT) and molecular dynamics (MD) 

simulations, were used to determine electric surface potential as a function of surface charge.  

Based on these detailed computations, we present a remarkably simple model, which accurately 

predicts the surface charge capacitance at high charges. The model contains no tuning parameters 

and compares well with our f-DFT and MD results by incorporating atomistic effects. Deviations 

are only observed in the low charge regime, where Poisson-Boltzmann effects are more 

pronounced. The simplicity of the model illuminates the important factors that govern the double 

layer in the high charge limit, namely the applied surface charge and ionic packing fraction. 

 

With the increased interest in electrical energy storage, research on the interface between 

electrolytes and electrified substrates has increased. Various theories for the electric double layer 

(EDL) have been developed and studied, most notably mean- field theories such as Poisson-

Boltzmann/Gouy-Chapman theory and subsequent modifications to include steric effects.29-34,44-

47  The original Gouy-Chapman model assumes a Boltzmann distribution of ions sufficient to 

screen the surface charge, with a characteristic length scale referred to as the Debye length.  This 

model allows for unlimited ion concentrations near the solid-fluid interface, surpassing 

physically allowable close packing density for surface charge magnitudes common to 

microfluidic pumps, electrochemical sensors, and supercapacitors. In general, the permittivity 

varies depending on the local medium, i.e.  = r0, where r is the medium's relative permittivity, 

and 0 is the vacuum permittivity. The main assumptions of most Gouy-Chapman-type models 

are (i)  is constant, and (ii) the only significant interactions are Coulombic.44-46  A third 
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assumption (which is implied by the two but worth noting) is that the solvent does not affect the 

equilibrium configuration of the system, aside from providing a dielectric medium. 

 

Typical modifications to the Gouy-Chapman theory involve statistical mechanical derivations to 

include a Stern layer46 immediately adjacent to the surface. Borukhov et al.,32 for example, 

presented a modified Poisson-Boltzmann (MPB) theory which prevents ion concentrations from 

exceeding 1/d3, where d is the ion diameter.  In the high charge limit, the model predicts an 

electric surface potential of  
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where  is the surface charge density. Typical surface charges may vary depending on electrode 

material, but they are normally bounded by O(1) C/m2. 

 

Kilic et al.47 developed a composite diffuse layer (CDL) model assuming a “condensed layer" in 

place of the Stern layer. The condensed layer is a continuum region of counter-ions with uniform 

density (co-ions are excluded from the condensed layer). At the interface between the condensed 

layer and the outer diffuse layer, the electric field is used for boundary condition matching. The 

CDL model simplified for the high charge limit yields the same behavior as the MPB model. To 

our knowledge, these models have not been quantitatively verified at the high charge limit 

against experiments or a high fidelity numerical simulation. 

 

4.2. Results 
 
In this work, we use fluids density functional theory (f-DFT) and molecular dynamics (MD) 

simulations to rigorously investigate the charge-potential relations without resorting to a 

macroscopic model. We are exploring the upper limit on surface charge density and its effect on 

ionic packing and capacitance. Our results show the details of the precise close-packing 

arrangement in such a limit, which yields a simple and idealized model that can capture the 

charging dynamics of the EDL while accounting for deviations from continuum theories caused 

by the discrete nature of the atoms.   
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Here, we propose a simplified model, by focusing only on the packing effects and neglecting all 

other physics associated with steric effects and the diffuse layer. We assume that in the limit of 

large surface charge, the potential drop in the EDL is governed by a region of densely packed 

multi-layered counter-ions, i.e. a condensed layer.  Figure 7 shows example snapshots from our 

MD simulations. The cross-sectional view (Figure 7b) reveals a triangular packing arrangement, 

which we infer to be to a hexagonal close-packed or face-centered cubic lattice. Both lattices 

yield the maximum packing fraction of 0.74. The thickness of this condensed layer is assumed to 

be such that the total charge balances the applied surface charge. In this model, we simply ignore 

contributions of the diffuse layer to the potential drop. As we shall see, this approximation is 

valid since the diffuse layer can at most contribute potential drops on the order of a few thermal 

voltages, which is negligible compared to the potential across the condensed layer. 

 

 

It should be noted that strong oscillations near the walls are observed in the density profiles from 

both types of simulation. These lead to step-like functions in the electric field plots and inflection 

points in the electric potential plots. Those inflection points correspond to inflection points in the 

charging curve.  As shown in Lee et al.,24 the capacitance in between each of those inflection 

         (a)Side view                          (b)Cross sectional view 

 
 
Figure 7. Snapshots from our MD simulations. 
(a) A side view of ionic packing arrangement. (b) A cross-sectional view 
of one ionic layer near the surface. 
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points is approximately constant. Conversely, our theoretical model assumes that the counter-ion 

density in the near-wall region is a uniformly distributed block of charge. Despite this 

simplification, the capacitance is still observed to follow the same trend and be quantitatively 

well predicted because we identify the most important atomistic effect, namely packing density, 

and incorporate it into the model. This indicates that in the high charge regime, density 

oscillations arising from atomic packing are not particularly important.  In other words, for the 

high surface charge regime, the inflection points in the capacitance trend appear so closely 

spaced that the curve is essentially quadratic. Also negligible is the diffuse layer and its 

contribution to screening the surface.  

 

4.3. Conclusions 
 
By understanding which effects dominate double layer capacitance and which are less relevant, it 

is possible to extend the theory to other electrolytes by estimating their packing structure and 

distribution of co-ions, counter-ions, and solvent molecules in the condensed layer. In identifying 

the degree to which atom packing influences double layer physics, this work demonstrates that, 

contrary to other EDL theories, the specific electrolyte and arrangement of surface atoms will be 

critically important to predict its electrical properties through their impact on ion packing.  The 

proposed model offers a simple and straightforward means to incorporate these effects in 

assessing double layer capacitance.  Future efforts will systematically consider deviations from 

spherical shaped molecules through the maximum packing factor and incorporate changes to the 

electric medium near the surface.   

 

In summary, we used f-DFT and MD simulations to numerically determine the charge-potential 

relationship in the high charge regime. Given a close-packed arrangement of ions near the 

surface, we proposed a simple theoretical model for the EDL in this limit. We model the charge 

density near the wall as a uniform block of charge sufficient to entirely screen the applied surface 

charge.  The simulations and theoretical model both predict a quadratic dependence of potential 

on surface charge density, consistent with earlier models. Moreover, the maximum packing 

density and hard-sphere diameter played significant roles in achieving the remarkable agreement 

between simulations and model. Notably, our model does not need any tuning parameters. It 

takes only three physical parameters: (i) the dielectric constant of the condensed layer, (ii) hard 
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sphere packing fraction of the condensed layer (confirmed to be HCP and/or FCC from MD 

simulation), and (iii) hard sphere diameter of the ions. As such, the model can be easily adjusted 

for cases where the solid substrate dictates the lattice arrangement of ions.  Density oscillations 

commonly observed near solid surfaces and Poisson-Boltzmann effects are shown to be of little 

consequence in this regime. Thus, the model shows an insensitivity towards permittivity in the 

bulk. It remains to be seen how accurate the model's predictions are for more complicated 

electrolytes. 
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5.  EXPERIMENTAL BACKGROUND 
 
The experimental goals of this project were to develop optical spectroscopic capabilities that can 

probe electrochemical interfaces to determine molecular species present, molecular orientation 

and electric fields.  Our work has focused on development of interfacial molecular vibrational 

spectroscopies and nonlinear optical spectroscopy that is sensitive to the electrical properties of 

the interface. An important aspect of this portion of the project was the development and 

characterization of electrified interfaces suitable for optical probing and accessible to theoretical 

modeling.  We have grown single crystal gold plates that are optically transparent and 

electrically contacted to conductive indium tin oxide surfaces for studies at crystalline gold 

interfaces.  Several self-assembled monolayer (SAM) surfaces on gold substrates have also been 

developed including SAMs functionalized with Stark-shift electric field probes such as small 

molecules with strong dipole moments.  In particular, alkane thiols functionalized with cyano 

groups have been synthesized and incorporated into alkane thiol SAMs.  These interfaces have 

been characterized with sensitive surface vibration spectroscopy using polarization modulated 

reflection absorption infrared spectroscopy (PM-RAIRS) implemented in this project.  Using this 

capability we have measured the cyano group absorption spectrum at less than 10% of a 

monolayer surface coverage on a gold surface.  We have also developed a highly sensitive 

confocal Raman microscope with a transmission grating spectrometer for surface vibrational 

spectroscopy.  Graphene has recently become a prominent candidate as a high discharge rate 

electrode for supercapacitors.  Its relatively simply structure also makes it amenable to detailed 

modeling.  With our Raman microscope we have measured Raman spectra of single layer 

graphene and recently investigated changes in its Raman spectrum with applied voltage in an 

electrochemical cell. Using a recently available amplified femtosecond laser we have also 

implemented second harmonic generation (SHG) for sensitive interfacial spectroscopy.  With 

broadband femtosecond excitation we have measured the spectrum of SHG and determined its 

intensity dependence versus voltage in an electrochemical cell. With the development of these 

experimental approaches we have versatile capabilities for optically probing electrochemical 

interfaces. 
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6.  DEVELOPMENT OF MODEL ELECTROCHEMICAL INTERFACES 
 

6.1. Gold microplates 
 

For direct comparison of detailed modeling with experimental results measurements on a single 

crystal inert substrate are ideal.  An optically transparent substrate is desirable for maximum 

flexibility in optical probing.  Using a previously described method,48 we produced micron sized 

gold single crystal plates that are electrically contacted to an indium tin oxide surface.  The gold 

particles were characterized with electron microscopy as shown in Figure 8. 

 

 The gold microplates were functionalized with mercaptobenzoic acid to measure their activity as 

surface enhanced Raman substrates.  Raman spectra of mercaptobenzoic acid were measured 

with the confocal Raman microscope described below, but we have not found that the 

microplates, functionalized in this way, reliably enhance the Raman spectra.  Different 

functionalization strategies on these substrates may yield reliable surface enhancement, and the 

microplates are also promising for future measurements using SHG microscopy. 

 

 

 

 
 
Figure 8. Electron micrographs of single crystal gold microplates on indium tin oxide. 
Single crystal gold is an ideal model interface.  Transparent, electrically contacted gold 
microplates give maximum flexibility for optical diagnostics.  The microplates are ~20 nm 
thick. 
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6.2. Self-Assembled Monolayers Characterized by PM-RAIRS 
 
Self-assembled monolayers serve as relatively simple models of more complex electrode 

surfaces and their electrochemical properties have been extensively measured.49-52  The electrical 

conductivity and capacitance characteristics of SAMs can be varied depending on their 

molecular components.  We have developed several self-assembled monolayer (SAM) surfaces 

on gold substrates suitable for optical probing.  First are simple octadecanethiol and 

mercaptobenzoic acid SAMs on gold coated microscope coverslips.  The formation of the SAMs 

is verified by observing the change in water contact angle.   For making electric field 

measurements above the SAM surface a series of alkane thiols functionalized with cyano groups 

have been synthesized.  The vibrational transition frequency of the cyano group is expected to 

depend on the local electric field as a result of the vibrational Stark shift.53  The formation of 

SAMs doped with cyano-alkanes has been studied using a PM-RAIRS spectrometer we have 

implemented.  Using this capability we have measured the cyano group absorption spectrum at 

less than 10% of a monolayer surface coverage on a gold surface.  The SAM surfaces developed 

are also suitable for surface enhanced Raman spectroscopy (SERS) studies with the development 

of a suitable substrate with reliable surface enhancement. 

 

The PM-RAIRS spectrometer developed is based on a Bruker Tensor 27 FTIR spectrometer.  

The FTIR beam path is extended outside the spectrometer and focused onto the sample surface 

with a custom, electronically-controlled optical system.  The reflected beam from the sample is 

focused onto an external detector.  The polarization of the IR beam before the sample is 

modulated using a Hinds photoelastic modulator and the signal is detected with lock-in detection 

at the modulation frequency.  Since the surface absorption on the conductive substrate strongly 

favors the vertical polarization the PM-RAIRS technique provide a highly surface sensitive 

absorption spectrum.  PM-RAIRS spectra of a monolayer SAM of octadecanethiol is shown in 

Figure 9.  Spectra of a mercaptobenzoic acid SAM and the CN region of a SAM containing 10% 

cyano-alkane are shown in Figure 10.  Further improvement of the PM-RAIRS operation and 

careful electrochemical cell design should enable absorption spectra of in situ interfaces. 
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Figure 9. PM-RAIRS spectrum of an octadecanethiol SAM. 

 
 

Figure 10. PM-RAIRS spectra of mercaptobenzoic acid and cyano-alkane SAMs. 
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7.  CONFOCAL RAMAN MICROSCOPE AND RAMAN 
MEASUREMENTS ON GRAPHENE 

 

Raman spectroscopy is one of the most generally useful species sensitive optical spectroscopies.  

Most molecular species have characteristic Raman spectra so no labels are required to selectively 

probe the composition of a sample.  The drawback of Raman spectroscopy is that in the absence 

of enhancement the signals are very weak.  We have developed a very sensitive confocal Raman 

microscope, based on an inverted Olympus IX71 microscope and a custom transmission grating 

spectrometer.  The excitation source is fiber coupled and thus any available laser source can be 

readily used.  The excitation laser is directed through the microscope objective and focused onto 

the sample.  The backscattered Raman signal is collected by the objective and is focused through 

a confocal pinhole then collimated onto the transmission grating.  The transmission grating 

(Wasatch Photonics) has greater than 80% diffraction efficiency throughout most of the visible 

wavelength range of interest, and importantly is nearly polarization insensitive so both 

polarizations are detected with equal sensitivity.  The dispersed signal light is focused onto a 

cooled CCD camera.  Custom software reads out the lines on the camera containing the spectrum 

and synchronizes the camera readout with the scanning of a precision piezoelectric stage that 

scans the sample to create a spectrally resolved image. 

 

Graphene is a one-atom thick layer of crystalline carbon with carbon atoms arranged in a regular 

hexagonal pattern.54  Graphene has very desirable characteristics for carbon electrodes in 

electrochemical devices due to its large surface area and high electrical conductivity.  It has been 

used in prototype supercapacitors55 and Li-ion batteries56,57 and many further applications are 

proposed.  Single graphene layers are detectable using Raman scattering and the Raman 

spectroscopy of graphene has become a standard method for graphene characterization.58 The 

primary features in the Raman spectrum of graphene are the G band at 1582 cm-1 and the G 

band at about 2700 cm-1 (also called the 2D peak).  In a disordered sample the D-band can also 

appear at about 1350 cm-1.58 The details of the Raman spectrum of graphene have been 

extensively investigated.59 The lineshape and position of the G band along with the ratio of the 

G and G band intensities can be used to determine the number of layers in a graphene sample.  

The detailed shapes and positions of the graphene Raman lines have been found to change with 
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applied gating voltages, charge doping and molecular intercalation.60-62  These results led us to 

study the Raman spectrum of graphene in electrolytes with applied voltages to determine how 

the graphene Raman spectra may provide information about the charging and structure of the 

electric double layer. 

 

Graphene Raman spectra are usually measured by transferring the graphene onto a silicon wafer 

with ~300 nm thick SiO2 surface layer.  This substrate selection makes it easier to optically 

identify regions of single layer graphene.63 Raman spectra from our instrument of single layer 

graphene on these SiO2 substrates are shown in Figure 11. 

 

To study graphene as an electrode material we need to measure Raman spectra of graphene as it 

is grown on metallic substrates.  Graphene Raman spectra on metallic substrates have only very 

recently been studied.  While the spectrum of graphene as commonly grown on copper is readily 

identifiable the measurements suffer from large backgrounds due to luminescence from the 

metal.64 By experimenting with different Raman excitation wavelengths we were able to obtain 

low background spectra from commercial samples of CVD grown single layer graphene on 

 
Figure 11. Raman spectrum of single layer graphene on SiO2/Si substrate. 
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copper using 640 nm excitation.  However the signal and background varies greatly from spot to 

spot on the samples.  Raman spectra on commercial samples of graphene (Graphene 

Supermarket) grown on nickel substrates were also measured.  These samples have ~1-7 layers 

of graphene with varying numbers of layers from spot to spot.  However, they exhibit strong 

Raman spectra with little background using 532 nm excitation so they were used for initial 

studies with applied voltages in electrolyte solutions.  Simple electrochemical cells were 

constructed with indium tin oxide coated coverslips serving as one electrode and as an optical 

window.  The other electrodes were the commercial samples of graphene grown on nickel coated 

oxidized silicon wafers.  The electrolyte was buffered aqueous MgCl2.  Raman spectra were 

measured through the indium tin oxide electrode and ~200µm of the electrolyte.  The results are 

shown in Figure 12. 

 

The large change in the intensity and relative intensities of the graphene peaks upon applied 

voltage suggests that the electronic structure of the graphene changes leading to resonant 

enhancement of the Raman effect.  Similar large changes in the intensities and relative intensities 

of the Raman peaks have been observed in investigations involving charge doping in 

experimental graphene field effect transistors.60,62,65 In those experiments graphene charge 

doping is accomplished through polymer electrolytes either with directly applied gating voltages 

or with electrostatic backgating voltages applied through the silicon dioxide dielectric the 

Figure 12. Raman spectra of graphene on Ni in MgCl2 electrolyte without and with 
applied voltage. 
The graphene spectrum on the left is taken with no applied voltage.  The spectrum on the right 
is taken several minutes after application of 1V with the graphene electrode negative.  The 
rising signal on the right of each spectrum is water Raman signal.
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graphene rests on.  Our experiments are among the first to use Raman spectroscopy to observe 

charging effects in liquid electrolytes as might be used in energy storage devices.  The 

uncertainty in the height of graphene layer structures in our initial samples hampers detailed 

analysis, and the spectral effects of charging vary with position on the sample.  Further study 

using graphene Raman spectra to observe electrochemical charging effects is very promising, but 

improved characterization and control of the graphene structure on metallic samples is needed. 
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8.  FEMTOSECOND LASER SURFACE SECOND HARMONIC 
GENERATION ON ELECTROCHEMICAL INTERFACES 

 

Surface second harmonic generation (SHG) measurements have been used for many years to 

investigate processes occurring during the charging and discharging of electrochemical 

interfaces.66-73 Second harmonic generation in general requires a noncentosymmetric medium.  

An interface between two centosymmetric materials breaks this symmetry and thus SHG can 

occur at the interface.  Since the symmetry breaking occurs within a few molecular layers at the 

interface, SHG is a highly specific probe of the interfacial region.  The introduction of an electric 

field can enable SHG from an otherwise centrosymmetric medium through polarization of the 

material.  This process is denoted electric field induced second harmonic (EFISH).  If a strong 

electric field is present at an interface this can make an additional contribution to the interfacial 

SHG.  The EFISH contribution to the overall nonlinear polarization at the second harmonic 

frequency can be written as: 

  PEFISH (2) = (3) :EDC :E(E(

where (3) is the nonlinear susceptibility for three electric fields, in this case two at frequency 

and the DC field.66  The contribution of this term to the SHG intensity is proportional to the 

square of the DC field.  Thus if the DC electric field is the dominant source the SHG intensity 

should be quadratic in the DC electric field.  In this case the SHG intensity can be used to 

monitor the surface charge density as a function of electric field.67,68  For a number of interfacial 

systems the quadratic dependence of SHG intensity as a function of applied electric has been 

observed.71  However, in many cases the voltage dependence of SHG is more complex, either 

because other sources of SHG are dominant or because other chemical processes occur. 

 

Our new high-power, high-repetition-rate, femtosecond laser makes it possible to acquire very 

high signal-to-noise SHG data quickly.  The high instantaneous intensity of the femtosecond 

pulse greatly enhances the efficiency of the nonlinear SHG signal production.  This capability 

provides the opportunity to attempt the use of SHG to experimentally observe details of the layer 

by layer interfacial charging process predicted by our new molecular dynamics modeling results 

from this project.  For this purpose we have assembled a SHG spectrometer using excitation by 

the amplified femtosecond laser pulses at 780 nm.  The excitation pulse travels through a thin 
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electrochemical cell and is incident on the electrode surface of interest.  The reflected beam from 

the surface is filtered to remove the fundamental wavelength and directed into a spectrometer 

with a linear CCD array detector.  For experiments conducted so far the electrode of interest was 

gold deposited on a microscope slide.  The opposite electrode is a transparent indium tin oxide 

coated cover slip.  With a 1M NaCl electrolyte a strong SHG signal is detected.  The SHG 

intensity has a substantial dependence on the applied voltage as shown in Figure 13. 

 

However, there is also a strong signal that does not appear to be voltage sensitive.   In addition 

the spectrum of the second harmonic signal does not reflect the input spectrum, suggesting there 

is a resonant process contributing to the SHG.  This resonance may possibly be due to adsorption 

of species to the gold surface.  While detailed analysis of these results is incomplete they 

demonstrate that SHG signals are very readily obtained with our setup, and this is a promising 

route to directly observing details of the charging processes at electrochemical interfaces. 

 
 

Figure 13. SHG signal intensity from a gold electrode in 1M 
NaCl as a function of applied voltage.
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9.  CONCLUSIONS 

 

The theoretical component of this project has made important advancements in modeling electric 

double layer (EDL) structure.  We developed a robust understanding of existing coarse-grained 

particle models in terms of packing structure and EDL capacitance, and demonstrated that these 

models over-predict EDL capacitance by a factor of 20 versus more realistic models.   Going 

beyond existing simple models we have proven that molecular structure is important in the EDL 

to accurately predict capacitance based on the stability of intercalated molecules in condensed 

surface layers.  In addition, we showed that the surface material can change EDL capacitance by 

over a factor of 2.  To the best of our knowledge, we obtained the first direct characterization of 

the electrical medium near the electrode, which has a dielectric varying an order of magnitude 

from the bulk.  Using this metric to separate diffuse and compact parts of the EDL greatly 

improves coarse-grained circuit models.  Finally, we developed a simulation framework to 

rapidly build models supporting future prototyping based on molecular dynamics of different 

material systems.  The experimental portion of this project has developed a sensitive confocal 

Raman microscope with a custom transmission grating spectrometer for surface vibrational 

spectroscopy.  Results of an initial study of voltage dependent Raman spectra of graphene coated 

metallic electrodes in aqueous electrolytes suggest that charge doping of the graphene occurs in 

the field of the EDL.  We have also implemented a polarization modulation reflection absorption 

infrared spectroscopy (PM-RAIRS) apparatus and used it to demonstrate vibrational 

spectroscopy of submonolayer components in model complex electrode surfaces.  The PM-

RAIRS apparatus provides the capability for species identification selective to interfaces.  

Finally, a new femtosecond laser enabled development of a surface-sensitive second harmonic 

generation spectrometer to study voltage dependent interfacial optical properties.  Calculations of 

these optical properties are just becoming available from our theoretical modeling studies. 
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