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ABSTRACT

This report presents the results of a theoretical investi-
gation of aerosol transport in a laminar, naturally convected, con-
densing-steam boundary layer. The boundary-layer equations given
in previous Titerature have been extended to account for aerosol
transport, and solved for various cases of interest using a hybrid-
computer technique. Effects of diffusiophoresis, thermophoresis,
and Brownian motion are included in the aerosol-transport analysis.,
Solutions are presented as profiles of temperature, velocity, steam
concentration, and aerosol concentration. These are employed to
obtain corresponding heat-transfer, aerosol-deposition, and con-
densation rates.

For very small particlie sizes, aerosol-deposition rates were
found to decrease with increasing particle size., For larger sizes,
however, deposition rates were found to be independent of particle
size, and subject only to conditions within the air-steam boundary
layer. Computed deposition rates were compared with rates estimated
by assuming particles to be deposited with the mass-average vel-
ocity of the air-steam mixture. Deposition rates estimated in this
manner ranged from about 60% to 20% below those computed via the
boundary layer model, depending on physical conditions of the system.

Steam condensation rates computed from the boundary-Tlayer equa-
tions were compared with those estimated from experimental heat-
transfer data on the basis of a heat-transfer - mass~-transfer analogy.
This comparison showed the analogy to be quite accurate over the
range of conditions studied.

The computed resuits are discussed primarily in the context of
nuclear reactor containment-vessel analysis, where the deposition
of aerosols in condensing steam environments is of particular in-
terest. These resuits, pertaining to laminar boundary layers only,
are insufficient for a total description of containment-vessel
behavior, where turbulence as well as a variety of engineered safe-
guard measures may be present. The definitive analysis of aerosol
transport in laminar boundary layers presented here is an essential
first step toward understanding of total system behavior, It is
expected that a large portion of the value of this work will be
realized in its subsequent application for future analyses of en-
gineered safeguard measures and turbulent boundary Tlayers.
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AEROSOL TRANSPORT IM A CONDENSING-STEAM BOUNDARY LAYER

INTRODUCTION

In the unlikely event of a loss-of-coolant accident, reactor-core over-
heating may lead to fuel failure and the consequential release of steam and
radioactive fission products to the containment vessel atmosphere., Because
of potential hazards to the outside environment, it is imperative that these
fission products be immobilized as rapidly as possible, It is important also
to promote rapid condensation of steam within the systerm, thus suppressina
pressure buildup and preventing overstressing of the containment structure.

Removal of steam and fission products may be augmented by engineered safe-
guard measures, which are desianed to enhance the natural process of immobi-
Tization. Such measures often depend on common mechanisms of removal. In-
formation pertaining to each of these mechanisms, therefore, should be useful
for analysis of a variety of safeauard measures. The present investication
is concerned primarily with removal through natural transport to the contain-
ment vessel walls; however, the insights provided concernina the nature of
such basic mechanisms as diffusiophoresis, thermophoresis, and particle dif-
fusion should be beneficial to other studies where engineered safequards are

analyzed in closer detail.

Past experiments have demonstrated that wall-transport processes associa-
ted with post-accident containment system environments give rise to a char-
acteristic boundary-layer structure. The understanding of transport across
such boundary Tlayers is adequate for most situations involving Taminar flow
in the absence of aerosol. This understanding is incomplete, however, for
conditions wherein turbulence and/or the deposition of aerosol occurs.

Boundary-layer phenomena associated with heat and vapor transport in laminar,
naturally-convected, condensina systems have been investicated previously on
rigorous theoretical baseso[]09]1’13’]5’16] SimiTar attempts for turbulent
boundary-layers have been more restricted, and have met with Tittle successo[3’4’8]
To our knowledge, there is essentially no published work concernina aerosol

interactions in either turbuient or Taminar boundary layers of this type.

In view of this present state of theoretical development, it is approp-
riate to direct further investigation toward understandina aerosol behavior
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in Taminar, condensing-steam boundary layers. It is expected that Taminar

boundary layers will exist to some extent in all post-accident systems. In
addition, a thorough investigation of laminar deposition processes will provide
substantial insight for further analyses to be made of the turbulent reaime.
Finally, detailed (although idealized) information concerning particle trans-
port in laminar boundary layers will be helpful in explaining phenomena occur-
ring in connection with engineered safeguard measures.

A thorough investigation of particle transport in laminar boundary layers
should attempt to answer the following questions:

1.
2,

Under what conditions do Taminar and turbulent boundary layers exist?

What interrelations exist between the processes for momentum, energy,
steam, and particle transport, and what are the physical character-
istics of laminar boundary layers?

What paths, i.e., trajectories, do the aerosol particles follow dur-
ing the deposition process?

How adequately can the deposition process be represented mathematically?

Can simpler, semi-empirical correlations and analogies be used to

predict transport rates, rather than the more complex boundary-layer
analysis?

How can results of the boundary-layer analysis be applied to real
systems?

OBJECTIVES

The primary objective of this investigation is to consider each of the
foregoing questions on the basis of a theoretical analysis of boundary Tayer

behavior.

Qualitative aspects of such behavior are discussed in the follow-

ing section. Subsequent sections will deal with development of quantitative
equations, their solution, and their application to real physical systems.
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CHARACTERIZATION OF NATURALLY-CONVECTED, CONDENSING-STEAM
BOUNDARY LAYERS

The mathematical modeling presented in this paper will be focused upon
condensing-steam boundary layers that are formed adjacent to a semi-infinite,
vertical, flat plate. Use of this idealization is expedient because of mathe-
matical tractability and because of similar assumptions employed in previous
theoretical work. Practical consequences of the vertica]Qplate assumption
will be discussed in a Tater section.

Boundary layers occurring under such circumstances are typified by the
drawing shown in Figure 1., Here the boundary layer initiates at the plate
top, the gases in the vicinity of the face being accelerated downward by vir-
tue of their increased density. For condensing steam-air mixtures, the den-
sity gradient in the wall region occurs as a consequence of gradients in both
temperature and concentration. The laminar boundary layer grows continuously
with distance down the plate. Such growth is manifested in both the thick-
ness of the boundary layer and in increased flow in the vertical direction.
At some distance from the top of the wall, the laminar recime gives way to a
transition to turbulent flow. Once fully-developed, the turbulent boundary
layer is not expected to change significantly with increasing distance down
the wall.

The material required for growth of the laminar boundary layer is sup-
plied by an influx of bulk gas as shown in Figure 1. A portion of the steam
in this gas mixture migrates to the interface and condenses; the remainder
is accelerated in the downward direction. Since downward acceleration is small
for the case of a turbulent boundary layer, the corresponding influx is of
lesser magnitude, as indicated by the schematic.

Conditions for the existence of a stable, laminar boundary layer can be
estimated from known behavior of noncondensing systems. Intuitively, one
should expect the conditions to depend primarily upon the Grashoff number (Gr,
ratio of buoyancy to viscous forces). These conditions should depend also on
the Prandtl (Pr) and Schmidt (Sc) numbers (which influence the boundary layer
widths), although these dependences should be of only secondary importance.

Pr and Sc are comparable in magnitude, and do not vary appreciably for air-
steam mixtures; hence it is allowable to express conditions for the flow
regimes in terms of Gr only.

From data obtained from noncondensing f]uids[15], the following condition
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may be written,

transitional
laminar < 1.5 x 108 < Gr > 1.5 x 1010 5 turbulent. (1)

Gr may be expressed (taking advantage of the ideal-gas law), as

gL3 [(Ma’Mw)(Xwi“wa) + To - TT]G

oro = S | T %, - W, T

(2)

Y

Here M represents molecular weight, x, represents mole fraction of water, and
the distance down the wall is given by L. The first term in brackets relates
to buoyancy arising as a consequence of the concentration gradient across the
boundary layer; the second term reflects buoyancy changes owing to the asso-
ciated temperature gradient.

Figure 2 shows solutions of equation (2) for a set of conditions in the
range of interest to the present investication. From this figure it is seen
that the transition zone is expected to cover a relatively wide range of con-
ditions. The laminar boundary layer will be confined to several feet from
the top of the vertical condensation surface, and depend upon the temperature
difference between the wall and the bulk gas.

Liquid condensate will be influenced by gravity also, and will run down
the wall surface as a result. Ideally, such runoff will conform to laminar-
film behavior; however, such nonideal factors as liquid riffles and drop-wise
condensation are often encountered in practice. Presence of condensate adds a
further barrier to heat transfer. since it acts as an insulating surface; it
also serves to alter the velocity profile of the gaseous boundary layer, owing
to its own x-component of velocity.,

Aerosol particles in the system are influenced by a number of phenomena.
Particle velocity is known to be a rather complex function of the effects of
Brownian motion, thermal diffusion, diffusiophoresis, bulk convection effects,
and gravity. Owing to this dependence, particle transport is seen to be quite
intimately related to other boundary-layer phenomena. For systems involving
relatively dilute suspensions of small particles, all gravitational effects
associated with the particles may be neglected. In addition, several other
simplifying assumptions can be justified. These will be considered in detail
in the following section of this report.
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FORMULATION OF GOVERNING EQUATIONS

Figure 1 gives the basis for formulation of the boundary-layer equations.
A bulk mixture of steam, air and aerosol is exposed to the condensation sur-
face, which is maintained at the temperature T,. Steam from the bulk mixture
migrates to the wall, formino a 1iquid film which runs off under the force of
gravity. The convention will be used that energy, gas, and aerosol fluxes
away from the wall are positive entities.

Presence of the liquid film in addition to the gaseous boundary layer
causes heat transfer to occur as a two-step process. By making some reason-
able assumptions one can reduce the complexity of the mathematics associated
with this process, allowing solutions for each step to be obtained indiviu-
ally. Once formulated, these solutions can be matched at the interface, giving

a composite description of the total system,

Heat transfer through a liquid film formed upon condensation of a pure
vapor has been treated in a satisfactory manner by Nusse1to[12] Nusselt's
derivation may be extended to situations wherein a noncondensable gas is pres-
ent, provided that the gas-1iquid interface temperature, Tj, is independent
of position., Assumption of constant Tj is allowable whenever the temperature
drop across the 1iquid film is small compared to that across the gaseous bound-
ary-layer -- a condition that is met for almost all practical situationso[6]

Use of Nusselt's derivation implies acceptance of all assumptions employed
therein. The validity of these assumptions has been discussed at length else-
wherec[]]] The most important of them are listed as follows:

1. Zero shear at the gas-Tiquid interface.
2. Constant 1iquid properties (except temperature).
3. Zero viscous dissipation.

4, Constant energy flux across liquid film,

Description of the gaseous boundary layer is accomplished using the ap-
propriate forms of the equations for conservation of mass, momentum, and
energyo[]] Assuming zero viscous dissipation, zero longitudinal diffusion,
and negligible coupled transport effects such as thermal diffusion and diffu-
sion thermo, Minkowycz and Sparrow[]1] have Tisted these equations for the sit-
uation wherein aerosol is absent, These equations are valid for aerosol-con-
taining systems, provided the presence of aerosol does not significantly affect
the bulk properties of the gas. The equations are listed as follows:
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TOTAL MASS:
d d
ax (pu) + 55 (ev) = 0, (3)
MASS OF WATER:
W oW _ -3 oW
pu §§'+ pVv 5;‘ = gy'(pDAB 5}9’ (4)
MOMENTUM:
ou U _ ) ou
PUTTT PV 5y © gle = o) + gy'(u gy), (5)
and ENERGY:
T |, oT oW 3T _ 3, oT
pCpU ™ + pCpV -;—y-+ (Cpa - pr) pDAB WBTY_ = 3y (k By)° (6)

The nomenclature used in equations (3) through (6) is consistent with
that found in most published treatments of this subject, and a complete defin-
ition of the symbols is given in the Table of Nomenclature. However, it should
be noted that here W denotes the mass fraction of water. This contrasts to
the W of Minkowycz and Sparrow, which denotes the mass fraction of air.

For a complete description of aerosol-containing systems an additional
equation is required. This accounts for conservation of the aerosol species,
and may be written as follows:

3Ny 3Nu
P2 P -
oy * 3aX 0, (7)

where N is the number concentration of particles, and Vp and u_ are the mean
particle velocities in the y and x directions, respectively. Equation (7) is
valid for any aerosol under steady-state conditions, provided that no gener-

ation or decay occurs,

In view of the physical situation of interest, it is justifiable to let
the x-component of the particle velocity equal the mass-average velocity in
that direction, i.e.,

u. = U (8)
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Particles movina in the y-direction also are influenced by the bulk vel-
ocity. Here, however, correction terms arising from thermophoresis, counter-
diffusion of air and water, and particle diffusion may become important., Assum-
ing an additive relationship, the net effect of these contributions may be
represented as ‘

- D aN
Vp T VRVt v - (9)
where D is the aerosol diffusion coefficient, aiving the aerosol diffusion
flux in terms of a mass-fixed frame of reference.

The diffusiophoretic correction term, Ves depends on the aerosol-particle
size and its relation to the mean-free-path of the gas molecules. For con-
ditions wherein the mean-free-path is Tarce compared to particle size, (free-
molecule regime), wa1dmann[17] has developed the following equation:*

D
AB oW
V. = & o O (10)
c W+ .1 dy
Ma -]
Py

Free-molecule conditions will be assumed throughout this study. Waldmann has
also formulated an expression for the thermophoretic contribution to particle
velocity. This may be expressed as:

- okt
t T TP oy ()

where k is the thermal conductivity and P is total system pressure.

With these substitutions equation (7) becomes:
a(vv) . a(Nu) & [N Dap aW] _ afNkaT] _ 3 [, N
dy T X oY | + 1 dy 3y|5P 3y ay D oyl (12)

i,

completing the formulation of conservation equations for the gaseous bound-

ary layer.,

* Equation (10) appears in a form somewhat different from that given by
earlier authors. This is because of the necessity to express the correction
in terms of the mass-average velocity, v, rather than the molar-average
velocity which is used traditionally,
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FORMULATION OF BOUNDARY CONDITIONS

The 1iquid-film description given by Nusselt can be conveniently matched
to the foregoing system of equations through boundary-conditions at the gas-
liquid interface. Neglecting interfacial resistance, one may write immediately,

T = T; at y = &, (13)
and

W= W (saturation value at T;) at y = s. (14)

As a consequence of the absence of interfacial slip,
u, = ug at y = &, (15)

In terms of Nusselt's model this becomes,

31/2
_ qg § X ¢ _
ug = [- —;—;E———] at 'y = s, (16)

where ¢ is the total heat flux from the wall and x is the latent heat of vapor-
ization of water,

In addition, conservation of air and energy at the gas-liquid interface

gives
pu %ﬁ-- oV = ? ?Aﬁi %%- at 'y = 6, (17)
and
%ErE%%-%%-A -k %%— = q aty = s, (18)
respectively.

Finally, a description of aerosol concentration at the interface is re-
quired. This is given simply by defining an interface concentration,
N = N; at y = s. (19)

Boundary conditions at infinity depend on the assumption of a well-mixed
bulk. These are largely self-explanatory, and are given as follows:
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T =T, at y = =, (20)
W= U at y = =, (21)
No= N oat y = o, (22)
u = 0 at y = =, (23)

completing the description of boundary conditions for the gaseous boundary-
lTayer model.

SIMILARITY TRANSFORMATION

Often, through an appropriate combination of variables, one can transform

8

a set of partial differential equations into an equivalent set of ordinary dif
ferential equations. This reduction in the number of independent variables is
usually accomplished at the expense of raising the order of the transformed
equations. Such transformations serve to simplify the problem of solving the
partial differential equations, and are known as similarity transformations.

Minkowycz and Spa\r‘r‘ow[”:| have introduced a similarity transformation for
the steam-air boundary-layer problem described in the preceeding sections. In
applying the transformation, these authors followed the conventional procedure
of introducing a stream function, ¥, defined so as to satisfy the total contin-
uity equation:

u = = w_o vV = - —Qie / (24a,b)

Here m is the density ratio, o /po

These authors proceeded to define a new dependent variable, F, in terms
of the stream function, having the quality of depending solely on the trans-
formation variable, n:

F(n) = —Y—0rr—— (25)
4 v x?’/4 C
y
no= ¢ x /4 d (26)
s fu
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where
1/4
- -9
¢ (4 vi) (27)
and
= K
o, e (28)

In addition, one can express steam concentration, temperature, and aero-
sol population in terms of the normalized variables,

W - Wi
W,- W (29)
T-T5
T - TOO - T-i, (30)
and
N = Nj
To= N =Ny (31)
Making use of the following relations (cf. Minkowycz[]oj),
[E_E = (3_3 i} @n s C dsxg__) (32)
ax |, axf, WX T T7E dxfen |
(ayEX (xl;l LY
1/2
4C2 v x m
u = == F'(n), (34)
u
C Ve . 3/4
v = Y nrF'(n) = 3nF(n) + ﬂg—i————i-%% F'(n)}, (35)
X :

Hy
Minkowycz and Sparrow transformed (4), (5), and (6) from the x, y domain into
the n, x domain, resulting in an elimination of the x-variable:

g'' = -3Sceg'F, (36)

-3 Prw( b F + ﬁég%EEEXﬂ E')T', . (37)

————
S|

Ed o

ma——
1]
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Here the dependent variables are somewhat different from some of those
chosen by Sparrow and Minkowycz. Also, the assumptions of constant k and Sc
have entered the derivation.* A discussion of assumptions regarding the con-
stancy of physical properties will appear in a Tater section.

Equation (12) also can be transformed to the n domain, the result being
given by:

Sc v _ Ny
B;—:T = ;7 + I, lT+N -N1)’ (39)
where
[ 4
oL 2 , kaTsSc 2 B Sc ¢u ,
rp = ¢UiAO m 5P v_ ( )] (40)
T, = - ¢6Pk)(n“ - mAWqg") EéTic t—) ] (41)
A, = 3Sc F+ (W) q &', (42)
and
q = T (44)
My
V-

Formulation of equation (39) incorporates the assumption of constant g,
which, in view of Stokes-Einstein behavior, should not introduce appreciable
error when temperature Timits are small.

To complete a description of the system of transformed equations, an
equation of state is required. Assuming ideal-gas behavior, one can satisfy
this requirement by writing

no= M[a+ b (aW) € + wi)], (45)

=]

where

*This contrasts with the work of Minkowycz and Sparrow, whose equations
allowed for variable k and Sc,
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MW
8T Wy oW My - Ta) (46)
and
M. - M
_ d W
b= W T (M - e (47)

In equations (36) through (39) the primes denote differentiation with
respect to the variable n; hence the set of partial differential equations has

been converted, through the similarity transformation, to an equivalent set of
ordinary differential equations.

At this point the ultimate success of the similarity transformation de-
pends on its ability to express the boundary conditions solely in terms of n.
From equations (13), (14), (19), (20), (21), (22), and (23) it is obvious that

Tt = 0 at n = 0, (48)
g = 0 at n = 0, (49)
T = 0 at n = 0, (50)
T = 1 at n = %, (51)
g = 1 at n = =, (52)
T = 1 at n = «, and (53)
F'= 0 at n = o. (54)
In addition, transformation of (17) provides the condition:
- (AW) & =
F = 3Sc (T _ w'iT at n 0. (55)

Finally, the no-slip condition (16) can be combined with (34) to give:

s ¢2 \1/2
F! = (- %EX—E[E;E) at n = 0. (56)

From Nusselt's derivation,
2
s - i 4 gy V| X 1/3 (57)
Aug )

Hence,
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L at 2/3 v 1/3 , 1/6 _
Fioo = 75. - X_EE) T 9 at n = 0, (58)

Upon transforming (18) and substituting into (58), one obtains

2/3

F' = r(st'+tg') at n = 0, (59)
where
1/3
_ % [vL -2/3
ro= ??'(5;) (vw ) =7 (60)
s = k(aT), (61)
and
_u A (AW
S W) (62)

successfully transforming this final boundary condition into the n domain and
completing the statement of the transformed problem.

WALL-FLUX EQUATIONS

Because of their usefulness for relatina solutions of the boundary-layer
problem to macroscopic system behavior, the wall-flux equations are of pri-
mary importance to this investigation. Formulated by performing material and
energy balances at the gas-liquid interface, these equations may be written:

STEAM
= (va - oDpg 2 - lpu %%)i (63)
ENERGY
mh = (pu g%—(cp T+ W) - [p Cp Tv-k %%—- A ﬁw])i (64)
and AEROSOL
iy = (N(v - q Dpg 3 - g%-§§4 -0 - %%'i' (65)

Transformed to the n domain, these become

STEAM

. ¢ [u. & oM
Ny T 78 [ser=wl, (66)
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ENERGY

A v (aNW) Cn v (AT) T
f = _7C 00 g| + p
h JF | ST -W Pr 1

and AEROSOL

o C 'ﬂ'q\)oko , C uooAT '\ BNI
"= - X178 (3%“"'%"5 kIR I (68)
u

ESTIMATION OF PHYSICAL PROPERTIES

Physical properties of air and steam were obtained from the literature
and combined to estimate mixture properties, usina recommended methods.[14]

A 1isting of the estimated values is given in Appendix 3, along with a tabu-
lation of the sources.

Variation of specific heat and viscosity across the boundary layer was
approximated by assuming these properties to be proportional to the mass frac-
tion of steam. These approximations resulted in insignificant error, owing
the small differences in temperature and to the similar shapes of the temper-
ature-~ and steam-concentration profiles.

Variation of density, as discussed previously, was assumed to follow
ideal-gas behavior. Thermal conductivity and Schmidt number did not vary sig-
nificantly across the boundary layers, and were taken to be constant during
each solution of the boundary-layer problem,

SOLUTION OF BOUNDARY-LAYER EQUATIONS

The boundary-layer equations (36), (37), (38) and (39), subject to the boundary
conditions (48) - (55) and (59), constitute a boundary-value problem composed
of coupled, nonlinear equations. Solution of such problems by present-day
computational methods demands that some type of iterative technique be em-
ployed. Such techniques can be categorized roughly into two classes. The first
of these involves linearization using approximating functions which are re-esti-
mated after each iteration. The second class of methods entails estimation of )
the missing initial conditions (boundary conditions at n = 0), and solving the °
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resulting initial-value problem, with subsequent re-estimation of the initial
conditions after each iteration.

For complex systems of coupled nonlinear equations, convergence schemes
are normally quite complicated, and numerical algorithms designed to lead such
systems toward convergence are likely to be inefficient and time-consuming.
For this reason, a hybrid-computer technique was chosen for solution of the
present problem, This technique combined the capability of rapid iterative
solution with the advantage of manual adjustment of the initial conditions,
thereby enabling an adequate degree of convergence to be attained in a compar-
atively short time.

The rather complicated algebra of equations (40) and (41) made it exped-
ient to solve them digitally. The remaining segments of the boundary-value
problem were processed on the analog portion of the hybrid computer. Figure 3
gives a schematic of the hybrid Systemo This system was composed of a Beckman
2133 analog computer interfaced with a Digital Equipment Corporation PDP-7
digital computer operated by the Simulation Section of Battelle-Northwest Lab-
oratory. A chart showing the analog network is given in Appendix 1.

Inspection of equation (39) shows that it may be solved independently of
the remaining equations provided £; and I, are known., Moreover, knowledge of
these variables renders equation (39) linear in form, allowing its solution
to be accomplished rapidly using conventional numerical techniques. Solution
of equation (39) in this manner has the additional advantage of not occupying
the hybrid computer for long periods of time while iterations on equation (39)
are performed; for these reasons hybrid solutions of equation (39) were res-
tricted to preliminary determinations. A1l subsequent computations of particle
profiles were performed digitally using £, and z, furnished by the hybrid com-
puter, Tabulations of £; and £, are given in Appendix 2. The finite-difference
equations used for solution of equation (39) are listed in Appendix 1.

The majority of time expended in solving the total boundary-value prob-
lem was spent on scaling the analog to achieve optimal results. Once set up,
the system permitted convergence to be approached adequately within a five
minute period,
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RESULTS

Solutions of Steam, Enerqgy, and Momentum Transport Equations

As discussed previously, the equations for steam, energy, and momentum
transport could be solved independently of the particle-transport equations,
Such solutions were obtained for each of the conditions shown in Table I. The
range of variables Tisted in Table I was chosen because it was believed to be
representative of conditions expected in post-accident containment systems.
Bulk and interfacial mixtures were maintained at saturation for all conditions
studied. The results of these computations are shown in Figures 4 through 12.
The points on the curves were generated by a digital computer solution which
was performed to check the analog results. A discussion of this check will
be presented in the following section.

The variables r; and z, were computed for the conditions Tisted in Table I
as well. These were obtained as digital print-out from the hybrid computer,
and are given in Appendix 2.

Solutiong of Particle-Transport Equation

Solutions of the particle-transport equation, as discussed previously,

were obtained through the finite-difference approximations given in Appendix 1.
These equations were solved using a Univac 1108 digital computer operated by
the Computer Sciences Corporation. Various solutions to equation (39), cor-
responding to hybrid runs 1-1, 1-4, and 1-16 appear in Figures 13, 14, and 15,
Steep slopes of the particle profiles in the vicinity of the interface neces-
sitated use of a rather fine grid spacing in this area; wider grid spacinas
could be employed for other regions, with negligible loss of accuracy. Grid
spacings for the present numerical evaluation were chosen to approximate the
solutions so that truncation error was less than 0.2 percent. Grid spacings
for each of the solutions are given in Table II.
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TABLE I
PHYSICAL CONDITIONS FOR COMPUTED RESULTS

T =-Tj Psteam T,

Run* {°r) (ATM) (°R)
0.5-1 1 .5 638.7
0.5-2 2 .5 638.7
0,5-4 4 .5 638.7
0.5-8 8 .5 638.7
0.5-16 16 .5 638.7
1-1 1 1 671.7
1-2 2 1 671.7
1-4 4 1 671.7
1-8 8 1 671.7
1-16 16 1 671.7
2-1 1 2 708.7
2.2 2 2 708.7
2-4 4 2 708.7
2-8 8 2 708.7
2-16 16 2 708.7

Air pressure in atmospheres is equal to (T _, °R)/539.7
for all cases, corresponding to base condifions of one
atmosphere air at 80°F.

* First term in run number designates bulk steam pressure
in atmospheres. Second term denotes T _-Tj, °F.

TABLE II

GRID SPACINGS USED FOR FINITE-DIFFERENCE
APPROXIMATION OF PARTICLE-TRANSPORT EQUATION

Position Of Grid

An Enlargement An

Run* Initial n= Final
1-1-.01 0.05 4.0 0.5
1-4-,01 0.01 1.0 0.5
1-16-.01 0.002 0.4 0.1
1-1-.05 0.01 1.0 0.5
1-4-.05 0.001 0.2 0.5
1-16-,05 0.0002 0.04 0.1
1-1-.1 0.001 0.4 0.5
1=4-.1 0.0005 0.1 0.5
1-16-.1 0.00005 0.015 0.1

* Last term refers to aerosol particle diameter in
microns, Other terms are as indicated in Table I,
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Wall Transport Calculations

Transport rates of energy, steam, and aerosol to the liquid-vapor inter-
face can be calculatad directTy fror the computedAresu1ts using‘re1ations‘(66)
through (68). Interfacial fluxes determined in thiis manner are shown in
Tables III ard IV, Here the f]uxes are mu]t1p11ed by the factor x1/% to
eliminate x- dependenc&, in conform1ty with the similarity transformat1on Aero-
sol-deposition fluxes have been calculated assuming a perfect sink at the inter-
face, i.e., Nl =0 atn =0.

Humidity in the Boundary-Layer Region

The question of whether or not saturation exists in the boundaryv-layer
region is of primary importance to this investicatien, If supersaturation
exists, the basic governing equations will not apply, since they do not allow
for condensation in regions other tihan at the liquid-vapor interface. Further-
more, supersaturation in the boundary-Taver region would almost certainly cause
particle growth by condensaticn, invalidating many of the assumptions made in
formulatinc thie particle-transport aquation,

For given conditions of temperature and pressure, the saturation curve can
be represented as a plot of t versus £, as shown by the dashed Tine in Figure
16. Area above the dashed Tine corresponds to subsaturated conditions, while
that below the 1ine indicates conditions where1n supersaturation exists. Plot-
ing t versus ¢ from the computed results produces lines that fall above the
saturation curve, indicating a distinct tendency toward subsaturation in the
boundary layver. Figure 16 sHows a curve correspondina to a single set of bulk
and interface conditions;' héwever, the TndicateH tendency toward subsatura-
tion was observed in each of the cases studied,

Owing to the relative magnitudes of the Schmidt and Prandt]l numbers, one
might intuitively expect the noted trend toward subsaturation. However, the
rather complex interactions between the various transport mechanisms render
such an intuitive prediction of doubtful validity, necessitating this more
exact type of analysis to determine true physical behavior.

Particle Trajectories

For visualization purposes, it is interesting to observe the path of an
aerosol particle from the point it enters the boundary layer to the point it
impinges on the liquid interface. The equation describing the path is given by:
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TABLE ITI
COMPUTED FLUXES OF ENERGY AND STEAM AT LIQUID-VAPOR INTERFACE

| | h x1/8 X174
Run 5 7 Tbry/ft7/4 hr  BTU/Ft7/4 hr
0.5-1 0.119 0,135 0.00858 8.8
0.5-2  0.143  0.16] 0.0202 20.9
0.5-4  0.170  0.195 0.0463 47.9
0.5-8  0.205  0.235 0.104 108.
0.5-16  0.245 0,287 0.219 230.
1-1 0.127  0.149 0.0177 17.6
1-2 0.152  0.179 0.0414 41,3
1-4 0.182  0.218 0.0946 94.5
1-8 0.223  0.268 0.213 214,
1-16 0.267  0.338 0.436 442,
2-1 0.13¢  0.163 0.0371 35.7
2-2 0.160  0.198 0.0859 82.7
2-4 0.197  0.244 0.198 191,
2-8 0.243  0.312 0.436 423,
2-16 0.299  0.406 0.872 856.
TABLE IV

COMPUTED AEPOSOL DEPOSITION FLUXES*

RUN T% :Eéﬁfléﬁ.ft5/4 hr
1-1-.01 2.00 412
1-1-.05 18.9 2N
1-1-.1 55.7 .197
1-4-.01 6.01 1.21
1-4-,05 103.8 1.08
1-4-.1 311. 1.08
1-16-.01 29.2 5.45
1-16-.05 560. 5.38
1-16-.1 1681. 5.37

* Per unit bulk concentration.
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Y Y
_ dx _ u (Xa )
X —f ‘dyd.y _j Vp (X,}/) d.ya (69)
¢

where u and Yy are the velocities of the particle in the x and y directions
as described previously.

Except for regions very close to the interface, particle diffusion and

growth of the Tiquid film have little effect on v Assuming these entities

D°
to be negligible, the relation
v - C Voo w FI - 3F _ AW El - AT k Tl (70)
D —7E n Sc £ (g) oSv P by T
may be written, where
1
f(g) = oWeg+ Wy + —— . (71)

-\/"’M‘w_a”_

Combining with equations (34) and (69), and neglecting the effects of varying
viscosity and density, one may write the following approximate differential
equation describing the particle trajectory:

dx 4c x3/4 e
‘ W " Fu - 3F = AW Ea _ AT k T! (72)
; Sc f(e) ~5v_P

Equation (72) was solved numerically using interpolated values from the
hybrid-computer output. A fourth-order Runge-Kutta technique was emp]oyed[z],
which started at some point on the interface and computed the trajectory back-
wards to the edge of the boundary layer.

Curves for several of these computations are shown in Figure 17. These
are expected to be quite accurate for particles larger than about .02 microns
in diameter, where the neglect of Brownian diffusion is justified. Some of
these curves undoubtedly protrude into turbulent boundary-layer conditions,
and must be considered invalid at points where nonlaminar situations exist.

In this context, it is interesting to note that many of the particles entering
the Taminar boundary layer will deposit under turbulent conditions, passina
into the turbulent regime somewhere along their traverse to the wall.
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DISCUSSION OF RESULTS

Validity of Equations

Equations (36), (37) and (38), describing steam, energy, and momentum
transport in a laminar boundary layer, are believed to be based upon a highly
realistic model of physical behavior. Although no experimental profile-data
have been published to test these equations directly, one can refer to pre-
vious comparisons of theory with experimental results for non-condensing sys-

[15]

tems. Such comparisons show agreement between experiment and theory to be

quite good -- certainly within the errors of experimental measurement.

The assumptions that Nusselt’s equation is a valid description of liquid-
film behavior, and that interfacial temperature is constant might be somewhat
in question; however, these assumptions may be expected to be reasonably valid
whenever the rate-influencing significance of the Tiquid film is small com-
pared to that of the gaseous boundary 1ayero[6] Temperature drop across the
liquid film may be computed on the basis of Nusselt's theory using the follow-

(- O34y iy3
Ty-T; = K, 9oL (73)

ing expression:

Values of liquid-film temperature-drop for each of the conditions studied were
calculated from equation (73), and are presented in Table V. From the Tow
magnitudes of these values it is apparent that the assumptions of Nusselt-
type behavior and constant interfacial temperature are totally credible for
all practical applications of the present study.

TABLE V
LIQUID-FILM TEMPERATURE-DROPS CALCULATED FROM NUSSELT THEORY

. Ts - Tyw**, °F
Te - Ti Run Series Run Series Run Series
°F 0,5~ 1- 2-
1 .00244 .00571 .0142
2 .00767 .0176 .0418
4 .0240 .0635 .130
8 .0690 . 160 .375
16 .192 423 .968

* Across gaseous boundary layer.
** Across liquid film.
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Boundary conditions (48) and (49) state that the interfacial temperature
and composition are in equilibrium in the liquid and gaseous phases. This is
not quite true, since continuum mechanics break down in the range of a mean-
free-path from the interface, giving rise to an apparent discontinuity, or
"jump" in temperature, For the conditions imposed in the present study, however,
the significance of interfacial resistance has been shown to be negligibly

smaﬂo[]o:|

An additional point of interest is the stipulation that the bulk be main-
tained at saturation. This seems a reasonable assumption with respect to con-
tainment vessel analysis, since the supply of steam should tend to keep the
interior of the vessel close to one hundred percent relative humidity. Never-
theless, the behavior exemplified in Figure 16 indicates a distinct tendency
of the condensation process to lead the bulk toward subsaturation. Limited sub-
saturation should not affect heat and mass transfer rates appreciably; hence,
the saturated-bulk assumption is not considered to be a serious one so far
as the present investigation is concerned.

Equation (39), describing aerosol transport through the condensing-steam
boundaf*ydayer9 is thought to be somewhat less accurate than its counterparts
in describing physical behavior., The comparatively high diffusivities of
steam and thermal energy render equations (36) and (37) rather insensitive to
minor perturbations in flow patterns; however, such perturbations would not
have to be large to create effective particle diffusion-coefficients in excess
of those resulting from Brownian motion. A corollary of this is that the val-
idity of equation (39) should tend to increase as the particle size decreases
(as Brownian diffusivity increases).

It should be pointed out that while the above-mentioned difficulties
possibly could cause significant deviations between actual and computed aero-
sol concentration profiles, the resulting deposition rates would not be al-
tered appreciably. This arises from the fact that while particle diffusion
is important in establishing the concentration profiles, diffusiophoresis is
still the most prominent mechanism of mass transfer. A discussion of the
relative importance of the various particle-transport mechanisms will be given
in a following section.,

In discussing the validity of equation (39) it is interesting to note
the predicted aerosol-concentration buildup in the boundary-layer region, as
shown in Figures 13, 14, and 15, Analysis of the equation shows that such a
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buildup can occur only if £, is non-zero. Non-zero Z, occurs for several
reasons. First, the terms involving (AW) q £' occur because of differentia-
tion of the aerosol flux arising from the diffusiophoretic correction factor.
The additional term containing T' arises from a similar differentiation of
the thermophoretic contribution. If these terms were neglected, (41) would
take the form,

I, = - ¢§ m' (3ScF). (74)

This remaining term arises because the expression for particle diffusion was
written in terms of a concentration gradient rather than a mass-fraction grad-
ient, as was the case for diffusion of steam. Expressed as the flux of par-
ticles passing a reference frame moving with the mass-average velocity, this
expression 1is

__pdn
I = -0 (75)
Equation (75) was chosen rather arbitrarily by Einstein[s] for use in
his formulation of the Stokes-Einstein equation. For systems wherein density

1s constant this expression is equivalent to the form

J o= - Dp dWp (76)

where wp is the particle mass-fraction and Mo is the mass of a single particle.
This is not the case, however, for the present situation, wherein variations in

density are signiticant.*

Although equation (76) has a certain amount of intuitive appeal, both
expressions must be regarded as somewhat phenomenological in nature, and the
true significance of the term n' (3ScF) in equation (41) is doubtful.

Significance of the contributions by thermophoresis and the diffusiophor-
etic correction factor is also subject to some conjecture. During the derivation
of equation (39), the y-component of particle velocity was taken as equal to
the following sum:

Vp = mass-average velocity + particle diffusion velocity,

relative to mass-average velocity + velocity corresponding

to diffusiophoretic correction term + thermophoretic velocity.
It should be noted here that if Einstein had chosen a phenomenological form of
Fick's Taw based on a mass-fraction driving force, his expression for the dif-
fusion coefficient would not have taken the form D = 1/6wur. This has not been
recognized explicitly in a majority of the published literature (cf [1]).
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This implies an additive relationship between each of the mechanisms., It
also depends on the assumption of psuedo-binary diffusion. In view of the
obvious interactions of the mechanisms, these assumptions are not strictly
valid; however, there is Tittle reason to expect that they should not apply
with reasonable accuracy under the present circumstances.

There are several other possible criticisms of equation (39). The assump-
tion of constant particle size precludes the assessment of particle-growth
effects arising from nucleation and coagulation. Nucleation effects are ex-
pected to be insignificant because of the saturation relationships in the
boundary Tayer exemplified by Figure 16. Coagulation, which depends on par-
ticle population density, should be negiigible during most of the post-accident
‘period when equation (39) is otherwise applicable.

The boundary condition (19), giving aerosol concentration at the liquid-
vapor interface, also 1s subject to some conjecture. In the present study the
interfacial aerosol concentration was taken to be zero, implying a perfect sink
for particles at n = 0, Because of the nature of the wet surface, such an
assumption should be reasonably valid, especially for water-soluble aerosols.

From the above discussion it is concluded that equation (39) and its
boundary conditions present a reasonably valid model of aerosol transport,
provided the boundary layer is truly laminar. Shapes of the predicted concen-
tration profiles may not be as accurate as the predicted deposition rates,
owing to the overwhelming importance of diffusiophoresis as a particle-trans-
port mechanism. The concentration build-up predicted by equation (39) is
probably a real phenomenon, although there are several uncertainties pertain-
ing to its physical origin.

Aceuracy of Computations

Accuracy of solutions to the boundary-layer equations was Timited pri-
marily by performance of the analog-computer components. Normally taken to
be within one percent, machine error can accumulate seriously if large numbers
of nonlinear components are involved, or if a poor choice of scaling param-
eters is employed., Scale factors used in the present computations are given
in Appendix 1. These were chosen carefully so as to maximize accuracy of the
computations,

A digital-computer program was written to estimate magnitudes of the
analog-computer errors. This program employed the initial conditions deter-
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mined by the analog computer to solve equations (36) through (41), using a

fourth-order Runge-Kutta techn"i'que.,[z:| A step size An = 0.1 was found to be
sufficient for adequate convergence of the Runge-Kutta analysis.

Comparison of the results obtained from both types of computers (run 1-4)
showed analog-computer errors to be generally less than one percent. Com-
parison of the results is presented graphically in Figures 5, 8, and 11.

Values of £; and z,, computed digitally from the analog results, were
subject to all of the associated sources of error. I, resulted from a sub-
traction of variables, and this often served to amplify deviations between its
real and computed values. Errors in z; are expected to be on the order of two
percent, while corresponding errors in I, may be as high as five percent.

Finite-difference approximations of the particle-concentration profiles
were performed so as to converge to within 0.2 percent. Therefore, the major
source of error in these computations arose from uncertainties in z; and Z,.
Owing to the small relative magnitude of z,, its errors did not affect the
concentration-profile values to an appreciable extent. Therefore, the expec-
ted errors in the computed concentration values should be on the order of one
or two percent of the corresponding maximum values.

Stmplified Analysis of Heat and Vapor Transport -- Test of Heat Transfer-Mass
Transfer Analogy

Transport of vapor and energy in a condensina-steam boundarv Tayer occurs
by processes that are roughly analogous. Because of this, it is possible to
perform a simplified analysis of heat and vapor transport in condensing sys-'
tems, based on known behavior of heat transfer in noncondensing boundary layers.
Such an analysis is possible for both lTaminar and turbulent regimes.

For laminar, noncondensing boundary layers formed adjacent to flat, ver-
tical plates, theory has indicated[]S] that the Nusselt number, Nu, should
possess the following functional dependence on the Grashoff and Prandtl numbers:

Nu = .388 [Gr-Pr]l/4, (77)
This compares well with the expression

Nu = .416 [Gr-Pr]1/4, (78)
which was obtained on the basis of experimental heat-transfer data.

The Sherwood (Sh) and Schmidt numbers are the mass-transfer analogs of
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the Nusselt and Prandtl numbers; hence the mass-transfer analog of equation
(77) is:

sh = .388 [Gre-sc]l/4, (79)

The corresponding interfacial steam flux can be calculated using the def-
inition of the mass=-transfer coefficient, combined with the film-theory cor-
rection factor of Stewarto[1] Given here without derivation, this is

. e DaB AW O
mw == X Sh (-I — w-i) eGW T (80)
where
1 - Wew
by = 1 T (81)

A similar equation can be written for the conduction heat-flux at the
interface. This is:

cr ®h
m, = - =Nu (T -T-i) eeT—_]’ (82)

where
My Cpy X
op = wopw X (83)

One should note that mg is the heat flux arising from conduction alone,
and that the total interfacial flux of thermal energy is given by:

m, = My o+ A My (84)

Validity of the analogy was tested by comparing mass and energy fluxes
calculated through equations (80) and (81), with those obtained from the com-
puter solutions of the boundary-Tlayer equations on the basis of equations (66)
and (67). This comparison is shown in Table VI, which gives ratios of inter-
facial fluxes predicted by the two methods of analysis. Table VI indicates
that the heat transfer-mass transfer analogy is valid with a surprisingly high
degree of accuracy for laminar-flow conditions. It also implies strongly that
such an analogy should apply accurately under turbulent conditions as well.

Finally, it should be noted that the theoretical equation (77) was used
as a basis for comparison, rather than equation (78), which was obtained from
experimental data. Since these equations agree to within about ten percent,
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the analogy is regarded as highly satisfactory no matter which is employed for
comparison. Edge effects in experimental heat-transfer measurements would
tend to make the resulting data somewhat high; hence equation (77) was thought
to be a somewhat more logical basis for testing the analogy.

TABLE VI

RATIO OF TRANSFER RATES CALCULATED BY ANALOGY WITH PURE HEAT
TRANSFER TO RATES CALCULATED FROM COMPUTER SOLUTION

mw analogy ﬁﬁ analogy

Run M~ computer mé computer
2-1 0.99 0.94
2-2 1.00 0.94
2-4 0.99 0.94
2-8 0.99 0.94
2-16 1.00 0.93
1-1 1.00 0.97
1-2 1.00 0.96
1-4 1.00 0.96
1-8 0.99 0.96
1-16 1.01 0.96
0.5-1 0.99 0.98
0.5-2 0.99 0.98
0.5-4 0.99 0.98
0.5-8 0.99 0.99
0.5-16 1,00 1.00

Simplified Analysis of Aerosol Transport

In the absence of solutions to the boundary-layer equations, one might
conceivably attempt to estimate particle deposition rates on the basis of
steam condensation, assuming the aerosol to be swept to the wall with the mass-
average velocity of the fluid. Such an approach is particularly appealing,
since mass-average velocity can be estimated simply by measuring condensation
rates, or by applying the analogy discussed in the preceeding section. In
accordance with the boundary-layer analysis, mass-average velocity at the
Tiquid-vapor interface is given by:

B Cu_ AW g! (85)
i 7o [x1/4 o Sc (1 - wi]i'
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Aerosol fluxes estimated on the basis of (85) were compared to those cal-
culated from equation (68)., This comparison, presented as the ratio of calcu-
lated to estimated values in Table VII, shows the agreement to be fairly good
for conditions of large particle sizes and rapid condensation rates. For
smaller particles and Tower condensation rates, the influence of Brownian
diffusion becomes significant, causing the calculated deposition rates to de-
viate significantly from those that were estimated on the basis of equation
(85),

In all of the cases studied, the neglect of thermophoresis and the dif-
fusiophoretic correction factor caused the approximation to predict deposi-
tion rates lower than those calculated from the boundary-layer analysis. An
additional factor that caused the estimated results to fall below those of the
boundary-layer analysis was the assumption of one-dimensional behavior, which
precluded the assessment of particle transport arising from the longitudinal
component of velocity.

TABLE VII

COMPARISON OF COMPUTED AND ESTIMATED
DEPOSITION RATES

ha x1/4 Computed

Run mg x1/4 Estimated
1=1-.01 2.59
1-4-,01 1.27
1-16-.01 1.24
1-1-.05 1.44
1-4-,05 1.29
1=16-,05 1.29
1-71=,1 1.56
1=-4-.1 1.54
1-16=.1 1.54

Relative Contributions to Particle Transport by Individual Mechanisms

To conclude the foregoing discussion of the computed results, it is ap-
pripriate to examine the individual mechanisms of particle transport in terms
of their separate contributions to the total deposition process. Browian
diffusion is of particular importance in this respect, since it is the only
mechanism which depends strongly on particle size -- a property which is
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significant whenever heterogeneous aerosols are present. The aerosol fluxes
given in Table IV show a decreasing dependency on particle size as particle size
increases (diffusion coefficient decreases). For even larger particle sizes,
the results indicate that a 1imiting deposition rate is approached, which ap-
parently depends soleiy on the diffusiophoretic, thermophoretic, and flow
properties of the fluid,

Such behavior can be visualized further by considering the peculiar inter-
action of the Brownian diffusion process with other mechanisms of transport.
Diffusiophoresis and thermophoresis supply an influx of particles that force
a concentration gradient to become established which, in accordance with the
associated diffusion coefficient, will account for deposition at the pres-
cribed rate. From such behavior, one can assess the effect of small pertur-
bations in flow structure within the boundary layer. The resulting increase
in the apparent particle diffusivity will obviously affect the shape of the
particle concentration-profile. This change, however, will tend to occur in
a manner so as to accommodate the influx of particles, resulting in only a
minor change of the gross deposition rate.

In this context, the range of particle sizes chosen for study in the
present investifation should be mentioned., On the basis of previous studies[7]
this range was thought to fall on the lower portion of the expected spectrum ’
of particle sizes. Subsequent analyses, however, have indicated that the
sizes of aerosol particles existing under post-accident conditions may be
larger than expected previously. Regardless of this, the relative independ-
ence of deposition rates on particle size renders these considerations of
minor importance so far as gross rates of particle transport are concerned.

In preliminary computations performed durina this investigation, particle
transport rates were calculated assuming the thermophoretic effect to be
negligible. These results may be compared with those given in Table IV, to
assess the individual contribution of thermophoresis to the overall deposition
process. This comparison is shown in Table VIII, where the ratio of particle-
deposition rates, including and excluding thermophoresis, is given for each
of the runs.

The relative effect of the diffusiophoretic correction factor is also of
interest. Although this cannot be evaluated directly on the basis of results
obtained in the present study, some idea of its effect can be obtained by com-
parison of the individual velocity contributions in equation (9). Table IX
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TABLE VIII
EFFECT OF THERMOPHORESIS ON AEROSOL DEPOSITION RATES
-

Ratios of Deposition Rates

Including Thermophoresis ]

Run Neglecting Thermophoresis
1-1-.01 1.01
1-1-.05 1.03
1-1-.1 1.09
1-4-.01 1.04
1-4-.05 1.08
1-4-.1 1.09
1-16-.01 1.07
1-16-.05 1.08
1-16-.1 1.08

TABLE IX

ESTIMATED EFFECTS OF THE DIFFUSIOPHORETIC CORRECTION FACTOR

Particle Flux Ratio
[F]ux from Equation (10) ]

Run Computed Flux (Table IV)
1-1-,01 017
1-1-,05 .034
1-1-.1 .034
1-4-,01 .031
1-4-.,05 .034
1-4-,1 .034
1-16-,01 .032
1-16-.05 .032

1-16-,1 .032
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gives one such comparison, presenting the ratios of total particle fluxes to
those attributed to the diffusiophoretic correction factor alone. Here total
particle fluxes were taken from Table IV. Fluxes corresponding to the dif-
fusiophoretic correction factor were estimated on the basis of equation (10).
assuming unit y at the 1iquid-vapor interface. Because of the neglect of
axial contributions, the estimated effects of the diffusiophoretic correction
factor given in Table IX are expected to be somewhat lower than those en-
countered in practice.

From the foregoing analysis, one may conclude that of all the mechanisms
of particle transport, diffusiophoresis is of primary importance in determin-
ing deposition rate. Particle diffusion is important in establishing concen-
tration profiles, but is of minor importance in determining deposition rates,
except for cases where particle size is extremely small. Effects of the dif-
fusiophoretic correction factor and thermophoresis are of secondary importance,
each accounting for less than 10 percent of the total effect under the most
extreme conditions studied.

APPLICATION TO REAL SYSTEMS

In applying results of the boundary-layer analysis, one must examine the
significance of its idealities in light of real-system characteristics. The
characteristics of real systems are diverse, and cannot be considered in de-
tail here. Instead, the results will be applied for an extremely simple macro-
scopic system, with a subsequent discussion of ramifications arising when more
complex conditions are encountered. Such a discussion should form a basis for
further applications to individual systems, and provide an idea of the con-
ditions under which such applications are appropriate.

Such a system is shown in Figure 18, It consists of a right, circular
cylinder of length h and radius r. In accordance with the previous deriva-
tions, we assyme constant bulk, wall, and interface temperature, and laminar
behavior. Total aerosol, steam, and energy transport may be obtained by in-
tegrating equations (66), (67), and (68) over the vertical wall, hence,

3/4 i :
4 h [C 8 N'] particles (86)

Waerosol = 2™ 3 42 |i unit time
u
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FIGURE 18
SCHEMATIC OF SIMPLIFIED VESSEL
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and r
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_ g n3/4 Cou_ g (aW) mass
Wsteam = 27° 3 (1 - W) SC 5 unit time’ (87)
) 4 p3/4 CCou AT °  au W e gnepgy
Q = 2mr 3 Pr_ TS (1 -W) ; unit time® (88)

For an example, we apply these equations to a vessel wherein h = 40 ft.
= 10 ft, For conditions similar to those of run 1-1, wherein the aero-

sol loading consists of 10 0.1 micron particies per cubic foot, these give

particl
Waerosol = 2.63 x 103 BEEeSS, (89)
- pounds
Wsteam 23.7 hour °* (90)
- 1q- BTU
Q = 2.37 x 10" 7o (91)

Performing total material and energy balances for the system of mr2h ft3

volume, equations (89) and (90) lead to predicted instantaneous aerosol and

steam decay rates of 2.1 and 5.0%/hour, respectively. The corresponding rate
of temperature fall is about 3%”F/hr.

are:

Several criticisms of this application might be voiced. Among these

Transfer to the vessel ends has been neglected.

Perturbations of the boundary layer arising from the closed ends have
been assumed unimportant.

Upwelling of the fluid in the center of the vessel is assumed to have neg-
ligible effect on material and energy fluxes.

The possibility of transition to a turbulent boundary layer is neglected.

Any nonuniformity in interface and bulk properties is assumed to be
negligible,

Any subsaturation of the bulk mixture is taken to be negligible.

Transient effects are neglected throhgh assumption of a quasi-steady
state.

Most of these criticisms are not serious. Transfer to the ends of the

vessel can be estimated roughly by assuming 1ts effect to be proportional to
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the ratio of head area to total area. Because of the large ratio between
vessel height and boundary-Tayer width, end effects are expected to be neg-
ligible. Upward fluid velocity is small in most cases[g], and the effect of
axial velocity on radial heat and mass transport is of secondary importance,
anyway, The assumption of constant surface and bulk properties has been shown
to be reasonably valid in several containment experiments[g]; and subsatur-
ation, although it undoubtedly does tend to occur, is negligible for all prac-
tical purposes.

The assumption of a quasi-steady state implies that the time-rate of ac-
cumulation within the boundary layer is small compared to rates of gross trans-
port -- a condition that undoubtedly is met for all systems of reasonably large
size. Applicability of the quasi-steady state assumption allows transient
response to be predicted simply in a totally satisfactory manner. This is
accomplished by combining wall transport rates with total system balances, and
stepping off in incremental elements of time,

Neglect of turbulent transport is undoubtedly the most serious of all the
criticisms listed. For energy and steam transport, where molecular diffusiv-
ities are relatively high, this problem can be circumvented by using the pre-
viously mentioned empirical correlations and ana]ogies,[8] Because of funda-
mental differences in transport mechanisms, however, such analogies cannot be
applied to determine particle transport rates in turbulent boundary layers.
Provided that particle transport rates in the turbulent boundary layer are known,
they can be combined with those for the laminar boundary layer using standard
methods, and composite behavior can be defined. In this respect, a large
portion of the applicability of the present work will be realized only after
further work is accomplished in analyzing turbulent deposition. Theoretical
and experimental work regarding mechanisms of deposition in turbulent boundary
layers is practically nonexistent at the present time. Accordingly, acqui-
sition of such information would significantly increase the level of under-

standing of natural-process removal,

Further complexities in the macroscopic system, such as internal struct-
ures, transient sources, and nonideal geometries, will obviously complicate
natural-response analysis. Here, the judgment of the person performing the
analysis is of great importance to its success. In the event that proper
judgment is exercised, however, the results presented in the previous sections
should be useful to the basic analysis.
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CONCLUSIONS

Boundary layer equations have been formulated and solved which describe
aerosol transport in a laminar condensing-steam system. These solutions
are presented as profiles of velocity, steam concentration, aerosol con-
centration, and temperature. From the solutions one may compute wall

fluxes for use in analyzing the transient response of post-accident con-
tainment systems,

For steam=air mixtures adjacent to a vertical wall, laminar and turbulent
boundary-layer flow regimes occur under the following conditions:

transitional
Taminar « 1.5 x 108 < Gr > 1.5 x 1010 » turbulent.
Approximate particle-deposition trajectories have been computed. These
indicate that a large portion of particles entering the Taminar boundary

layer will deposit down-wall, where turbulent or transitional conditions
exist, )

There is a tendency for the boundary-layer region to become subsaturated.
This will result in a similar tendency for the bulk mixture to become sub-
saturated, owing to the simultaneous heat-transfer - mass-transfer pro-
cess. This implies that other types of heat sinks, such as cold sprays,
also will tend to cause subsaturation of the bulk mixture.

Use of the heat-transfer = mass-transfer analogy in conjunction with ex-
perimental heat-transfer data is an accurate means for estimating conden-
sation rates in laminar boundary layers. Such an analogy is probably valid
for turbulent boundary layers as well,

Diffusiophoresis is the predominant factor in controlling aerosol deposi-
tion rates. Both thermophoresis and the diffusiophoretic correction term
are responsible for only about 10% of the total deposition rate, even under
the most extreme circumstances studied. Brownian diffusion does not in-
fluence the rate of particle deposition except for conditions where very
low condensation rates and fine particle sizes are encountered.

An approximate, one-dimensional analysis, which assumes particles to be

deposited with the mass-average velocity of the fluid, has been compared
with the computed results. This analysis gives deposition rates that are -
from 20% to 60% lower than those predicted from the boundary-layer theory,

depending upon physical conditions of the system.
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TABLE OF NOMENCLATURE

Constant defined by equation (46).
Constant defined by equation (47).
Concentration, 1b-moles/ft3,

Constant defined by equation (27).
Specific heat of gas mixture, BTU/1bm °F,
Specific heat of air, BTU/1bm °F,
Specific heat of steam,BTU/1bm °F.
Aerosol diffusion coefficient, ft2/hr.
Air-steam diffusion coefficient, ft2/hr.
Dimensionless variable defined by equation (25).
Gravitational acceleration, ft/hr2,
Grashoff Number, defined by equation (2).

Height of test vessel, feet, also heat-transfer coefficient,
BTU/ft2hr °F,

Thermal conductivity, BTU/ft hr °F,

Mass transfer coefficient, 1b-moles/hr ft2.

Distance down wall, feet.

Interfacial flux of energy away from wall, BTU/ft2 hr,

Interfacial flux of energy through gaseous boundary Tayer by con-

duction, BTU/ft2 hr.

Interfacial flux of aerosol particles away from wall, particles/

ft2 hr,

Interfacial flux of steam away from wall, Tbm/ft2 hr,
Molecular weight,

Aerosol particle concentration, particles/ft3.
Nusselt number, (local) hL/k.

Total pressure, 1bf/ft2,

Prandt1l Number,

Constant defined by equation (44).

Interfacial flux of energy away from wall, BTU/ft2 hr. qt =

Radius of test vessel, feet.

Schmidt Number, Dpp/v.

Sherwood Number, (local) kyL/c Dag.
Temperature, °F.

Down-plate mass-average velocity, ft/hr.
Outward, normal mass-average velocity, ft/hr.
Mass fraction of steam,
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Deposition rate, 1b/hr, or particles/hr.
Distance variables defined in Figure 1.
Constant defined by equation (43).
Liquid-film thickness, feet.

Operator denoting the difference between bulk and interfacial con-
ditions.

Transformation variable defined by equation (26).
Latent heat of vaporization of water, BTU/Tbm.
Dynamic viscosity, 1bm/ft hr.

Kinematic viscosity, ft2/hr.

Normalized mass fraction of water, w-wi/w&-wi.
Density ratio, o_/p- |

Density, 1bm/ft3,

Variables defined by equations (40) and (41).
Normalized temperature, T-T/T_-T4.

Specific heat ratio, Cp/Cpm.

Specific heat difference, (pr-Cpa)/Cpm.
Viscosity ratio, u/u_.

Stream function defined by equations (24a, b).
Normalized particle concentration, N-N;j/N_-N;.

Subscripts

[<p N @ TS -

= &+ T ™ —

Air

Diffusiophoretic correction
Gas

Interface

Liquid

Aerosol particle
Thermophoresis

Water
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APPENDIX 1
COMPUTER NETWORK AND DIFFERENCE EQUATIONS

Finite-Difference Approximations to the Particle-Transport Equation

The finite-difference approximations used for solution of equation (39)
were written with respect to the increment spacing shown in Figure A-1.

I = 1T 2 3 . . NSHIFT NSHIFT+1 NSHIFT+2

h g

FIGURE A-1
INCREMENT SPACING FOR FINITE DIFFERENCE APPROXIMATIQONS

These are:

T(n = h) A(I) + T(n) B(I) + T(n + h) C(I) = 0 (A-1)
for I < NSHIFT,

T(n - g) A(1) + 7(n) B(I) + T(n + g) C(I) = O (A-2)
for I > NSHIFT, and

T(n = h) A(I) + 1(n) B(I) + (n +g) C(I) = O (A=3)

for I = NSHIFT, where NSHIFT is the index where grid enlargement takes place.

The coefficients in equations (A-1) through (A-3) are given as follows:
For 1 < I < NSHIFT and NSHIFT < [ < N,

_ L £(1))

A = - - A-4
o ( (an)2  28n | (h-8)
B(1) - ((Z?)?— zz(x)), (A-5)

and
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where L = B Sc/vw, and N is the uppermost index of I. Here An = h for
1 < I < NSHIFT, and An = g for NSHIFT < I < N. For I = NSHIFT the coeffic~
ients are given by:

- £, (1)
AL = - htég +ﬁg) gzzh z (A-7)

and

_ Lh-9g) 2L, _ Ii{l) i
c(I) PR + T 2 (A-9)

The finite-difference equations were solved by expressing them and their
boundary conditions in terms of a tridiagonal matrix, which was solved in turn
to obtain the corresponding upsilon values.

Schematic Analog Network

The Analog-Computer network used for solution of the boundary Tayer prob-
lem is shown in Figure A-2., The symbolism is defined as follows:

= potentiometer

1]

Tinear amplifier

high-gain amplifier

integrator
multiplier

O
>
&
>
X>-
[:::;>= divider

O

Scale Factors for Analog Solutions

trunk Tine to (or from) digital computer.

Table A-1 gives scale factors used for each of the analog-computer runs.
Scale factor is defined as an absolute value of the number that, when multi-
plied by the value of the computed variable, will give the analog-computer
voltage corresponding to that variable. The letters given in Table A-1 cor-
respond to those shown in the network in Figure A-2,
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ANALOG-COMPUTER NETWORK




Run

0,5-1
0.5-2
0.5-4
0.5-8
0.5-16
1-1
1-2
1-4
1-8
1-16
2-1
2-2
2-4 -

2-16
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TABLE A-1
SCALE FACTORS FOR ANALOG-COMPUTER SOLUTIONS
Scale Factors

A B D E G I K
7000 3333 400 500 500 20,000 100,000
3000 2500 400 500 400 10,000 40,000
2000 2000 300 400 350 5,000 15,000
1000 1300 250 300 250 2,500 7,000
600 1000 250 300 250 1,400 3,000
5000 3333 400 500 500 15,000 80,000
3000 2500 400 500 400 7,500 30,000
2000 2000 300 400 350 5,000 15,000
1000 1300 250 300 250 2,000 5,000
600 1000 200 300 250 1,100 2,000
5000 3333 400 500 500 10,000 50,000
3000 2500 400 500 400 7,000 20,000
2000 2000 300 400 350 3,500 10,000
1000 1300 250 300 250 1,800 4,000
600 1000 200 250 200 1,000 2,000
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APPENDIX 2
TABULATED VALUES OF £; AND I,

Values of z; and z, were taken from the hybrid-computer output and in-
terpolated to correspond to common values of n. The interpolant values are
given in Table A-II. Values of z; do not include the factor

2 B Sc ¢]’
vq)u

o

because of its dependence on particle characteristics. This factor is so
small that it does not affect the values of I; significantly, and can be
ignored for all practical purposes.

One should note that the six-place decimals in the computer output do
not imply that the results are this accurate. Error estimates for the tabu-
lated values are given in the DISCUSSION OF RESULTS section of the main
report.
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APPENDIX 3
PHYSICAL PROPERTIES

Physical properties of steam-air mixtures were obtained through combin-
ation of the pure component properties using recommended methods. The sources
and combination methods are Tisted as follows:

Saturation conditions -- Taken from steam data given in the Electrical Research
Association 1967 Steam Tables, Thomas Nelson, Ltd., Edinburgh, (1967). Dalton's
law and the ideal-gas relationship were utilized for determining mixture prop-

erties,

Viscosity values =- Taken from NBS - NACA Tables of Thermal Properties of Gases.

Mixture properties estimated by the Wilke method, as described in R.C. Reid
and T.K. Sherwood, The Properties of Gases and Liquids, McGraw-Hi1l, Inc., New
York, New York, p. 199 (1958). (Hereafter referred to as R&S).

Specifie-heat values -- Taken from NBS-NACA Tables of Thermal Properties of Gases.

Mixture properties estimated by weighting individual properties with the cor-
responding mass fraction.

Thermal-conductivity values -- Taken from NBS-NACA Tables of Thermal Properties

of Gases. Mixture properties estimated by method of Lindsay and Bromley as
described in R&S, p. 240.

Mutual-diffusion-coeffrcient values -- Taken from physical data interpolated
by E.A. Mason and L. Monchick, "Survey of The Equation of State and Transpert

Properties of Moist Gases," 1963 International Symposium on Humidity and

Moisture, National Bureau of Standards, Washington, D.C., (1963).

Aerosol diffusion-coefficient values -- Calculated from the (corrected) rela-

tionship given by C.N. Davies, Aerosol Science, Academic Press, New York, New
York, p. 408, (1966).

Physical properties estimated by these methods are listed in Tables A-3
and A-4,
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TABLE A-4
VALUES OF g USED FOR CALCULATION*

B

RUN ft2/hr
1-1-.,01 0.00127
1-4-,01 0.00126
1-16-.01 0.00125
1-1-,05 0.0000651
1-4-,05 0.0000650
1-16-,05 0.0000643
1-1-.1 0.0000217
1-4-,1 0.0000216
1-16-.1 0.0000214

* Defined as g = (D¢u)avg’ where (D¢u)avg = 5
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