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I. Molecular Geology

Since they first puzzled over the geometric regularity of faceted
crystals, geologists have been striving for a molecular-level
understanding of the processes that control the transformation
of earth materials. The relative lack of success in this endeavor
can be revealed by asking why, if everyone knows what a “mole-
cular biologist” is, there is no such corresponding occupation as a
“molecular geologist.” That this should be so is even more surpris-
ing considering the vast amount of effort devoted over the 20th
century to the determination of thousands of crystal structures of
minerals of geological importance. Up through the 1970s every
geology department in a major research university had at least
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one specialist in X-ray mineralogy and crystallography. Roughly
contemporaneous with the understanding of plate tectonics, geol-
ogy had completed a remarkably comprehensive database of the
crystal structures of thousands of minerals making up the Earth’s
crust and the more remote mineral assemblages making up the
Earth’s mantle. Uncovering the fundamental atomic structures of
earth materials should have had the same transformational effect
on geology that, for example, protein crystallography had on
biology. The most basic and most interesting questions, such as
the motions of tectonic plates, the rates of dissolution and weath-
ering of rocks at the earth’s surface into primary oxides and clay
minerals, the process of replacing and preserving biological mate-
rials with minerals on deep time-scales, and the fractionation of
isotopes during establishment of the earth’s rock record have a
molecular component that is no less central or less fascinating
than those underpinning biological processes.

Many of these questions are not purely academic. For example,
it is well known that ice bubbles trapped in ice sheets such as the
one covering Greenland and Antarctica can be used to reconstruct
the composition of earth’s atmosphere over the past 750,000 years
(I). Because atmospheric COy levels have never exceeded 300
ppm during that time, society is now concerned with the 380
ppm CO; levels found in the atmosphere today. However, a
million years is a relatively short time scale for geological
processes. There are techniques that can probe, indirectly using
carbon and boron isotopes, atmospheric CO5 concentrations on
much longer 10-100 million-year timescales and indicate that
PCOy, levels may have been 10—-15 times higher over a significant
fraction of the past 650 million years of earth history during
which complex life has evolved (2). Effective use of such methods
depends on increasingly detailed molecular-level knowledge of
how the carbon and boron isotope signatures are imprinted in
minerals.

Beginning with a pioneering paper by Gibbs (3), computa-
tional chemistry and computational mineral physics have been
used extensively in the geosciences. Computational chemistry is
much more central to molecular-level geology than it is in
molecular biology. Of course, computational chemistry has
made important contributions to molecular biology, but
molecular biology could, and did, evolve without the field of
computational chemistry. It is not clear that this is the case in
molecular geology, where the entire context of a molecular-level
understanding is often based on computational models of pro-
cesses that are thought to occur at mineral-water interfaces,
grain boundaries, or dislocation cores. Partly this is because
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molecular geology evolved somewhat later than molecular biol-
ogy, and happened to coincide with the rise of computational
chemistry in the 1970s and 1980s. More importantly, the central
role of computational chemistry in the earth sciences arises
because molecular-level characterization of interfaces, where
much of the action takes place in geological phenomena, is a
more difficult problem than determination of the molecular
structure of, for example, proteins. Obviously, both proteins
and minerals can be crystallized. In fact, one of the earliest
studies in protein crystallography was a collaborative effort
between a physiologist and a mineralogist, resulting in a
remarkable collection of hemoglobin crystals collected from
hundreds of different species (4). That a physiologist should
seek aid from a mineralogist in searching for a more fundamen-
tal molecular understanding of biological processes seems ironic
now, and pointedly highlights the divergence of research
directions in each of these fields since that time.

Because mineral transformations are often governed by sur-
face phenomena, geologists are only now beginning to resolve
surface structures at a sufficiently fine scale to think about
potential molecular-level processes. When structural details
are resolved, after great effort, it is often difficult to connect
this detail to any mechanistic understanding of a geological
process, because only a static picture of the process is achieved.
Part of the reason for the difference in focus on molecular
processes in geology and biology may reflect the fact that
because the whole point of protein structure is function, the
structures are often much more directly suggestive of function.
For proteins and nucleic acids, the need computational chemis-
try to guide the connection between structure and function may
not be as crucial as it is for earth materials. Furthermore,
geological processes often operate on much longer timescales
than those that are of interest to biology, ultimately meaning
that the long-term evolution of geological micro or nano struc-
ture could depend on small structural details whose conse-
quences only become apparent on long time scales. Progress in
understanding earth materials at a molecular level is strongly
dependent on advances in computational chemistry.

[Il.  Modeling Tools for Geochemical Systems
While there is a long history of using parameterized force fields to

study minerals (5), molecular modeling of reactive processes,
involving coupled ligand, proton, and electron-exchange reactions
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in aqueous media requires flexible capabilities. Since Car and
Parrinello’s paper in 1985 (6), there has been rapid progress in
direct dynamics with forces calculated from electronic structure
calculations, but these techniques are still computationally too
expensive for routine modeling tasks on polynuclear ions and
surfaces. Progress on practical research problems in geochemistry
is much faster if there is a parameterized model with sufficient
flexibility to simulate these coupled processes at a reasonably
accurate level. By “conventional” molecular dynamics (MD) it is
meant that the interatomic interactions can be expressed as
distances, angles, torsions, etc., between pairs, triplets, quadru-
plets, etc., of atoms. Many, or even most, definitive, quantitative
calculations will still require electronic structure calculations;
however, design of expensive “ab initio” numerical experiments
can be much more effective if there exists a molecular modeling
capability for large systems and, maybe even more important,
rapid simulations for small systems, which can be completed on
time-scales that are nearly interactive.

For interfacial systems, potential functions should ideally be
transferrable from the gas-phase to the condensed phase.
Aqueous—mineral interfaces are not in the gas phase (although
they may be close, see (7)), but both the water molecules and the
atoms/ions in the substrate are in contact with an environment
that is very different from their bulk environment. The easiest
“different environment” to test, especially when comparing with
electronic structure calculations, is a vacuum, so there is likely to
be a great deal of information available on either the surface of
the solid or the gas-phase polynuclear ion or the gas-phase aquo
complex (i.e., Fe(H50)e?*, CO5(H50)62"). The gas-phase transfer-
ability requirements on potential functions are challenging, but it
is difficult to imagine constructing “effective” potential functions
for such systems without using gas-phase systems in the con-
struction process. This means that any water molecules used on
these complexes must also “transfer” from the gas phase to the
condensed phase. A fundamental aspect of this transferability is
polarization.

A. PotreENTIAL ENERGY FUNCTIONS

The potential model for water used in our work is taken from the
work of Stillinger and David (8) (SD) as modified by Halley and
co-workers (9) (HRR). Models for water that are capable of hetero-
lytic dissociation into ions OH™ and H" could take two different
approaches. Probably the best approach, promising but not yet
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broadly applied to aqueous systems, is to assign environment-
dependent charges governed by the principle of electronegativity
equalization (10). An earlier approach, the one taken by Stillinger
and David, is to treat the water molecule as having formal +1
and —2 point charges on the proton and oxide ions, respectively,
essentially creating an ionic model for water of the type that is
used to model molten salts and oxide minerals (11). The oxide ion
is polarizable, and, unlike many polarizable water models, the
dipole moment of the oxide ion responds to the electric field of the
protons within the molecule. If the oxide ion is assigned a polar-
izability of 1.444 A% and experiences the full-charge dipole inter-
action of a +1 proton at 1 A, the induced dipole moment will be too
large, and the overall moment too small, compared to the known
dipole moment of a gas-phase water molecule (1.85 D). Stillinger
and David therefore introduced a smooth cutoff function, which
multiplies the charge—dipole interaction and reduces it at short
range. The parameters are chosen such that the gas-phase dipole
moment is exactly 1.85 D. Halley and co-workers implemented a
short-ranged angle-dependent potential to recover the gas-phase
vibrational frequencies for the isolated water molecule. The
potential expressions are given as follows:
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vector on the oxygen. The functional form of the O—H interaction
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where ro__ and 0, are the desired bond length and bond angle in
the water molecule. These parameters are chosen such that the
isolated water molecule has the correct vibrational frequencies.

TABLE I

PoTENTIAL PARAMETERS FOR WATER MODEL

Aoo 2.02 apon -0.640442

Boo 1.35 brOH 0.019524
CHOH —0.347908

aon 10.173975 duon —-0.021625

CoH —0.473492 0o 104.45

don 0.088003

€oH 16.0 aqu 1+

fOH 1.3856 Jqo 2—

gou 0.01 )

hon 48.1699 o 1.444 A3

PoH 3.79228

SoH 3.0

ton 5.0

T 0.9584

When used in conjunction with Equations (1 through 6),
energies in e’/A are generated. For reference, the water
molecule at equilibrium geometry has an energy of 3.11595 e*/A
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Table I lists the potential parameters in units of e (charge), A
(length), and e%A (energy).

In the HRR model, O-O interactions were chosen to reproduce as
closely as possible the O—O radial distribution function (12), the
oxygen—oxygen distance in the water dimer, and the water dimer
binding energy. For the HRR model, the ambient pressure at room
temperature is about 0.7 GPa. It can be adjusted to zero pressure
by changing the Boo coefficient to —1.35; however, the dimer bind-
ing energy is then too high (11.7 kcal/mol) and the O-O distance in
the water dimer is then too close (2.75 A). This is, in a sense, the
price that must be paid for insisting on gas-phase to condensed-
phase transferability. The average water dipole moment at 300 K in
pure water is close to 3.0 debye, in good agreement with estimates
from density functional methods (13); thus the model passes prob-
ably the most important test of gas-phase to liquid-phase transfer-
ability. The proton in water yields a mixture of Eigen and Zundel
H;0,* structures, whereas the hydroxide ion yields a subequal
mixture of OH(H50)3~ and OH(H50),™ species (14).

The next step was to extend the model, keeping the same oxide
ion as used in the water, but adding other cations beyond H*. The
goal was to find a sufficiently flexible metal-oxygen interaction
function for the potential to describe both the aquo ion in aqueous
solution and the bulk metal oxide structure as accurately as
possible. Following (15), the first extension was to iron oxide
fitted to quantum mechanical calculations on the Fe®*—H,0
potential surface. The functional form allows for polarization of
bound water molecules by the M>* ion. This polarization opposes
the contribution of the protons to the induced dipole moment of
bound water molecules. The total dipole moments of the bound
water molecules are thus larger than that of unbound water
molecules. In (15) it was shown that the enhanced (repulsive)
dipole—dipole interaction among bound water molecules is an
important many-body effect in stabilizing octahedral coordination
for Fe?*(aq). The functional form of the M—O interaction is

N —Br.oTFe C’FeO DFeO qreqo
Oreo(TFe0, o) = Z ZAFeOe FeOTRO ———= + —o— +
Fe O TFeo  TFeO T'FeO

e [ ? e
‘f’wsFeO(rFeO) (7)
T'Fe0
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TABLE II

PoTENTIAL PARAMETERS FOR CATIONS

Ions Anmo Bmo Cwmo Dwmo Emo Fumo
Fe(2+/3+) 1827.7 4.925 -2.136 —74.680 1 1.8
Na(+) 450.0 3.600 17.0 3.2 1.9
C(4+) 4933.9 6.35 8.52 1.5 2.738 1.20664
Si(4+) 220.0 4.17 4 1.4
P(+) 120.0 3.75 4 1.35
Nb(5+) 638.39 3.94 1.84 3.63 1.78
S(6+) 85 3.6 4 1.35
Cr(6+, 5+, 4+) 248.05 3.678 1.234 1
ClI(7+) 85 3.6 4 1.35

Parameters for Fe, as well as some other cations discussed
below, are given in Table II. The parameters may be applied to
either Fe?* or Fe3* simply by changing the charge.

B. OsraiNniINgG MoDEL PARAMETERS

It has also been possible to make reasonable models for oxya-
cids HCIO4, HQSO4, HQCI'O4, H3PO4, H4SiO4, and H2C03 by
treating these species as having central cations with the full +7
(CD), +6 (S, Cr), +5(P), and +4(Si,C) formal charges. Since common
reactivity trends for these acids are directly related to the
“cation” charge, the relative acidities of the species will be at
least qualitatively correct when building the potential functions
around an ionic framework. The parameters for these species,
along with those for Fe**?* and Na*, are given in Table II. For
the oxyanions ions, we carry out quantum mechanical calcula-
tions for protonated, deprotonated, hydroxylated, and dehydroxy-
lated forms of these ions, and fit the parameters to the structures
and energies determined from quantum mechanics. A typical set
of test molecules relevant to the carbonate system is shown in
Fig. 1.

The “gas-phase” model would then be tested on condensed
phases. In the case of the carbonate ion, the parameters can be
used to examine the structure of COy(aq), CO3%(aq), and HCO;
(aq) as well as the structure of, for example, siderite FeCO3 and
nahcolite Na(HCO3). For the aqueous species, the most instruc-
tive comparisons are with the results of ab initio molecular
dynamics studies of solvated ions, where the radial distribution
functions can be used to check the extent of solvation. Fig. 2, for
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HCO,™ = COz2 + H* .
100 (475) H,COg = HCO5™ + H
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Fic. 1. Molecule training set for fitting potential function para-
meters for the carbonate system. Red atoms are 0%, black atoms are
C*, and pink atoms are H*. Bond lengths from C** to O?" are given in
angstroms. Energies for transformations between the different species
are given in kcal/mol.

example, shows the radial distribution functions obtained with
the parameterlzed model compared with AIMD in the CO,,
HCO5~, CO5* systems. It is important to keep in mind the pur-
pose for which the potential function is designed. For example, for
the perchlorate ion, the goal may be only to create a large, poorly
complexing, highly acidic anion with the appropriate charge.
Creating a model for the carbonate ion could be much more
challenging, as one needs to account as correctly as possible for
the relative energies of multiple protonatlon states as well as
conversion between CO, and CO32™ carbon coordination states.
The strategy for fitting parameters can obviously vary from
system to system. The task is to produce a model that is capable
of describing the wide variety of protonation and coordination
states experienced at surfaces and in polynuclear ions. It makes
sense to start with structures having coordination environments
that may be very different from the regular environments
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Fic. 2. Radial distribution functions compared between ab initio
molecular dynamics (CPMD) and the parameterized molecular
dynamics model (MD). Multiple traces for the CPMD calculations repre-
sent repeated molecular dynamics calculations.
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experienced in bulk condensed phases, and then checking that
these models also give reasonable results for the more regular
coordination environments. For this purpose, the structures and
energies of quantum mechanical calculations on small molecules
provide a manageable, unbiased data set from which to start
when fitting the model. Evaluation of model predictions for
these quantities is very rapid, so an investigator can get at least
a preliminary model in one or two working days.

The choice of the exchange correlation functional in the density
functional theory (DFT) calculations is not very important, so
long as a reasonable double-zeta basis set is used. In general,
the parameterized model will not fit the quantum mechanical
calculations well enough for improved DFT calculations to actu-
ally produce better-fitted parameters. In other words, the differ-
ences between the different DF'T functionals will usually be small
relative to the errors inherent in the potential model. A robust
way to fit parameters is to use the downhill simplex method in
the parameter space. Having available an initial set of para-
meters, taken from an analogous ion, facilities the fitting
processes.

As an example application, the fitting of parameters for the
Nb®*—0?" interaction is described. This model has been used to
find potential oxygen exchange pathways in polyoxoniobate
anions (16). Fig. 3 shows the molecules used to fit the potential
function parameters and gives the model parameters, as well as
those calculated using DFT with the BP86 functional and the
DZVP basis set. The resulting model is then used to predict the
structure of the Nb1oO95% ion in solution, shown in Fig. 4, which
also provides a comparison between the model bond lengths and
bond lengths calculated quantum mechanically in continuum
solvent. Other than the terminal oxo bonds being too long, the
overall structure of the Nb1oO95° (decaniobate) ion is well repro-
duced by the ionic model.

Even if it is decided that large-scale AIMD or QM/MM studies
are required for a particular system (for example, to obtain a
more accurate description of the terminal oxo bonds in the decan-
iobate anion above), the ionic model produced using the above
techniques can often serve as a baseline for a better understand-
ing of the more accurate calculations. For example, there is no
point in calling on complex rehybridization schemes to “explain”
the difference in bond length between the Nb;— u'20 (1.87 A)
and Nbo—1'20 (2.12 A) bonds if these same features can be repro-
duced with the simple ionic model. If, for example, the “rattling”
of the Nb°* ion in an octahedral oxygen coordination geometry
that is slightly too large for the ion is a key aspect of the reaction
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Fic. 3. Molecules used to fit potential parameters for Nb®*-O?" inter-
actions. Atoms are as in Figure 1, except that the small green atom is
Nb°*. DFT calculations are compared with model predictions. Model
predictions are given in parenthesis in blue text. Bond lengths are
given in angstroms, and reaction energies are given in kcal/mol.

pathways for oxygen exchange, the parameterized model, which
can account accurately for the relative radius ratios, should be
capable of revealing these pathways. Comparing an electronic
structure calculation with the simpler model can often make the
advantages of the electronic structure approach more immedi-
ately apparent.

lll. Example Systems

A. BROENSTED AciD—BASE REACTIONS
A.1. Ion hydrolysis

Hydrolysis of water molecules induced by ions in aqueous
solution or at the surfaces of minerals or polynuclear ions is a
fundamental aspect of most dynamic processes taking place at
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Fic. 4. Decaniobate Nb;oOgs® ion. Symmetrically equivalent oxygen
atoms are shown in different colors. The niobium ions are labeled 1, 2, 3,
as shown in the Figure. The oxygen atoms are then labeled with respect
to the numbers on the niobium atoms, and whether they are bridging (1)
or terminal (n). Bond lengths are compared for density functional theory
in continuum solvent versus model predictions as averaged over a
molecular dynamics simulation in water. DFT-calculated bond lengths
are above, and model predictions are below, given in angstroms.

oxide—water interfaces. Trivalent cations are often extensively
hydrolyzed in aqueous solution according to the reaction:

M(H,0)3" -M(OH)® ™" + nH* (9)

In dilute solutions, these reactions produce a series of M(OH),
(n=1-4) hydrolysis species with populations that depend on
solution pH (17). Hydrolysis chemistry is fundamental to the
behavior of trivalent metal ions in water as the extent of hydro-
lysis governs the polymerization of metal ions into extended
structures that eventually crystallize into secondary oxide and
oxyhydroxide minerals and clays. When building a general
capability to simulation geochemical reaction mechanisms,
hydrolysis is the place to begin. If the hydrolysis equilibria of
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the cations are not qualitatively correct, the utility of the mole-
cular model will be extremely limited. Note that in constructing
the model, the gas-phase proton affinity of the M(OH)?** ion can be
checked against electronic structure calculations. For example,
for the M=Fe®* model referenced above, the gas-phase proton
affinity is 40 kcal/mol. This is quite a bit higher than the range
of values calculated for Fe(OH)?* from ab initio theory 20—30 kcal/
mol (18,19) but very close to the value calculated for AI(OH)?*.
The correlation with size-charge ratio for these ions is known to
be poor (witness the lesser acidity of the smaller Al>* ion). Despite
the fact that DFT calculations were shown to correlate very well
with acidities, the electronic structural reasons for the trends
observed in the acidities of the trivalent ions are unclear. Until
the underlying reasons for these trends are better understood,
the Al3*-like value of 40 kcal/mol must be accepted, realizing that
we are not now really talking about “iron” but a model trivalent
ion. Such disagreement may result, from using the same oxygen
properties, for example, polarizability, in both the aluminum and
iron aquo ions.

In (20) the titration of a model Fe®* ion in solution was simu-
lated with the Fe®**—O—H MD model described above. Because of
the way the model is designed, allowing hydrolysis reactions to
occur spontaneously, the distribution of the M(OH),, species can
simply be recorded as a function of the amount of protons and
hydroxide ions added to the solution. The simulations are used to
find the distribution of hydrolysis species in a neutral solution
and to determine how this distribution responds to added protons
or hydroxide ions in solution.

To adopt such an approach, there must be a sufficient number
of proton exchanges on molecular dynamics timescales for the
complexes to provide meaningful averages. Characteristic
exchange times for the Fe®* aquo ion are given in Table III. As
expected, there is a strong dependence on the protonation state of
the aquo ion. The characteristic time is expected to decrease with
increasing pH, as exchange from a hydrolyzed species would be

TABLE III

CHARACTERISTIC TIMESCALES FOR PROTON EXCHANGE

Conc. ([H+] or [OH-]) T picoseconds
0.022[H+] 133
0.003[H+] 175
0.0007[H+] 106

0.014[OH-] 57
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expected to be more rapid than from the fully protonated ion. The
results show a slight maximum between hydrogen mole fractions
Xys = 0.022 and X4y, = 0.0007, that is, the rate of proton exchange
actually increases with decreasing pH. A similar maximum in
Proton exchange rate as a function of pH has been observed in
H NMR spectroscopy on rhodium(IIl) in aqueous solutions (21).
The apparent pH of the neutral solution, in this case Fe(OH)3 in
878 water molecules, can be obtained by taking the observed
ratios of the hydrolysis species, for example, for the iron system,
the pK, for the first hydrolysis reaction

Fe®*=Fe(OH)*'+ H* (10)

is 2.2. If, for example, we observe in a solution to which n protons
have been added, that the ratio of Fe(OH)?*/Fe®* is nearly unity,
then the apparent pH would be nearly 2.2.

Each of the pK;,, pairs can be used to estimate pH* separately:
pKi1 = 2.19, pKis = 3.48, pK;3 = 6.33, and pKi4 = 9.6. From the
observed ratios of each pair of hydrolysis species, pH* can be defined:

pH* _ pKln + log {M(OH)n(3—n)/M(OH)(n_l)(3—n+1)} (10)

For the neutral systems, over the eight runs, the pH* estimated
from pK;, and the log[M(OH)**/M(OH)3] varies from 5.26 to 6.29
(average value = 5.5); pH* estimated from pK;3 and log [M(OH)3)/
M(OH)s] ranges from 6.13 to 6.93 (average value =~ 6.6); and
the pH* estimated from pK;3 and log (M(OH)3)/(M(OH)3) ranges
from 6.5 to 7.6 (average value ~ 7.1). These ratios should ideally
indicate neutral pH = 7.

When excess protons or excess hydroxide ions are added to the
solution, we expect the ratios of the hydrolysis species to shift to
more acidic or basic values. In Fig. 5, we plot the apparent pH of the
solution, as inferred from, on the acid side (where protons are added
to the solution), the logarithm of the ratio of the number of counts of
the Fe(OH)?* configurations to the number of counts of the hexaa-
quo complex, and, on the base side (where hydroxide ions are added
to the solution), the logarithm of the ratio of the number of counts
for Fe(OH), ™ to the number of counts of the Fe(OH); complex.

A.2. Effect of hydrolysis on electron-exchange between ferrous and ferric
iron in aqueous solution

The capability of the dissociating water model, augmented to
include metal-water interactions, to qualitatively describe the
process of ion hydrolysis can be applied to the problem of electron
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Fic. 5. Apparent pH* calculated through distributions of Fe(OH)**/
Fe?* (blue diamonds) and Fe(OH)y/Fe(OH); (brown squares), versus
the -log[H'] computed from the number of protons added to the solution
on the acid side, or from the amount of added hydroxide, taking K,=14,
on the base side.

transfer between ferrous and ferric iron in aqueous solutions.
Early studies showed that self-exchange rates increase by a factor
of 4- 5 as pH increased from 0—-2 and the fraction of hydrolyzed
ferric iron approaches half of the total ferric iron in solution (22).
The hydrolysis of the iron could affect the rate of electron
exchange in several ways. First, the reduced charge of the
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Fe(OH)** species should lower the potential of mean force
between the ferrous and ferric ions. Because it is easier for the
ferrous Fe?" aquo ion to approach the hydrolyzed ferric iron (per-
haps even forming an inner-sphere complex), electron exchange
between the two species should be facilitated. On the other hand,
in the absence of formation of an inner-sphere Fe(II1)-OH-Fe(II)
bridge, the presence of hydroxide in the coordination shell of the
ferric iron should make it more difficult for the ferric iron to accept
an electron because of the increased reorganization energy of the
hydrolyzed complex. Finally, the hydrolyzed ferric complex has a
more open pathway for accepting a hydrogen atom into the struc-
ture, for example, via formation of a H3O5 bridge that could
facilitate a hydrogen atom electron transfer mechanism.

In (23) the importance of the effects of increasing reorganiza-
tion energies and decreasing potential of mean force with increas-
ing pH was evaluated using previously developed computational
methods (24,25) and the hydrolyzing model for ferric iron
described above. A molecular dynamics calculation was carried
out for ferrous Fe,®* and ferric Feg®" ions in aqueous solution.
During the simulation, account is kept of the usual potential
energy for the “normal” Fe,®" and Fep®' state, as well as the
“reversed” Fe,®* and Feg?* state. The potential energy difference
for a given configuration between the normal and reversed states
can be identified with the reorganization energy for electron
transfer. On average, the water molecules are more strongly
polarized around the ion, so the potential energy of the reversed
charge state will be, on average, unfavorable due to the reorgani-
zation energy. By keeping track of the probability distribution of
reorganization energies, the free energy of electron transfer can
be computed. For example, a Gaussian distribution of reorganiza-
tion energies would correspond to a parabolic free energy surface
for electron transfer because the negative logarithm of a Gaus-
sian is a concave-upward parabola. By finding the probability or,
equivalently, the free energy for configurations with zero reorga-
nization energy (i.e., zero potential energy difference between the
normal and reversed states), the free energy of electron transfer
can be estimated.

How would the distribution of hydrolysis species fit into the
general picture of solvent fluctuations? Would the reorganization
energies, when resolved into contributions from Fe®*, FeOH?*,
FeOH,", form separate distributions, or would the hydrolysis
fluctuations be part of a “continuum” of solvent fluctuations? In
other words, is it more correct to regard the phenomenon of
hydrolysis, as far as its effect on electron transfer, from the
point of view of contributions from separate hydrolysis “species”
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or is it more correct to imagine the process in terms of a conti-
nuum of states, but with an increasing overall tendency to “trap”
the electron on the ferrous iron as the [OH] concentration
increases, analogous, in a sense, to the effect that would result
from increasing the dielectric constant of the solution in which
the transfer was taking place?

The results of the calculations, shown in Fig. 6, show widely
overlapping reorganization energy distributions for the different
hydrolysis species, and strongly support the idea that hydrolysis
should more properly be viewed is just another kind of solvent
fluctuation on a continuum of tgpes of solvent fluctuations. In
other words, there are many Fe°* configurations having reorga-
nization energies exceeding those of, for example, Fe(OH)s; in
fact, it is not easy to see any difference at all in the average
reorganization energies of each hydrolysis species. In terms of
the overall effect of pH on the self-exchange rate, the reduction of
the potential of mean force with increasing pH was balanced by
the increased reorganization energy due to hydroxide-induced
stabilization of the Fe?* ion. If the reduction of the potential of
mean force exceeds the increase in the reorganization energy, the
self-exchange rate would increase with increasing pH. This view
contrasted with the existing view that the observed increase in
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Fic. 6. Distribution of Fe*"/Fe3" reorganization energies found in
the MD simulation of electron transfer in a hydrolyzing solution of Fe3*
(the Fe?* could hydrolyze, but never does) at an apparent pH near 3.9.
The strongly overlapping distributions show almost no shift in reorgani-
zation energy as a function of hydrolysis, indicating that the hydrolysis
fluctuations lie on a continuum with all other solvent fluctuations.
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electron transfer rate with increasing pH was the result of a
particularly efficient hydrogen atom transfer pathway for
exchange between Fe(OH)?* and Fe?*.

A.3. Titration of a polyoxocation in solution

The extent of protonation of oxide surfaces has a fundamental
influence on virtually every aspect of their chemical behavior in
aqueous systems, governing dissolution/precipitation, sorption,
and redox reactions, and controlling the mobility and aggregation
state of colloidal-sized particles. The earliest approach to describ-
ing surface charging employed an effective “2-pK” model describing
the pH of zero charge of the surface (26). In conjunction with
assumptions about charge densities and surface capacitances, the
pH—surface charge relationship could be calculated from the two
pK,s of the model surface functional group (surface-OH3, surface—
OH, and surface-O"). Many investigators have supposed that a
better model of the surface could be obtained by explicitly taking
into account the crystallographic heterogeneity of the surface sites,
using the so-called “multisite” models (27). A molecular-level
understanding of surface protonation reactions begins with some
knowledge of which crystal facets define typical crystallite
morphologies for a given mineral. The crystals are then cleaved
parallel to these surfaces, several possible schemes for termination
of the crystal structure are identified and guesses are made con-
cerning the various types of oxide sites that will define the cleavage
surface given a certain surface termination recipe. The pK, for each
type of oxide site is estimated, and, given the relative surface areas
of the facets defining the idealized crystal, the surface proton
uptake and release can be estimated as a function of pH.

Here again, quantum chemical calculations can be used to
check the performance of the parameterized model on more
complex molecules, used as surrogates for surface sites on oxides.
Consider the Fe3(OH);(H50)¢*" molecule in Fig. 7. The deproto-
nation energy for the u3-OH site in this model molecule
was calculated using the generalized gradient approximation in
density function theory (DFT) and also with the conventional
Fe?*—O-H force field (28). Both calculations gave 179 kcal/mol,
showing that the model is capable of giving accurate results and
is properly accounting for the influence of multiple Fe—O bonds on
the acidity of the OH functional group.

The multisite surface complexation model (MS-SCM) by Hiem-
stra, Van Riemsdijk, and Bolt (27) was the first effort directed at
understanding the reactivity of an oxide surface in terms of hetero-
geneous array individual surface functional groups. These authors
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Fic. 7. Fe3(OH);(Hy0)s?* trimer used to compare gas-phase acidities
of m3-OH, groups between density functional theory and the MD model.
The MD model and GGA DFT calculations both predict a gas-phase
acidity of 179 kcal/mol.

used the concept of total “bond valence” as governing the pK,s of
individual oxide sites on an oxide mineral surface. A simple defini-
tion of bond valence could be the sum of the formal charge divided
by the coordination number (sometimes called the Pauling bond
strength) over all cations attached to the oxide ion plus the —2
formal charge on the oxide ion. Roughly, the greater the Pauling
bond strength contributed to the surface oxide ion, the more positive
the bond valence at the oxide ion, and the greater the acidity.
Parameterization of their MS-SCM model was based on an empiri-
cal relationship between the Pauling bond strength and pK,, for oxo
ions with known structure and pK,. An early molecular modeling
approach to this problem (29) used a parameterized molecular
model constructed for the aqueous Fe®" ion, showed that it gave
reasonable predictions for the crystal structures of o-, B-, and
v-FeOOH, and used the model to calculate the gas-phase proton
affinities of individual sites on several surfaces of goethite
(a-FeOOH). Using an empirical relationship between the gas-
phase acidities of Fe(H;0)s>* and Fe(OH); and the solution pKj,.
they were able to produce an MS-SCM by relating the calculated
gas-phase proton affinities to solution pK,.
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Although both of these approaches produced reasonable
results, there was no real control on the types of functional groups
present on the surface at the time, leading to difficulties in
evaluating the sensitivity to different surface terminations that
are to some extent chosen arbitrarily in the model. Early work
attempting to search spectroscopically for the existence of n-H50O,
u-OH, and u3-OH groups on iron oxide and oxyhydroxide surfaces
(30,31) were difficult to interpret, because there was no convin-
cing separation of the hydroxyl stretch frequencies that would
allow identification of the different surface functional groups.
Recent electronic structure calculations (32) show that the
stretching frequencies of the n-Hy0O, u-OH, and us-OH groups
are all within a few wave numbers of one another and would
have been impossible to see with the resolution available using
spectroscopic techniques in the 1970s.

The situation has improved with the advent of high-resolution
X-ray reflectivity studies (33) and high-resolution infrared spec-
troscopic methods (34) but most surface X-ray reflectivity studies
are interpreted using fractional site occupancies, indicating a
high density of defects on these surfaces giving rise to functional
groups of unknown local structure and mutual arrangement.
Knowledge of aqueous—mineral interfacial structures at the
functional group level remains a difficult and elusive problem
that may only be definable in a statistical sense. Even on simple
oxides like TiO5, which has been extensively studied both theore-
tically and experimentally, the populations of functional groups
on ultra-high vacuum systems with a single monolayer of water
molecules have not been determined unequivocally (35).

These difficulties created an incentive to focus theoretical
investigations on polynuclear ions, which were structurally well
characterized, and, though innovative experimental studies using
NMR to follow the dynamics of oxygen-isotope exchange pro-
cesses were beginning to yield unprecedented details of elemen-
tary reactions in aqueous solutions (36).

One of the first computational tasks was to simulate the depro-
tonation of the surface of the Al;o05(OH)56(Ho0)o6'®" (Alsg) ion
and the Al;3504(OH)94(H50):57* (Al;3) ion using the techniques
similar to those used on the Fe*" ion described above. The struc-
ture of the Alsg ion, shown in Fig. 8, has been determined through
X-ray diffraction studies on the sulfate hydrate salt (37,38). A
fully protonated Alsy ion was immersed in a solution of 18 per-
chlorate ions and brought to an equilibrium protonation state,
where, in the neutral solution, it lost two protons, one from each
of the S4 waters, illustrated in Fig. 8. Addition of hydroxide ions
to the surrounding solution induced further deprotonation of the
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Sets of bound waters Sets of u—OH

Fic. 8. Alsy'®* (a) and My3°* (b) polynuclear clusters. Sets of different
oxygen sites (some are not shown) grouped together for identification. In
the representation of the bridging hydroxide ions on the right, the
doubly bridging sites (u—OH) are shown with white circles and the triply
bridging sites (u3—OH) are shown in gray with identifying numbers in
italics. The tetrahedral metal in the center of each 8-13 unit is shown in
orange.
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Fic. 9. Variation of water density around the Ms'®* cation. Sites
labeled S5 and S4 use the same numbers as used in Figure 8.

ion. The next sites to deprotonate were the four S5 waters, fol-
lowed by the S1 and S2’ sites. From an experimental point of
view, the major problem is that these ions cannot deprotonate
very much before they become unstable to flocculation, so the
titrations can only take place over a limited range of pH. Experi-
mental measurement of the acidometric titration of the Alsg ion
was reported in (39). Increasing pH above pH=4 led to two pro-
tons being lost by pH 5, with loss of an additional six protons by
pH=5.5, followed by a plateau with little proton loss until floccu-
lation occurs near pH 6.5. Comparison of the simulation results
with the measured titration curve indicated that the first plateau
could be explained by relatively high acidities of the S4 and S5
sites. The major factor determining the relative acidities of the
functional groups was the disposition of the hydrating waters in
the central region of the molecule, as shown in Fig. 9. None of the
u-hydroxo groups lost or gained a proton during the course of the
simulation, despite the fact that these groups had relatively high
gas-phase proton binding energies. The us-hydroxo functional
groups did exchange protons with the solution on the timescale
of the simulation, but because of their isolation from the solvent,
and, hence, the difficulty of hydrating the deprotonated 3-oxo
site, were not a significant source of acidity for the Al ion. These
calculations conclusively highlighted the importance of hydration
forces and solvent accessibility in determining the relative acid-
ities of the surface functional groups.

A.4. Surface charge accumulation on o-FeOOH nanoparticles

Molecular dynamics simulations were used to compute proton
distributions on faceted o-FeOOH particles 3-8 nm in size (40).
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Model crystallites of o-FeOOH were created with systematic var-
iations in the ratio of the two commonly developed (021) and (110)
facets. The model particles for the two extreme cases in large (long
thin particle) and small (short fat particle) (110)/(021) surface area
ratios are illustrated in Fig. 10. These particles were protonated to

Fic. 10. Average protonation states of terminal n-H,O groups on
model o-FeOOH nanoparticles having high (a) and low (b) ratios of
(110)/(021) surfaces. Blue corresponds to an average protonation state
of 1 (FeOH) and red to an average protonation state of 2 (FeOH,).
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neutrality and immersed in water (without counterions). The pro-
tonation states of the surface oxide ions was computed and indi-
cated by the color coding in Fig. 10, with a protonation state of 2
corresponding to red and a protonation state of 1 corresponding to
blue. Green would correspond to an average protonation state of
1.5. To provide a baseline for understanding the effect of crystal
shape in governing the proton uptake, simulations were also car-
ried out on idealized two-dimensional slabs representing the (021)
and (110) crystal faces. The major finding is that, at these length
scales, the simulated proton distributions do not at all reflect the
sum of contributions from individual crystal faces. Instead protons
accumulate preferentially at edge regions defined by the acute
intersections of the (110)—(10) surfaces. The effect was explained
as resulting from the more effective solvation of excess charge at
the acute edges of the particles and the tendency for surface charge
to accumulate at sharp edges (41).

Studies of proton uptake on goethite have noted that surface
roughness appears to have a noticeable effect on the total proton
uptake, but little effect on the pH of zero charge (42). Variations
in the amount of proton uptake on a suite of goethite particles
were interpreted as being the result of variability in surface
roughness (42,43). The roughest surfaces were shown to have
the largest proton uptake. The cause of this behavior was inter-
preted as a closer association of protons with the rough surfaces.
The simulations on the model particles may indicate that the
higher uptake of the rough surfaces is due to dielectric effects
favoring proton accumulation in edge regions. In a system with
background electrolyte, the electrolyte contribution to polariza-
tion around the surface charge would presumably also be
enhanced in the edge region. Inhomogeneous proton accumula-
tion on colloidal particles and rough surfaces would have broad
implications for ligand exchange and electron transfer reactions.
Because sites at acute edges are more accessible to protons, and
have longer Fe—O bonds to bound water sites, they should be
preferentially reduced in oxidation—reduction reactions involving
electron transfer from the solution phase to the solid phase.
Similarly, electrons will be more mobile in edge regions for the
same reason that decreasing pH increases ferrous—ferric
exchange rates in homogeneous solution (23). Ligand exchange
kinetics would be similarly enhanced due to the swelling effects
and increased M—O bond lengths at edge sites (44). The hetero-
geneity in the proton distributions will also influence the aggre-
gation behavior of colloidal particles and provide a possible
mechanism for electrostatic complementarity, allowing interpar-
ticle attachment pathways away from the point of zero charge.
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At some larger size, the behavior of the system overall must be
predictable from the slabs; however, a detailed study of the
mesoscale crystallography of goethite indicates the presence of
pores on the (110) faces bounded by (021) surfaces (45). Any real
system will likely have significant roughness on 10-nm length
scales, and hence, the edge effects highlighted in the simulations
would still influence the charging behavior of the material. Thus,
the calculations have some degree of generality and are not
necessarily limited to the small length scales accessible through
the simulations.

B. WartER, HYDROXIDE, AND OXIDE EXCHANGE KINETICS
B.1. Polyoxocations
