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ABSTRACT

The Advanced Multi-Physics (AMP) Nuclear Fuel Performance code (AMPFuel) is focused on
predicting the temperature and strain within a nuclear fuel assembly to evaluate the performance and safety
of existing and advanced nuclear fuel bundles within existing and advanced nuclear reactors. AMPFuel
was extended to include an integrated nuclear fuel assembly capability for (one-way) coupled radiation
transport and nuclear fuel assembly thermo-mechanics. This capability is the initial step toward
incorporating an improved predictive nuclear fuel assembly modeling capability to accurately account for
source-terms and boundary conditions of traditional (single-pin) nuclear fuel performance simulation, such
as the neutron flux distribution, coolant conditions, and assembly mechanical stresses.

A novel scheme is introduced for transferring the power distribution from the Scale/Denovo (Denovo)
radiation transport code (structured, Cartesian mesh with smeared materials within each cell) to AMPFuel
(unstructured, hexagonal mesh with a single material within each cell), allowing the use of a relatively
coarse spatial mesh (10 million elements) for the radiation transport and a fine spatial mesh (3.3 billion
elements) for thermo-mechanics with very little loss of accuracy. In addition, a new nuclear fuel-specific
preconditioner was developed to account for the high aspect ratio of each fuel pin (12 feet axially, but 1

4
inches in diameter) with many individual fuel regions (pellets).

With this novel capability, AMPFuel was used to model an entire 17×17 pressurized water reactor fuel
assembly with many of the features resolved in three dimensions (for thermo-mechanics and/or
neutronics), including the fuel, gap, and cladding of each of the 264 fuel pins; the 25 guide tubes; the top
and bottom structural regions; and the upper and lower (neutron) reflector regions. The final, full assembly
calculation was executed on Jaguar using 40,000 cores in under 10 hours to model over 162 billion degrees
of freedom for 10 loading steps. The single radiation transport calculation required about 50% of the time
required to solve the thermo-mechanics with a single loading step, which demonstrates that it is feasible to
incorporate, in a single code, a high-fidelity radiation transport capability with a high-fidelity nuclear fuel
thermo-mechanics capability and anticipate acceptable computational requirements.

The results of the full assembly simulation clearly show the axial, radial, and azimuthal variation of the
neutron flux, power, temperature, and deformation of the assembly, highlighting behavior that is neglected
in traditional axisymmetric fuel performance codes that do not account for assembly features, such as guide
tubes and control rods.

1. INTRODUCTION

The ability to predict the behavior of nuclear fuel, at a continuum-scale, during irradiation in an
operating reactor poses many significant challenges, including prediction of the effects of the
microstructural evolution of the materials, the uncertainty and variability in the materials, and the impact of
external source-terms and boundary conditions, with their uncertainty and variability. These external
factors exist in the form of the power distribution, coolant conditions (temperature and pressure),
mechanical stresses (debris, bowing, and fretting), and chemistry effects (oxidation and CRUD). This
report documents the initial developments in the Advanced Multi-Physics (AMP) Nuclear Fuel
Performance code (AMPFuel) [4] to incorporate an improved predictive nuclear fuel assembly modeling
capability that accurately accounts for science domains that are beyond a single, isolated pin and
traditionally modeled as source-terms or boundary conditions. Early work has focused on incorporating a
physics-based detailed power distribution by leveraging the radiation transport capability from
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Scale/Denovo (Denovo) [6]. Previous studies have shown that uncertainty in the power distribution can
account for significant uncertainty in the final fuel performance simulation [14].

This report describes an initial simulation to demonstrate the first step toward the integration of
high-fidelity neutronics (capable of predictive neutron flux distributions) and fuel thermo-mechanics for
assembly-level fuel performance analyses. Section 2 introduces the problem and software. Section 3
discusses challenges associated with providing computationally efficient solutions to such simulations.
Section 4 details the results of the simulation, including the power distribution, thermo-mechanics, and
computational assessment. The discussion of the problem is concluded in Section 5.

This report satisfies the deliverable for the DOE Office of Nuclear Energy, Advanced Modeling and
Simulation Office, milestone M2MS-12OR0602031, “Demonstrate AMP coupling to neutronics code on
full LWR assembly,” with the description: “AMP Nuclear Fuel Performance simulation that calls the
Denovo radiation transport code to compute the flux distribution and then thermo-mechanics.”

1.1. TRADITIONAL NEUTRONICS SOURCE-TERM

Traditional fuel performance codes, such as FRAPCON [3], model a single fuel pin in isolation and
require the user to input the average pin power (Pτpin) and axial pin power distribution (S τ

region) for a given
time step (τ), in piece-wise constant “fuel regions,” as a function of time (Eq. [1]) to provide a
region-averaged power (Pregion) as a function of time (t):

Pregion(t) = PτpinS τ
region (1)∑

S τ
regionHregion =

∑
Hregion (2)

where Eq. [2] describes the axial normalization of the power distribution over the height (H) of the pin.
Within each “fuel region,” effective (one energy-group) spatially-averaged neutron cross sections (σi

x,
where i is an isotope of uranium or plutonium and x is a reaction type) have been defined for the key
transuranic isotopes along with a spatially flat (or radially varying) effective neutron flux (Φ) and radially
varying effective uranium-238 (U238) capture cross section [σU238

c (r) where r is the radius of the fuel with
a maximum of R] given by

σU238
c (r) = 1 + 3.45 exp[−3(R − r)0.45]. (3)

These quantities are based on a series of MCNP simulations [10] with standard UO2 fuel in a PWR at a
middle-of-life burnup. The fast neutron flux, which affects material models in the cladding through the
fluence (time-integrated neutron flux), is specified by means of a user-defined magnitude or ratio of fast
flux to average power [12, 13, 15]. This suite of approximations has been empirically and computationally
tuned to provide sufficient accuracy for nominal operation with UO2 and MOX in well-defined problems,
but it lacks the extensibility and generality required for predictive simulation. Significant limitations
restricting the predictive nature of this approach include the inability to account for

• variations in the effective cross sections and flux distribution due to variations in isotopics, coolant,
temperature, geometry, or materials;

• the azimuthally varying neutron flux distribution due to assembly features (such as control rods and
neighboring pins or assemblies);

• the effect of within-region temperature distributions (in space and time) on effective cross sections
and the neutron flux distribution; and
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• the inherent coupling of the physics (power, fuel temperature, gap thickness, and coolant
temperature/density).

1.2. POTENTIAL APPLICATIONS OF THE INTEGRATED CAPABILITY

AMPFuel is being developed as a general toolset to improve predictions of the temperature and stresses
in nuclear fuel assemblies; the key physical processes are comparable for a variety of reactor and fuel
combinations. Therefore, this toolset can be applied to a variety of problems. This section describes two
potential applications to which AMPFuel could be applied to gain additional insights. However, accurate
modeling of these integrated systems will require additional research and development in coupling with
thermal-fluid dynamics simulations.

1.2.1. Fuel Failures in the Hatch Nuclear Power Plant

The challenge of these multidimensional, multiphysics effects was exposed in a set of fuel failures in
Unit 1 of the Hatch Nuclear Power Plant [2]. In Cycle 21, four fuel bundles had control blades inserted to
Notch 14 for 2 GWd/ST (gigawatt-days per standard ton) at a burnup of 13.3 GWd/ST. During a routine
blade movement removing the control blades two notches, six fuel pins failed (due to pellet clad
interaction) in four fuel bundles that were located in three out of four symmetric control cells. All of the
failed pins were adjacent to the control blades.

When a control blade is removed, the space is filled with bypass water, significantly increasing the
power level that previously was suppressed by the control rod. Many analyses have been performed to
understand the cause of these failures, including the effects of local pin power peaking due to burnup
gradients, fuel channel bowing, and transient thermo-mechanics [2]. Although the cause is still not
fully-explained, simulations have shown that simplifications in the power distribution and irradiation
history underpredicted the average and within-pin power distributions, and the azimuthally-symmetric fuel
performance simulations were unable to properly account for the multidimensional thermo-mechanical
response of the fuel pin as the power changed from peaking away from the control blade to peaking
adjacent to the water channel.

1.2.2. Shutdown Heat Removal Tests in the Experimental Breeder Reactor - II

The Shutdown Heat Removal Tests (SHRT) demonstrated passive safety features of the EBR-II
Experimental Breeder Reactor and included significant instrumentation. In collaboration with the Sharp
team from Argonne National Laboratory, the AMPFuel will be integrated with the Nek computational fluid
dynamics code to model the XX09 instrumented assembly in SHRT-17, a Loss of Flow with Scram
experiment. This will provide a validation suite for high-fidelity assembly simulations that include
within-assembly thermocouple (and flow meter) data for coolant temperatures at various elevations in the
subassembly.

2. BACKGROUND

The development of an integrated neutronics and nuclear fuel performance capability for
assembly-level simulations is relevant to many reactor and fuel concepts. For this report, the capability is
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Fig. 1. In-plane slice of the materials in the assembly.

demonstrated on a full pressurized-water reactor (PWR) assembly using Denovo to provide a power
distribution to the thermo-mechanics of AMPFuel.

2.1. DEFINITION OF THE PROBLEM

This demonstration problem is based on a 17×17 PWR that is from the “1_uox1.inp” from the MeshKit
examples that Argonne National Laboratory has been developing and is similar to a 17×17 PWR that is of
interest to the Consortium for Advanced Simulation of LWRs (light-water reactors), or CASL.

2.1.1. Assembly Specification

The array of fuel cells (FC) and guide tube cells (GT ) in the assembly is defined with an assembly map
shown in Table 1 and shown in Figure 1. The cell pitch is 12.6 millimeters (mm).

In this assembly model, the grid spacers will be neglected, but the effect of the coolant plenums (upper
and lower) and assembly plates (bottom and top with handle) will be included, as shown in Figure 2 and
defined in Table 2.

2.1.2. Fuel Pin and Guide Tube Specification

Each fuel cell is composed of a single fuel pin surrounded by water coolant, as geometrically defined in
Tables 3 and 4. The fuel is composed of 5% enriched UO2 at 10.4 g/cc; the clad, plug, guide tube, and
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Table 1. In-plane material definition of the fuel assembly

FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC
FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC
FC FC FC FC FC GT FC FC GT FC FC GT FC FC FC FC FC
FC FC FC GT FC FC FC FC FC FC FC FC FC GT FC FC FC
FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC
FC FC GT FC FC GT FC FC GT FC FC GT FC FC GT FC FC
FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC
FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC
FC FC GT FC FC GT FC FC GT FC FC GT FC FC GT FC FC
FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC
FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC
FC FC GT FC FC GT FC FC GT FC FC GT FC FC GT FC FC
FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC
FC FC FC GT FC FC FC FC FC FC FC FC FC GT FC FC FC
FC FC FC FC FC GT FC FC GT FC FC GT FC FC FC FC FC
FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC
FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC FC

Table 2. Axial description of the fuel assembly

Region Height (cm) Height (in)
Bottom reflector 32.512 12.8
Bottom plate 15.240 6.0
Fuel pin 396.240 156.0
Top plate 15.240 6.0
Upper reflector 32.512 12.8
Total height 491.744 193.6
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Fig. 2. Axial slice of the materials in the problem.
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top/bottom plate are composed of Zircaloy-4 at 6.55 g/cc; the gap is filled with pure helium at 0.0002 g/cc;
and the coolant is H2O with 1000 ppm natural boron.

Table 3. In-plane description of the fuel pin and guide tube

Region Radius or Pitch (cm)
Fuel 0.4095
Clad inner radius 0.418
Clad outer radius 0.475
Plug outer radius 0.475
Guide tube inner radius 0.5715
Guide tube outer radius 0.6120
Pincell width (pitch) 1.26

Table 4. Axial description of the fuel pin

Region Height (cm) Height (in)
Bottom plug 1.016 0.4
Single fuel pellet 1.016 0.4
Active fuel (360 pellets) 365.76 144
Upper plenum 28.448 11.2
Top plug 1.016 0.4
Total height 396.24 156.0

2.1.3. Operational Specification

The following problem specification was used to define the cold zero power (basis for thermal
expansion) and hot full power.

• Cold Zero Power

– Temperature (of all materials) = 500 K

– Power = 0 W/kg(UO2)

• Hot Full Power

– Coolant temperature = 555 K

– Power = 20,000 W/kg(UO2) = 0.02 giga-Watts per metric tonne of UO2
(

GW
MT (UO2)

)
– Burnup = 0

2.2. THE SCALE/DENOVO RADIATION TRANSPORT CODE

Denovo is a framework for solving the Boltzmann radiation transport equation. It has the capability to
solve the two-dimensional (2D) and three-dimensional (3D) deterministic multigroup discrete ordinates
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equations. A detailed description of the parallel algorithms and solvers can be found in References [5]
and [6].

2.2.1. Denovo Overview

The deterministic component of Denovo makes use of the Koch-Baker-Alcouffe (KBA) [9] parallel
spatial decomposition on nonuniform Cartesian grids using MPI-based communication. Volume-weighted
subcell mixing of materials is used to offset geometric difficulties associated with the use of Cartesian
meshes. The accuracy of Denovo has been verified for nuclear reactor simulation through the use of
standard numerical benchmarks for radiation transport [16]. Additional parallelism in the form of an
energy decomposition is also available, extending the parallel scalability to hundreds of thousands of
processors [5, 6]. Numerous spatial discretizations are available, as well as a variety of angular quadrature
sets and boundary condition options. Advanced Krylov subspace solvers from several Trilinos [8] packages
can be used to solve both the fixed-source and k-eigenvalue formulations of the transport equation with
optional preconditioning in the form of diffusion synthetic acceleration (DSA) [11] and a novel multi-level
energy preconditioner. High-performance parallel I/O for problem initialization and data analysis is
available using HDF5 and SILO. The code system has been exercised heavily on OLCF (Oak Ridge
Leadership Computing Facility) systems as part of the 2009 Petascale Early Science Project, the 2009 Visit
Joule Project, and the 2010 Denovo Joule Project and as a 2010–2011 INCITE Project (NFI004).

2.2.2. Denovo Assembly Model

The geometry for the Denovo model is consistent with the prior description (with the axial distribution
of regions described in Table 2) except that the fuel pin end plugs and fuel assembly end-plates are smeared
with the coolant as a single material consisting of a mixture of 30% Zircaloy-4 and 70% H2O. The reflector
regions are composed of H2O with 1000 ppm natural boron. The Denovo model with materials is shown in
Figure 3. Three different resolution Denovo models of the fuel assembly are used to evaluate the accuracy
and computational cost of the transport simulation. The coarsest mesh consists of a 6 × 6 mesh in the x − y
plane for each pincell (a cell width of 2.1 mm) combined with 121 cells in the axial direction (a cell height
of 4.064 cm) for a total of slightly over 1.25 million cells. The 2D layout of this mesh for a single axial
region in the fuel (at the mid-plane) is shown in Figure 4. The middle-resolution mesh utilizes a 12 × 12
mesh per pincell in the x − y plane (a cell width of 1.05 mm) with 242 cells in the axial direction (a cell
height of 2.032 cm), for a total of slightly more than 10 million cells. The finest resolution Denovo model
has a 24 × 24 resolution per pincell in the x − y plane (a mesh width of 0.525 mm) and the same axial
resolution as the middle-resolution mesh, creating a problem with over 40 million cells. Results from the
finest resolution mesh are not discussed in this report, but were used in testing and performance analysis.

Cross sections for the Denovo calculation were created using the Scale/CSASI sequence of the
Scale [1] package using the 44-group ENDF/B-V (Evaluated Nuclear Data File) library. The fuel material
consists of 5% enriched UO2 with a temperature that varies according to a cosine distribution along the
axial length of the pin with a minimum temperature of 564 K and a maximum temperature of 900 K.
Temperatures are averaged along 12.192 cm axial regions providing 30 separate temperature regions. The
moderator consists of H2O with 1000 ppm natural boron at a temperature of 580 K. The moderator density
is varied linearly in the axial direction from a maximum of 0.745 g/cc at the inlet to a minimum of 0.6656
g/cc at the top of the fuel, with averaging taking place within the same 30 axial regions as used in the fuel
processing.

A quadruple-range (QR) angular quadrature is used for all calculations with four polar and four
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(a) Full Height (b) Detail

Fig. 3. Denovo geometry with materials. Blue is moderator, red is fuel, green is clad, cyan is the plenum,
and yellow is the smeared plug/plate.

Fig. 4. Cross section of Denovo materials and coarse resolution mesh in fuel region.
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azimuthal levels per octant for a total of 128 angles. The total number of degrees of freedom (DOF; space,
angle, and energy) for the Denovo problems ranges from around 7 billion for the coarsest mesh to nearly
227 billion for the finest problem. Denovo’s Arnoldi eigensolver (which internally uses a multigroup
GMRES [Generalized Minimal RESidual] algorithm for solving the relevant linear systems) is used for all
solutions.

2.2.3. Power from the Neutron Flux

The specific power (Qm), which is the source term for the thermo-mechanics, is approximated as
directly proportional to nuclear fission, thus neglecting gamma heating and neutron capture:

P =

44∑
E=1

ΣE
f ΦE in Ω, (4)

Qm = P′


Quser

∫
Ω

ρdΩ∫
Ω

PρdΩ

 in Ω, (5)

where ΣE
f is the macroscopic cross section for fission reactions in energy group (E), ΦE is the neutron

scalar flux, which is relative in magnitude, P is the relative power based on the relative neutron flux, ρ is
the density of the fuel, Ω is the entire assembly spatial domain, Quser is the user-defined magnitude of the
average assembly specific power.

2.3. THE THERMO-MECHANICS CAPABILITY WITHIN AMPFuel

In normal operation, for nuclear fuel assemblies held together with a grid spacer (as opposed to wire
wraps), the fuel pins are physically connected to the assembly structure only at grid-spacer springs and
dimples, which (in normal operation) impose very little stress on the fuel pin. The fuel pins are set on top
of the bottom assembly plate, with no weld to enforce contact, and have a “shoulder-height” separation
from the bottom of the top assembly plate. Therefore, the fuel pins are isolated mechanically from one
another and relatively isolated from the assembly structure.

The fuel pins are thermally coupled to other fuel pins only through the coolant conduction and
convection, because there is negligible heat loss through the grid spacer. Because the flow is predominantly
in the axial direction, there is relatively little heat transfer between “sub-channels” (regions between fuel
pins) except near the grid-spacers and mixing vanes. Therefore, for this initial assembly simulation, the
thermo-mechanics of the nuclear fuel pins are numerically approximated to be thermally and mechanically
isolated.

2.3.1. Solver Strategy

For each fuel pin, the thermo-mechanics problem is solved by first solving the thermal problem in a
parallel, fully coupled approach using a Jacobian-Free Newton-Krylov solver (using PETSc for the inexact
Newton iteration and a flexible GMRES Krylov solver for the solution of linear systems). A similar
approach is used for the mechanics with a multi-domain physics-based preconditioner designed specifically
for nuclear fuel pins. The thermal preconditioner (using Trilinos for algebraic multi-grid) for the
heat-transfer block is a parallel block-Jacobi (additive Schwarz) preconditioner in which each block
involves inverting a thermal operator over a single volume (fuel region or cladding). The block Jacobi
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approach is a sufficiently strong preconditioner for this problem and allows all blocks to be inverted
asynchronously. This implies that the time spent in preconditioning does not increase with the number of
fuel regions. The preconditioner (using Trilinos for algebraic multi-grid) for the mechanics simulation is a
physics-based extension of a parallel block-Gauss Seidel (multiplicative Schwarz) algorithm for the fuel
region (where each block is represented as a single volume) that accounts for the upward movement of fuel
regions due to the axial strain of the regions below. The clad mechanics preconditioner operates
asynchronously with the preconditioner for the fuel regions. Here too a physics-based preconditioning
approach has been developed which is highly asynchronous and shows promise.

Because AMPFuel provides the developer control over the strategies used to solve complex parallel
problems, the thermo-mechanics portion of this problem can be formulated to have excellent parallel
efficiency and scalability. The spatial domain is decomposed (in parallel) so that each fuel pin is on an
independent set of processors, thus minimizing additional communication as the number of fuel pins
increases. The result is an “embarrassingly parallel” (weak) scaling for the thermal calculation. For each
fuel pin, the spatial domain of individual volumes (fuel regions and cladding) are decomposed so that each
volume is on an independent set of processors. This ensures that no communication is required between
volumes during the computationally expensive block-diagonal preconditioning of the heat transfer, which
results in a very computationally efficient approach that will have excellent scalability as the number of
fuel regions increases up to the number of pellets in the pin. Therefore, for a fuel assembly with hundreds
of fuel pins (264), hundreds of fuel regions (360 pellets), and several coupled physics (2: heat transfer and
mechanics), the problem could scale to a massive number of cores (190,080) with absolutely no
communication during the computationally expensive, multi-grid preconditioning. We note that our present
strategy for mechanics preconditioning does involve communication between the various volumes, but the
flexibility built into AMPFuel will allow us to continue experimenting rapidly with various forms of
preconditioning. Even when the pins are modeled as physically coupled (through multidimensional flow
modeling or fuel assembly distortion), we expect that the current approach will prove to be a highly
efficient and scalable preconditioning strategy.

2.3.2. Heat Transfer within the Fuel, Gap, and Cladding

In this problem, the quasi-static conjugate heat transfer is modeled using nonlinear thermal conduction
within each volume (fuel region and clad of each pin) and a Robin boundary condition to account for the
transfer of heat between volumes (fuel-to-fuel and fuel-to-clad) and from the cladding to the coolant,
described by the equations

− ∇ · [k∇T ] = ρQm in Ω (6)

−k∇T + hT = hT ′ on ∂Ω. (7)

The coolant, like the gap, is not modeled as an explicit volume. In these equations T is the temperature, k is
the thermal conductivity, ρ is the density, Qm is the specific power, h is the heat transfer coefficient of the
gap or coolant, and T ′ is a projected map of the temperature of the surface of a neighboring volume (dΩ′)
onto the surface of the current volume (∂Ω). The thermal conduction component of AMPFuel uses a
standard continuous finite-element discretization of each volume. Specific power

(
W

kg(UO2)

)
rather than

power density
(

W
m3

)
is used as an input in AMPFuel; thus the power can easily be mapped from the Denovo

solution to the thermo-mechanics mesh (even when the mesh is moving) because it is based on the initial
geometry.
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The AMPFuel material coefficients for heat transfer (k, ρ, h) from Eqs. (6) and (7) are based on
FRAPCON [3]. The thermal conductivity (k) of Zircaloy-4 depends on the temperature (T) according to
the equation

k[Zr] = 7.51 + 2.09 × 10−2T − 1.45 × 10−5T 2 + 7.67 × 10−9T 3. (8)

The density (ρ) of UO2 (Eq. 9), assuming the temperature is below the melting point (a valid assumption
for this simulation), depends on the temperature (T) according to the relationship

ρ[UO2] = 10960
(
1.009 − 3 × 10−5T − 0.12e−5000T−1)

. (9)

The thermal conductivity (k) of UO2 (Eq. 10) is a function of the temperature (T), burnup (B), porosity (P),
and gadolinia content (G) given by

k[UO2] = α

(β + γT + δ
(
1.0 + εe−

ζ
T

)−1
)−1

+ ηT−2e−
θ
T

 , (10)

where α =
1.0789P

1 + 0.5 (1 − P)
,

β = 0.0452 + 1.1599G + 0.00187B,

γ = 0.000246,

δ = 0.038
(
1.0 − 0.9e−0.04B

)
B0.28,

ε = 396,

ζ = 6380,

η = 3.5 × 109,

and θ = 16361.

Because there is no heat source in the cladding (gamma heating is neglected for now), the density of the
zirconium is not required. The heat transfer coefficient (h) accounts for conduction, convection, radiation,
and discontinuities at materials interfaces, which is a function of contact pressure. The
fuel-region-to-fuel-region ( f 2 f ) and clad-to-water (c2w) heat transfer coefficients take the fixed values

h[ f 2 f ] = 10 (11)

and h[c2w] = 11, 000. (12)

The model that provides the fuel-to-clad ( f 2c) heat transfer coefficient is applicable to both open and
closed gaps and is nonlinearly dependent upon the gap thickness (g f c), temperature of the inner surface of
the clad (Tci), and temperature of the outer surface of the fuel (T f s). The implementation is a reproduction
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of the original coding from FRAPCON, given by

h[ f 2c] = hr + hgas + hsolid, (13)

where hr = σ[T 2
f s + T 2

ci][T f s + Tci]/[1/e f + (r f s/rci)(1 − 1/ec)],

hgas = kgas/(de f f + 1.8g f c − b − d),

hsolid =
5 Km

R E


PrelRmult, if Prel > 0.003

.003, if 0.03 > Prel > 9.0 10−6√
Prel if Prel < 9.0 10−6

,

de f f =

 exp (−P/800)(R f + Rc), closed

R f + Rc, open
,

g f c = (A k
√

Tgas
gas /Pgas)/

∑
i

ai fi
√

Mi
,

σ = 5.6697 H × 10−8(W/m2)K4,

b = 1.397 H × 10−6m,

A = 0.7816,

Km = 2K f Kc/(K f + Kc),

R =

√
R2

f + R2
c ,

Rmult =


1000
3Prel

, if Prel ≤ 0.0087

2.9, if Prel > 0.0087
,

E = exp [5.738 − 0.528 ln R2].

The gap thickness (g f c) at a given location is computed as the radial projection from the current node to
the surface of the adjacent volume (fuel or clad). Table 5 provides an interpretation of the symbols, and
associated units, used in the gap conductance model. The quantities e f , ec, kgas, K f , Kc, ai, Pgas have
further mathematical models associated with them which are provided through the FRAPCON routines and
documented in the FRAPCON manual. Note that the FRAPCON manual does not describe the
parameter H.

The gap conductance model was used in many of the simulations within this report. The final
simulation, however, used a constant value of 9650.

2.3.3. Mechanical Deformation of the Fuel and Cladding

The mechanics component of AMPFuel approximates the governing equation that describes a body, Ω,
undergoing an infinitesimal strain and displacement. At static mechanical equilibrium the body satisfies the
condition

∇ σ + ρb = 0 in Ω. (14)
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Table 5. Glossary of symbols in the gap conductance model

Symbol Name Units
ρ Density kg m−3

T Temperature K
k Thermal conductivity W m−1 K−1

Q Heat source or reactor power Wm−3

q Heat flux Wm−2

Cp Specific heat at constant pressure J kg−1 K−1

r Spatial position vector m
ν Surface normal
σ Sefan-Boltzmann constant K4W/m2

T f s Fuel outer surface temperature K
Tci Clad inner surface temperature K
e f Fuel emissivity
ec Cladding emissivity
r f s Fuel outer surface radius m
rci Cladding inner surface radius m
kgas Gas thermal conductivity KW/m
d Fuel-cladding gap size m
Prel Interfacial pressure to cladding Meyer hardness
P Fuel-cladding interfacial pressure kg/cm2

R f Fuel roughness
Rc Clad roughness
Tgas Gas temperature K
Pgas Gas pressure Pa
K f Fuel thermal conductivity KW/m
Kc Clad thermal conductivity KW/m
ai Accomodation coefficient i-th gas component
fi Mole fracion of i-th component
Mi Gram-molecular weight of i-th gas component kmoles
R2 Roughness of the rougher surface

Here, σ, ρ, and b are the symmetric Cauchy stress tensor, density, and body forces, respectively. σ is a
function of the displacements, u; the precise form of this function depends on the material used in the body.
This is solved with a standard finite-element methodology.

The mechanics material models provide the correct estimate of stress (σi j) at each Gauss point
subjected to some external strain (εi j), based on the deformation mechanisms (e.g. thermal expansion,
swelling, densification) causing the displacement of the fuel pellet and the clad. These material models also
return the constitutive matrix (Ci jkl) at each Gauss point, which relates the strain with the stress:

σi j = Ci jklεkl. (15)

Because this problem is based on fresh fuel, small strain conditions are assumed and the densification
and swelling are included, but negligible. Thus the total strain (εtot

i j ) can be written in additive form:

εtot
i j = εe

i j + ε
p
i j + εth

i j + ε sw
i j + εde

i j + εc
i j + εre

i j , (16)
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where εe
i j is the elastic strain; ε p

i j is the plastic strain; εth
i j is the strain due to thermal expansion; ε sw

i j is the
swelling strain; εde

i j is the densification strain; εc
i j denotes the strain due to temperature, irradiation and

stress-induced creep; εre
i j signifies the relocation strain. All strains are computed implicitly, and most

properties are a function of temperature.

2.3.4. Geometric Simplifications

Rather than model every fuel pellet explicitly, the fuel was decomposed into effective “fuel regions.” In
a fine-mesh simulation, every pellet could be resolved, but it has not been determined that this is required
for understanding the assembly performance. Therefore, in the initial implementation, the fuel pellets will
be smeared into a series of effective fuel regions (from four pellets smeared to a smearing of the entire fuel
pin). The presence of the plugs, top and bottom plates, guide tubes, and within-pin springs will be
neglected.

3. UNDERSTANDING SOLUTION TRANSFER AND MESH REFINEMENT
CONSTRAINTS

In this section, we present two aspects that were required to properly understand and evaluate the
capability and performance of the code for assembly-level simulations. The solution transfer between
codes is described in Section 3.1 and the effect of mesh refinement on run-time in Section 3.2.

3.1. SOLUTION TRANSFER FROM SMEARED CARTESIAN POWER TO RESOLVED
UNSTRUCTURED MESHES

Denovo computes a flux (power) distribution on a Cartesian mesh that will usually be significantly
coarser than the mesh used by AMPFuel for thermo-mechanics calculations. Directly mapping coarse
Denovo powers onto a fine AMPFuel mesh may result in a “staircase” effect by which the coarse power
distribution produces highly nonphysical asymmetries in the temperature and mechanics solutions.

To counteract such behavior, a smoothing operation has been introduced in the form of a polynomial
expansion of the power within each fuel pin. In particular, we make use of the Zernike polynomials in the
x − y plane and the Legendre polynomials in z. The Zernike polynomials form a complete set of orthogonal
functions on the unit disk and are denoted Zm

n (x, y), where n is the degree and m is the order of the
polynomial. The Legendre polynomials form a complete set of orthogonal polynomials on a line segment
and are denoted P`(z), where ` is the degree of the polynomial. Combining these polynomials gives a
complete expansion for a function on a cylinder, i.e.,

F(x, y, z) =

L∑
`=0

N∑
n=0

n∑
m=−n

C`
n,mZm

n (x, y)P`(z), (17)

where C`
n,m is an expansion coefficient, L is the prescribed degree of the Legendre expansion, and N is the

degree of the Zernike expansion. Evaluating these coefficients is accomplished by exploiting the
orthogonality of the polynomials, producing the expression

C`
n,m =

(n + 1)(2` + 1)
(1 + δm,0)π

"
x2+y2≤1

dx dy
∫ 1

−1
dz F(x, y, z)Zm

n (x, y)P`(z), (18)
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(a) Coarse-Mesh Denovo Power (b) Zernike-Smoothed Power from Coarse-Mesh

Fig. 5. Relative power distribution before and after smoothing from a coarse-mesh Denovo calcula-
tion.

where δn,m is the Kronecker delta function. Once these coefficients have been evaluated for a particular flux
or power distribution on the Denovo mesh (a separate set of coefficients will be computed for each region
of each pin), Eq. (17) can be used to map the distribution onto the desired locations on the AMPFuel mesh.
To demonstrate the smoothing property of the Zernike polynomials, we consider a 2D 3 × 3
“mini-assembly” consisting of eight UO2 fuel rods surrounding a B4C control rod. The power distribution
is first computed on a coarse mesh (a 24 × 24 mesh over the entire domain) using the 2D step
characteristics spatial discretization in Denovo, producing the profile shown in Figure 5a, with units that
are unnormalized. From this expansion the coefficients of Eq. (18) (neglecting the z component because
this is a 2D calculation) are computed, and Eq. (17) is used to map the expansion onto a much finer
384 × 384 mesh with the result shown in Figure 5b. The result is a dramatically smoother distribution, and
in excellent agreement with the result of a complete Denovo calculation performed on the fine mesh,
shown in Figure 6a. The fine mesh calculation required approximately 15 minutes to complete, whereas the
coarse mesh calculation in addition to the mapping onto the fine mesh required only four seconds [7].

Note that the “coarse mesh” in this study (an 8 × 8 mesh per pincell) is between the coarse mesh (6 × 6)
and the medium mesh (12 × 12) of the full assembly simulations. All meshes used in the 3D calculations
are significantly coarser than the “fine mesh” (128 × 128) in this study. Therefore, in the full assembly, the
the medium Denovo mesh mapped onto the thermo-mechanics mesh should be sufficiently accurate to
replicate the solution of a much finer Denovo mesh and still provide a smooth source-term for the
thermo-mechanics.

3.2. EFFECT OF MESH REFINEMENT ON RUN-TIME

An important aspect of any large-scale parallel computation is that the performance scale well when the
number of processors being used increases. In this section, we look at the results of two different resolution
calculations for coupled radiation transport and heat transfer. The Denovo models are the same as the
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(a) Fine-Mesh Denovo Power (b) Zernike-Smoothed Power from Coarse-Mesh

Fig. 6. Relative power distribution from fine-mesh Denovo calculation and Zernike-smoothed coarse
mesh.

coarse and middle-resolution models described in Section 2.2.2; the problem sizes are shown in Table 6.
The cell counts are the global number of spatial cells, and the total DOF is the cell count multiplied by the
number of angles (128) and the number of energy groups (44). It should be noted that because Denovo is
solving an integral form of the radiation transport equation, the angular components do not appear in the
solution vector and thus the size of the vector that must be stored is smaller than the reported DOF count.
However, because every iteration requires treating space, energy, and angle, the DOF count is a more
reliable indicator of the computational effort required for a calculation. Two different mesh resolutions
(Mesh 1 and Mesh 2) were used for the thermal simulations in this study; the size of these meshes is given
in Table 7 (Mesh 3 was only used in the full assembly simulation discussed in Section 4). The number of
DOF in the thermal calculation is the number of elements multiplied by eight Gauss points per element;
thermo-mechanics requires 3 additional DOFs per gauss point.

Table 6. Radiation transport spatial mesh and degrees of freedom counts (M=million)

Mesh 1 Mesh 2
Spatial cells 1.3 M 10 M

Energy groups 44 44
Discrete ordinates 128 128

Total DOF 7,100 M 57,000 M

Two calculations were performed, one using the coarse Denovo mesh as well as the coarse AMPFuel
mesh on 578 processors, and the other using both fine meshes on 4624 processors. The run times for each
component of the computation are shown in Table 8. Because the size of the Denovo problem and the
number of processors both increase by a factor of eight, this represents a weak scaling study for Denovo
and the run time should (ideally) show little growth. Although the Denovo run time went up significantly,
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Table 7. Thermo-mechanics element and degrees of freedom counts (M=million)

Mesh 1 Mesh 2 Mesh 3
Clad elements 55 M 55 M 55 M
Pellet elements 60 M 444 M 3,250 M
Total elements 115 M 499 M 3,300 M

Total thermal DOF 918 M 4,000 M 26,000 M
Total thermo-mechanics DOF 918 M 16,000 M 105,000 M

Table 8. Denovo and AMPFuel Run times for thermal problems

Mesh 1 Mesh 2
Wall time (min) CPU hours Wall time (min) CPU hours

Denovo time 23.9 230 65.2 5024
AMP time 24.5 236 21.0 1618
Total time 48.4 466 86.2 6643

the increase is largely explained by a significant increase in the number of iterations required (from 15 to
27), possibly due to inadequate selection of subspace dimensions for the larger problem. It does not
indicate a lack of scalability on the part of Denovo, because it has been shown to scale well on similar
problems in previous studies [5]. The time required to complete the AMPFuel portion of the calculation
actually decreased from the coarse mesh to the fine mesh. The decrease is partially due to the fact that the
number of DOF in the AMPFuel problem increased by slightly more than a factor of four, whereas the
number of processors increased by a factor of eight, resulting in less work per processor for the fine-mesh
case. For this particular problem, there was no optimization and the scaling study was non-ideal because
the cladding mesh remained constant (55 million elements) and the fuel pellet meshes were each refined
(from 60 million to 444 million elements). This produced an inconsistency in the true scaling study (for the
cladding it was strong, for the fuel it was weak). In addition, this is not simply solution time, but total
execution time, which includes the startup and file I/O.

4. RESULTS OF THE FULL-ASSEMBLY SIMULATION

The final full-assembly simulation was completed on Monday, January 16, after 10 hours on 40,000
cores of the Jaguar (Cray XT5) supercomputer at the OLCF. This section details the results of that
simulation, including a description of the computational requirements and timing in Section 4.1, the
multi-group neutron flux in Section 4.2, the power distribution both computed with Denovo and mapped
onto the AMPFuel mesh in Section 4.3, the temperature distribution within the cladding and fuel pins in
Section 4.4, and the displacement within the fuel and cladding due to thermal expansion in Section 4.5.

4.1. WORK FLOW AND COMPUTATIONAL REQUIREMENTS

Problem setup and mesh generation for AMPFuel and Denovo were performed independently, using
their standard automated mesh generation capabilities. The mesh generation for the full-assembly Denovo
simulation completed in several seconds, whereas AMPFuel required approximately 4 minutes to generate
the cladding mesh and several seconds for the fuel region. The input files and meshes were copied to the
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Jaguar (Cray XT5) supercomputer for execution. At the time, Jaguar had no wait-time in the queue for this
job, and the total simulation required 10 hours on 40,000 cores. Therefore, the total workflow time was
under 11 hours to generate the meshes and execute the problem.

The final simulation included the “Mesh 2” from Denovo and the “Mesh 3” from thermo-mechanics, as
defined in Tables 6 and 7, respectively. This produced an integrated problem with a total of 162 billion
DOF. In the final simulation, the timing routines were errantly removed, so the following execution times
are approximate, based on experience.

Of the 10 hours of wall-clock time, the execution time was approximately:

• AMPFuel initialization: 2 minutes

• Denovo initialization: 10 seconds

• Denovo execution: 55 minutes

• Solution transfer to AMPFuel mesh: 30 seconds

• AMPFuel problem setup: 4 minutes

• AMPFuel thermo-mechanics (10 loading steps): 9 hours

– AMPFuel single thermal time step: 10 minutes

– AMPFuel single mechanics loading time step:

∗ AMPFuel minimum: 10 minutes
∗ AMPFuel average: 45 minutes
∗ AMPFuel maximum: 75 minutes

4.2. NEUTRON FLUX

The (unnormalized) scalar neutron flux distribution computed by Denovo is shown in Figures 7 – 9 for
three different energy groups, where the aspect ratio (height to width) is scaled by a factor of 10 in the (b)
plots to more easily see the within-assembly variations. Although the Denovo calculation included 44
energy groups, we present these three groups as representative of a typical fast (group 5; 2.5–3.0 million
electron volts [eV]), resonance (group 20; 6–8.1 eV), and thermal (group 38; 0.04–0.05 eV) energy group.
The scalar neutron flux

(
neutrons
cm2−sec

)
that arises from Denovo, or any k-eigenvalue radiation transport code, is a

relative quantity; in these plots the magnitude has not been scaled to produce the integrated user-defined
specific power (20 kW/kg[UO2]) but represents the relative values as a function of space within an energy
group and between energy groups.

These groups illustrate the general trends that should be expected in a light-water reactor assembly. In
particular, the thermal group (Figure 9) clearly displays sharp gradients between the guide tubes and the
fuel pins, which are significant because they lead to corresponding variations in the power distribution that
can be captured only in a 3D coupled simulation. The fast group (Figure 7) solution shows that there is a
significant spatial distribution to the fast flux, which is the driver for clad growth and some forms of fuel
assembly distortion. The resonance group (Figure 8) solution demonstrates that Denovo, even with a
relatively coarse mesh, can capture the very strong radial neutron flux distribution that leads (through
neutron capture of uranium-238) to the production of plutonium-239 in the outer rim of the fuel and a
high-power “rim effect” in high-burnup fuel. This “rim effect” is modeled in most legacy fuel performance
codes but often neglected in traditional reactor physics simulations, which are generally not focused on the
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(a) No Scaling (b) Scaled (10x reduction in height)

Fig. 7. Denovo scalar neutron flux distribution at a fast energy.

within-pin power distribution. Therefore, additional studies will be required to evaluate the sensitivity of
the power distribution during depletion as the Denovo mesh is refined and if the Zernike mapping of the
neutron flux in each energy group can accurately capture that steep gradient; it is possible that an
unstructured mesh radiation transport code, such as PROTEUS, from Argonne National Laboratory, may
prove more efficient for this particular aspect of the problem.

Although these trends are expected in a reactor physics simulation, this fidelity of neutron flux
distribution has never been available within a nuclear fuel performance code to explore the impact of
“traditional” approximations (e.g., axisymmetric power distribution, axially-constant power in a small set
of axial regions). Also, this capability will allow early users to understand the impact of assembly features
that may prove significant for a set of problems but that were neglected in this initial demonstration, such
as grid spacers, control rods, and neighboring assemblies. In addition, this capability will allow users to
model different reactor/fuel types (e.g., mixed-oxide fuel, boiling-water reactors, advanced fuels/reactors)
with relative simplicity and high accuracy.

4.3. POWER DISTRIBUTION

The power distribution is derived from the multi-group neutron flux, as described in Section 2.2.3, and
shown in GW

MT (UO2) for the full assembly in both Denovo and AMPFuel (Figure 10). Because of the high
aspect ratio of the problem, the vertical axis has been reduced by a factor of 10 and displayed in Figure 11,
along with a higher minimum value, to more easily see the multidimensional aspect of the power
distribution.

Figure 11a, from Denovo, displays the zero power regions in the cladding and coolant as blue, whereas
Figure 11b, from the thermo-mechanics, shows the cladding as zero power but does not display the coolant
or plenum regions because they were not part of the thermo-mechanics model (mesh or solution). The axial
variation is peaked below the mid-plane because of additional moderation owing to the higher density of
the colder coolant in the lower region. The axial power shape is relatively similar from pin to pin, but not
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(a) No Scaling (b) Scaled (10x reduction in height)

Fig. 8. Denovo scalar neutron flux distribution at a resonance energy.

(a) No Scaling (b) Scaled (10x reduction in height)

Fig. 9. Denovo scalar neutron flux distribution at a thermal energy.
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(a) Denovo Power Distribution (b) AMPFuel Power Distribution

Fig. 10. Power
(

GW
MT (UO2)

)
distribution plotted on both the Denovo and AMPFuel meshes.

identical. However, this axial variation would be more significant if additional detail were included, such as
grid spacers, mixing vanes, and the effect of inserted control rods or adjacent fuel assemblies that have
once- or twice-irradiated fuel assemblies. Therefore, as this problem is expanded to include more fidelity,
we anticipate exploring the significance of these assembly features.

The non-axisymmetric variation can be seen in Figure 11 but is more clearly displayed in 2D plots of
the power distribution at 3, 5, 7, and 9 feet from the bottom of the active fuel region (Figures 12 – 15,
respectively). The coarseness of the Denovo solution is apparent in most of these plots but is very clearly
seen as lower-power (yellow) regions on the outer edge of the high-power fuel pins, where the Denovo
computational cell was only partially filled with fuel. However, the Zernike smoother has eliminated that
artifact and provides the temperature and mechanics with a smooth source-term that replicates a much finer
Denovo simulation (as discussed in Section 3.1).

Within the assembly, some pins appear to have a relatively axisymmetric power distribution, which
justifies the use of 2D (or 1.5D) approximations within traditional fuel performance codes such as
FRAPCON. However, the fuel pins that are closer to the guide tubes have a significantly higher power
adjacent to the additional moderation, and these are the highest-power pins. There are 100 of 264 pins that
are adjacent to guide tubes and 76 that are diagonally adjacent to a guide tube, so two-thirds of all fuel pins
have non-axisymmetric power distributions. This variation will lead to non-axisymmetric distributions in
the activation and fission products, temperature, distortion, and corrosion.

4.4. TEMPERATURE DISTRIBUTION

The temperature distribution within the fuel assembly is shown in three dimensions in Figure 16.
Because the outer radius of the pin is hundreds of degrees cooler than the center, the visualization has the
false appearance of being nearly axisymmetric in temperature with little pin-to-pin variation. However, a
very small variation in the color represents tens of degrees in temperature variation.

Two-dimensional plots of the temperature distribution at 3, 5, 7, and 9 feet from the bottom of the
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(a) Denovo Power Distribution (b) AMPFuel Power Distribution

Fig. 11. Power
(

GW
MT (UO2)

)
distribution scaled to clearly show the three-dimensional (axial, radial, and

azimuthal) variation.

(a) Denovo Power Distribution (b) AMPFuel Power Distribution

Fig. 12. Power
(

GW
MT (UO2)

)
distribution within the assembly 3 feet above the bottom of the active fuel

region.
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(a) Denovo Power Distribution (b) AMPFuel Power Distribution

Fig. 13. Power
(

GW
MT (UO2)

)
distribution within the assembly 5 feet above the bottom of the active fuel

region.

(a) Denovo Power Distribution (b) AMPFuel Power Distribution

Fig. 14. Power
(

GW
MT (UO2)

)
distribution within the assembly 7 feet above the bottom of the active fuel

region.
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(a) Denovo Power Distribution (b) AMPFuel Power Distribution

Fig. 15. Power
(

GW
MT (UO2)

)
distribution within the assembly 9 feet above the bottom of the active fuel

region.

active fuel region are shown in Figure 17. The pin-to-pin power distribution clearly produces variation in
fuel pin temperatures, but the effect of the within-pin power distribution is still difficult to ascertain because
of the large temperature variation from the cladding surface temperature to the fuel centerline temperature.
Three approximations in the boundary conditions prevent concrete observations about the true significance
of the (approximately) axisymmetric appearance of the temperature:

• the temperature of the fuel was azimuthally-averaged for use in the cladding Robin boundary
condition, and vice versa, which produced a more axisymmetric solution than expected;

• the gap thickness was not used in the model for gap conductance, which produced a less
axisymmetric solution than expected; and

• the coolant temperature, which is a boundary condition for the cladding, did not have an azimuthal
variation; the effect of which may vary from pin to pin.

The clearest depiction of the significance of the non-axisymmetric temperature distribution can be seen
in the mechanical displacement (see Section 4.5) due to thermal expansion, where the (visually-small)
azimuthal variation in the temperature causes the fuel regions near the guide tubes to bow. The
aforementioned approximations in the boundary conditions will be removed and additional effort in
visualization of assembly-scale results will be incorporated in future revisions to better communicate their
significance.

4.5. MECHANICAL STATE

The total magnitude of the displacement and the magnitude of the axial displacement at the final
loading step are shown in Figures 18 and 19, respectively. In addition, there are expanded views of each at
several axial levels in Figures 20 – 23.
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Fig. 16. Temperature (Kelvin) distribution within the assembly.

The maximum axial expansion of the fuel was 1.3 cm, or 0.35% axial strain, which agrees well with
expected results. The axial displacement shows how the axial expansion of the fuel is significantly more
than the cladding, which will reduce the free volume in the plenum and increase the pressure of the coolant
in gap and effect the fuel-to-clad heat transfer coefficient. In addition, the axial displacement is strongly
correlated with the total rod power, which demonstrates the need for accurate pin-to-pin power
distributions for predicting fuel performance. In an existing light-water reactor, these power distributions
are known to within 1%, but that does not hold for advanced reactors, fuels, or cladding. There should be
ample margin in the assembly design that a 1% error in clad elongation would not reduce the shoulder
height and cause the pin to contact the top and bottom assembly plates, which would cause the rod to bow.

The higher (within-pin) power adjacent to guide tubes produces a higher temperature for the entire
length of the fuel pin, which leads to increased thermal expansion that produces a “bowing” of the fuel
away from the guide tube. This can be seen as a within-pin variation of the axial displacement near the top
of the assembly (Figure 22b) but is clear when the total and axial displacement are compared. This is a real
effect, but additional investigation is required to understand the effect of boundary conditions at the bottom
of the pin, between the fuel regions, and the number of effective fuel regions used. However, it is clear that
if the fuel were modeled as a single fuel region (as in many existing fuel performance codes), rather than
being treated as independent fuel regions, the bowing would be artificially enhanced because the fuel
would bend as a beam and not account for the stress relief between pellets. This is a significant finding
because the smearing of the fuel into effective regions was anticipated to be a reasonable approximation to
reduce the computational burden when AMPFuel is integrated within Sharp for full reactor simulation.

5. CONCLUSIONS

This report describes an initial capability for high-fidelity nuclear fuel assembly simulation and a
demonstration of that capability on a full 17×17 PWR assembly. The Advanced Multi-Physics (AMP)
Nuclear Fuel Performance code (AMPFuel) includes an integrated nuclear fuel assembly capability for
(one-way) coupled radiation transport and nuclear fuel assembly thermo-mechanics. AMPFuel leverages
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(a) 3 feet (b) 5 feet

(c) 7 feet (d) 9 feet

Fig. 17. Temperature (Kelvin) distribution within the assembly for various heights above the bottom
of the active fuel region.
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(a) No scaling (b) Scaled (10x reduction in height)

Fig. 18. Total displacement magnitude (meters) on the initial AMPFuel mesh.

(a) No scaling (b) Scaled (10x reduction in height)

Fig. 19. Axial displacement (meters) on the initial AMPFuel mesh.
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(a) Total (b) Axial

Fig. 20. Total and axial displacement (meters) within the assembly 3 feet above the bottom of the
active fuel region.

(a) Total (b) Axial

Fig. 21. Total and axial displacement (meters) within the assembly 5 feet above the bottom of the
active fuel region.
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(a) Total (b) Axial

Fig. 22. Total and axial displacement (meters) within the assembly 7 feet above the bottom of the
active fuel region.

(a) Total (b) Axial

Fig. 23. Total and axial displacement (meters) within the assembly 9 feet above the bottom of the
active fuel region.
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the Scale/Denovo radiation transport code to provide a multi-group, discrete-ordinates, k-eigenvalue
solution to the first-order form of the Boltzmann transport equation, which defines the spatial distribution
of the heat source (power) within the problem. The heat transfer and mechanics are discretized with the
linear finite-element formulation of the diffusion and elastic-plastic mechanics equations, with appropriate
material models and boundary conditions, and each is solved with a fully-coupled Jacobian-Free Newton
Krylov solver that leverages both algebraic multi-grid and a physics-based mechanics preconditioner. Both
the Denovo and thermo-mechanics simulations were executed in parallel and leveraged a domain
decomposition designed for nuclear fuel assembly simulations that minimized communication between
domains.

The integrated assembly simulation capability was used to model a representative fuel assembly with
many of the features resolved in three dimensions. The full problem definition included the fuel, gap, and
cladding of each of the 264 fuel pins; the 25 guide tubes; the top and bottom structural regions; and the
upper and lower (neutron) reflector regions. Both AMPFuel and Denovo include some simplifications of
the geometry, which required careful coordination, but provided an integrated solution to the multi-group
neutron flux, fission power distribution, temperature distribution (in the fuel, gap, and cladding), and
mechanical deformation of the fuel and cladding. However, both AMPFuel and Denovo include embedded
mesh generation with Python-based input generation routines, which allows for easy problem setup and
execution (relative to codes that require a complex CAD [computer-aided design] model of the entire
domain and user-intensive meshing tools).

A novel scheme was developed for transferring the power distribution from Denovo (structured,
Cartesian mesh with smeared materials within each cell) to AMPFuel (unstructured, hexagonal mesh with a
single material within each cell). The approach leveraged the geometry of the problem (cylindrical) to
utilize an orthogonal basis in the radial, azimuthal, and axial dimensions to ensure that the power from
Denovo was transferred with an appropriate smoothing function that significantly reduced the effect of
artificial discontinuities in the power for use in the AMPFuel thermo-mechanics calculations. This allowed
the use of a relatively coarse spatial mesh for the radiation transport (44 groups and 128 directions per cell)
and a fine spatial mesh for thermo-mechanics (4 DOF per node) with very little loss of accuracy. In
addition, the high aspect ratio of each fuel pin (12 ft axially, but 1

4 in. in diameter) presented a challenge for
standard Algebraic Multi-Grid (AMG) techniques for mechanics and required the development of a new
nuclear fuel–specific preconditioner. The new preconditioner allows for the use of AMG on each individual
fuel region as an inner preconditioner while accounting for their cumulative effect on the axial elongation
with an outer (Krylov) iteration.

Mesh refinement and timing studies were performed on a limited set of problems (thermal-only) to
evaluate the relative computational performance and accuracy of the mesh-to-mesh solution transfer of
AMPFuel and Denovo. The final, full-assembly calculation was executed on Jaguar using 40,000 cores in
under 10 hours to model over 162 billion DOF for 10 loading steps. The single radiation transport
calculation required about 50% of the time required to solve the thermo-mechanics with a single loading
step, which demonstrates that it is feasible to incorporate, in a single code, a high-fidelity radiation
transport capability with a high-fidelity nuclear fuel thermo-mechanics capability and anticipate acceptable
computational requirements. If a single mesh had been used, the transport would have been at least
50 times larger and more than 98% of the computational time.

The results of the full-assembly simulation clearly show the axial, radial, and azimuthal variation of the
neutron flux, power, temperature, and deformation of the assembly, highlighting behavior that is neglected
in traditional axisymmetric fuel performance codes. The multi-group neutron flux distribution captures the
spatial distribution due to both assembly features and resonance self-shielding that will lead to a “rim
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effect” with depletion. Because it is based on 3D radiation transport, rather than calibrated models, it is
extensible to incorporate additional assembly features, such as grid spacers and part-length rods, that create
additional heterogeneity in the flux and power distribution. The multidimensional multi-group neutron flux
distribution led to a power distribution between pins and within pins that demonstrated the regions of the
assembly where axisymmetric fuel modeling is appropriate, but also displayed the missing effects in the
highest-power fuel pins, which are adjacent to guide tubes. This non-axisymmetric power distribution
created a non-axisymmetric temperature distribution, which produced a rod bowing effect due to increased
thermal expansion near the guide tubes.

As this problem is extended to include more assembly features, different reactor and fuel types, reduced
approximations in the thermo-mechanics, coupling of the physics, and isotopic depletion, we will be able to
develop a more comprehensive understanding of the physics and models at a resolution that was previously
unattainable and develop approximations that can improve the accuracy of reactor simulations (which use
lower-fidelity fuel models) and single-pin fuel simulations (which use lower fidelity neutronics models).
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