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Purpose 
Pathomics is a research project to explore the feasibility for developing biosignatures for 
early infectious disease detection in humans, particularly those that represent a threat 
from bioterrorism.  Our goal is to use a science-based approach to better understand the 
underlying molecular basis of disease and to find sensitive, robust, and specific 
combinations of biological molecules (biosignatures) in the host that will indicate the 
presence of developing infection prior to overt symptoms (pre-syndromic).  The ultimate 
goal is develop a national surveillance system for monitoring for the release and 
managing the consequences of a biothreat agent or an emerging disease.  Developing the 
science for a more comprehensive understanding of the molecular basis of infectious 
disease and the development of biosignature-based diagnostics could help detect both 
emerging and engineered treats to humans. 
 
Background 
It has been well-described that the health and societal consequences of the release of a 
bioterror agent or the emergence of a new natural pathogen could be severe (see Kaplan 
et al., 2002; O’Toole et al., 2002 for examples). Whether through an act of terrorism or 
nature, infectious disease epidemics are potentially the most lethal and certainly most 
insidious of natural disasters (Nelson et al. 2001).  Bubonic plague (Yersinia pestis) was 
responsible for a staggering 25 million deaths (roughly a quarter of the entire population) 
in 14th century Europe.  Although less deadly than the plague, smallpox had a tremendous 
impact on the development of Western civilization (Barquet et al. 1997; Nelson et al. 
2001). In 1918 a global pandemic caused by a particularly virulent strain of influenza 
killed more than 40 million people in the span of 8 months and hospitalized more 
individuals than the total number of those wounded in World War I (McConnell 2002; 
Meltzer et al. 1999).  
 
The development of antibiotic and vaccine therapies in the early 1900’s resulted in a 
significant decrease in mortality from infectious disease.  However, in recent years the 
U.S. death rate from infectious disease has begun to rise again (Armstrong et al. 1999). 
Influenza and pneumonia remain among the top ten causes of death for all age classes in 
the United States (Anderson 2001; Snacken et al. 1999) and  new emergent infectious 
diseases has posed serious threats to public health (Binder et al. 2002; Noah et al. 2000). 



West Nile virus, for example, which broke out in Romania in 1996 and Russia in 1999, 
has recently spread throughout most of the 48 Continental United States, with more than 
3500 reported human cases and 211 fatalities as of November 2002 (Editors 2002).   
Perhaps the most devastating infectious disease that humanity has faced since smallpox 
and bubonic plague, Acquired Immune Deficiency Syndrome (AIDS) has struck 60 
million individuals worldwide.  Five million new cases of HIV infection were reported in 
2001, with 3 million deaths and 40 million individuals living with HIV/AIDS.  
Furthermore, some existing pathogens are becoming more virulent and less sensitive to 
existing treatments; and genetic engineering techniques now enable the creation of even 
more deadly pathogens (Cello et al.,). The use of biological pathogens in warfare has 
presented additional challenges to the public health systems.  Use of crude forms of 
bioagents are evident in the early 14th century (de Lorenzo and Porter, 2000; Inglesby et 
alk, 2000) and the events of October, 2001 had demonstrated that the potential for real 
and extensive public and economic impacts are real from bioterrorism.   
 
Acknowledgment of the threats discussed above by the public health community has 
generated much discussion on how to prepare including the potential for use of host-
based surveillance systems that could provide early warning of an attack or new natural 
pathogen and help avert massive casualties. A number of potential bioterror agents, 
including Bacillus anthracis (anthrax), Yersinia pestis (plague), botulism and Variola 
major (smallpox), can be treated successfully if they are diagnosed early. However, they 
also progress quickly from mild symptoms to serious illness to death, so a quick 
diagnosis is vital to limit mortality.  
 
Traditionally, health departments have relied on astute doctors to identify emerging 
pathogens and bioterror attacks by diagnosis. Dr. Larry M. Bush, a physician at JFK 
Medical Center in Atlantis, Florida, identified anthrax in Bob Stevens, a photo editor for 
a supermarket tabloid. However, this approach provides indications of an incident only 
after individuals become overtly symptomatic, when it may be too late for effective 
treatment (as was the case for Bob Stevens and several other victims).  What is needed is 
diagnostic methods that can indicate that a person is getting sick and identify the 
causative agent quickly and at the time the individual reports feeling ill.  Very frequently 
these symptoms are general and non-specific. 
 
One new approach to earlier disease detection is to sample the changes that occur in the 
host at the molecular level in response to the stress caused by invasion by a pathogen.  
Stressors can cause underlying changes in the biochemisty of the host that result in 
increases or decreases in the levels of certain biomolecules and appearance of new 
biomolecules that could potentially be detected in blood or other tissues. We suggest that 
the characteristics of this molecular response could be dependent on the pathogenesis of 
the infection resulting in a unique biosignature based on the mechanism of virulence and 
pathogenesis.  Such specificity in response and early detection strategies have been 
suggested for cancer and other diseases.  Thus we propose here a fundamental change in 
philosophy. Rather than continue the current approach of detecting threats by identifying 
them as a specific microbe in a taxonomy (e.g., this bacterium is Bacillus anthracis), we 
propose to detect them based on their mechanism of pathogenesis using host-based 



molecular signatures.  To ultimately accomplish this goal, a better understanding of the 
mechanisms of pathogenicity as well as host responses and susceptibilities is needed at 
the molecular level.  Instruments and protocols must be developed that apply the science 
to surveillance and other monitoring strategies that have dual-use in national security and 
public health. This mechanism-based approach to detection and characterization of 
biothreats also has a natural consequence of identifying biological pathways as targets for 
therapy and result in new therapeutics. 
 
The purpose of this project then, is to begin to develop an approach to discover host-
based biomolecular signatures that are indicative of a developing infectious disease and 
explore how early in the infectious disease course the signature can be detected. We 
hypothesize that much of this response is programmed by the genome and thus is an 
inherent property of the host.  Understanding this response could be diagnostic of a 
pathogen’s presence and identity. 
 
This initiative is intended to develop the team and preliminary data to carry out this 
decade long vision leading ultimately to diagnostics for the biological threats from 
terrorism and emerging diseases.  Here we focus on the immediate national need to 
demonstrate that molecular diagnosis is possible, provide an indication of how early it is 
possible and suggest a diagnostic platform that could carry out this mission.  The 
capabilities developed via this initiative also have application to developing the medical 
countermeasures needed for the chemical and radiological/nuclear threat, potentially as 
an “all hazard” biodosimetry or medical forensic tool. 
 
 
Approach 
 
The central theme of this project was to determine whether it is feasible to discover and 
utilize molecular signatures from blood to differentiate infected from un-infected healthy 
individuals.  It is the projects hypothesis that molecular signatures, if measurable, could 
detect developing infection in the prodromal or presyndromic period.  Detection of a 
developing infection at these stages would offer savings in morbidity and mortality due to 
the ability to intervene earlier than now possible. 
 
Key challenges to success were the sensitivity and reproducibility of current technology, 
natural variation in the molecular components that make up the signatures, the extend of 
change in the molecular signatures to be measured between health and infected 
individuals, and the ability to process, sort, analyze and find molecular signatures in the 
large amount of data to be gathered. 
 
The approach undertaken was a tightly coupled experimental and statistical/informatics 
plan with 3 specific questions ultimately being addressed: 
 

1. Evaluate and select methods for the high throughput screening of blood for 
molecular signature characterization (year 1 – 2). 

 



2. Characterize the normal range for candidate host response surrogate markers 
in humans and animals (year 2 – 3). 

 
3. Differentiate the host response surrogate marker profile of infected sick or 

presyndromic animals or humans (year 2 -3). 
 
Two additional aims were originally proposed but were not executed do to time 
limitations.  These should be the goals of future projects. 
 

• Differentiate the host response surrogate marker profile to a bacterial 
infection compared to a viral infection. 

 
• Differentiate the host response surrogate marker profiles to different 

biothreat organisms. 
 
 
To address these questions, animal models (mouse) and humans (where appropriate) were 
sampled during the course of an infection and when healthy to discover those molecules 
that change in concentration in response to the infectious agent.  Samples were to be 
analyzed to provide a molecular target pool from which to discover signatures of the 
disease.  Candidate signatures were evaluated for sensitivity, specificity, and relevance to 
human infections.  Signatures were to be developed into assays and validated for use in 
later human studies (Figure 1).   
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1:  Iterative and coupled experimental and computational approach. 
 
 
The analytical approach was to use multiplex and/or high throughput technologies such 
as microarrays (broad screen for gene expression levels), RT-PCR (Real-time polymerase 
chain reaction), MAP (Multi-Analyte Profiles of proteins), and 2D-DIGE (2-Dimensional 
Difference In Gel Electrophoresis) to study the molecular response to the pathogen. 
Unlike the examination of single genes or proteins in isolation as has been done in 
traditional biology, systems biology simultaneously studies the complex interaction of 
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many levels of biological information (DNA, mRNA, metabolites and proteins). While 
the scope of this endeavor is truly a long-term grand challenge, we focused our efforts 
during this two-year period to develop key analytical, experimental, and computational 
tools for use with nucleic acid and protein signatures from blood.  
 
First, 2D-Dige, RT-PCR and MAP technologies were evaluated for sensitivity, precision 
and reproducibility.  The central challenge is the ability of these methods to discriminate 
changes in molecular concentration.  These results are presented under Technical 
Accomplishments - aim 1.   
 
Second,  RT-PCR and MAP technologies were determined to be the ideal analytical 
platforms at this time since these are the most well characterized and are quantitative, 
providing the ability to not only qualitatively state that a component of a signature is 
present but also to quantify the change in concentration.  This added dimension of 
quantitation over a binary analysis of presence v. absence may add specificity to the 
signature.  Statistical methods were also evaluated for use in analysis of these data sets.  
Results are presented under Technical Accomplishments – aim 1). 
 
Third, a study was conducted to define the normal ‘healthy’ individual on a molecular 
basis.  This is necessary to determine what molecular changes are useful in a signature for 
disease detection.  It is also necessary to understand the normal variation in these 
signatures among the population and over time to make sure that the analytical 
parameters of the methods used are capable of detecting the level of changes encountered 
and to set criteria for what constitutes a useful signature component.  These results are 
presented under Technical Accomplishments – aim 2. 
 
Fourth, we began to assess how early in a disease process these methods could 
discriminate health from infected individuals.  Since a controlled challenge with a threat 
agent is not possible in humans, an animal model was chosen for feasibility assessment. 
Using a mouse cowpox model and a multiplex bead-based proteomic assay system which 
measures over 100 cytokines and chemokines simultaneously, we have shown that host 
responses are detectable in serum from a localized lung infection 1-2 days prior to overt 
signs of illness.  The pattern of response or signature varied among markers presenting 
the possibility of using the pattern to determine the stage of infection (see Technical 
Accomplishments – aim 3). In addition, we collaborated with a dialysis network to 
collect samples from humans undergoing dialysis.  These individuals were ideal for a 
feasibility study because they are sampled 3-times a week.  Samples could be banked for 
a set of individuals and analyzed once they became sick.  Baselines were constructed 
from periods when they were apparently infection free and a time-course could be 
constructed from the routine samplings.  Approximately 1200 samples were collected and 
banked over a years time period. Longer term studies were planed in humans with natural 
opportunistic infections once the methods were demonstrate and validated in an animal 
model.  
 
 
List of Technical Accomplishments (see appendix for manuscripts) 



 
Aim 1. Evaluate and select methods for the high throughput screening of blood for 
molecular signature characterization (year 1 – 2) 
  
Statistical challenges in the analysis of two-dimensional difference gel electrophoresis 
experiments using DeCyderTM.  2005. Fodor et al.  Bioinformatics 21(19):3733-40  
(UCRL-JRNL-207079) 
 
Statistical Analysis of the Experimental Variation in the Proteomic Characterization of 
Human Plasma by Two-Dimensional Difference Gel Electrophoresis. 2006.  Corzett et 
al., J. Proteome Res. 5, 2611-2619.  (UCRL-JRNL-219771) 
 
State-based Automata Descriptions of Intracellular Protein Kinetics and Gene 
Regulation. 2003. J.R. Kercher.  (UCRL-ID-151868) 
 
Preliminary analysis of gene expression data from glycolysis in Yersinia pestis: 
Application of a prototype genetic algorithm. 2003.  Kercher, J.R. et al.   (UCRL-ID-
152287) 
 
Variable Selection in Canonical Analysis of Gene- and Protein- 
Expression Data: The General Case for Multiple Groups. 2004.  Kercher, J.R. et al. 
(UCRL-JRNL-203451) 
 
Supplement Report on Variable Selection in Canonical Analysis of Gene- and Protein-
Expression Data: The Special Case of Two Groups. 2004.  Kercher, J.R. et al.  (UCRP-
JRNL-213450) 
 
Variable Selection in Canonical Analysis of Gene and Protein-Expression Data: The 
General Case for Multiple Groups. 2004. Kercher, J.R. et al. (UCRP-JRNL-205177) 
 
Supplement to Variable Selection in Canonical Analysis of Gene- and Protein 
Expression Data: The General Case for Multiple Groups. Kercher, J.R. et al. (UCRP-
JRNL-205176) 
 
 
Aim 2.  Characterize the normal range for candidate host response surrogate 
markers in humans and animals (year 2 – 3).  
 
Limited Dynamic Range of Immune Response Gene Expression Observed in Healthy 
Blood Donors Using RT- PCR. 2006.  Molecular Medicine, 12(7-8), 185 -195 (UCRL-
JRNL-226594) 
 
 
Aim 3.  Differentiate the host response surrogate marker profile of infected sick or 
presyndromic animals or humans (year 2 -3). 
 



 
Serum Protein Profile Alterations in Hemodialysis Patient.  2004. Nephrology 24, 268-
274. (UCRL- JRNL-201081) 
 
Early detection of infectious disease using host biochemical signatures in mice infected 
with cowpox virus.  Langlois et al., in preparation. (UCRL-TR-226614) 
 
 
Conclusions 
Through this work methods have been tested that can define molecular 
signatures indicative of infection.  This work has suggested that it is crucial 
that investment be made in understanding methodological variation and that 
effort must be invested in developing robust protocols for gel electrophoresis 
to be useful for biosignature discovery.  However, with appropriate 
investment in use of well-characterized methods, it was shown that the 
variation in human healthy controls is limited to an approximately 3X 
variation around the mean suggesting that changes within one order of 
magnitude should be detectable.  It has also been shown that in a controlled 
mouse study that blood-based markers can differentiate infected from 
healthy animals within a few days following exposure and at least a day 
prior to overt symptoms.  Thus, it appears feasible to develop biosignatures 
for prodromal and potentially presyndromic infectious disease detection.   
 
However, significant research is still needed to realize this potential.  
Challenges exist in discovering the proper set of individual biomakers that 
would comprise the signature, whether such signatures are specific for a 
specific infectious agent.  How early these signatures can be detected and 
how a number of potential confounds will affect such an approach such as 
age, gender, previous disease history, and genetic make up. 
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ABSTRACT
Motivation: The DeCyder software (GE Healthcare) is the cur-
rent state-of-the-art commercial product for the analysis of two-
dimensional difference gel electrophoresis (2D DIGE) experiments.
Analyses complementing DeCyder are suggested by incorporating
recent advances from the microarray data analysis literature. A case
study on the effect of smallpox vaccination is used to compare the
results obtained from DeCyder with the results obtained by apply-
ing moderated t -tests adjusted for multiple comparisons to DeCyder
output data that was additionally normalized.
Results: Application of the more stringent statistical tests applied to
the normalized 2D DIGE data decreased the number of potentially
differentially expressed proteins from the number obtained from DeCy-
der and increased the confidence in detecting differential expression
in human clinical studies.
Availability: The marray and limma packages used here are available
from http://www.bioconductor.org/
Contact: fodor1@llnl.gov

1 INTRODUCTION
Two-dimensional polyacrylamide gel electrophoresis (2D PAGE) is a
technology by which thousands of proteins in a biological sample are
separated according to their isoelectric points and molecular weights
(O’Farrell, 1975; Görget al., 2000; Lilleyet al., 2002). In theory, each
protein is uniquely determined by its response along the two dimen-
sions of separation. Differences in the proteomes of multiple samples
can be studied by comparing the expression profiles of the proteins
on the gels. In traditional 2D PAGE, each gel contains one sample
which is compared with the samples on different gels, introducing
high experimental variability.

Ünlü et al. (1997) proposed 2D difference gel electrophoresis (2D
DIGE) as a method to overcome gel-to-gel variability inherent to 2D
PAGE. More recently, 2D DIGE has been commercialized through
the Ettan DIGE System of Amersham Biosciences (now a part of GE
Healthcare), thanks to the development of the three size and charge-
matched, spectrally resolvable CyDye fluors Cy2, Cy3 and Cy5. Gels
using the DIGE method contain three samples labeled with the three
distinct fluorescent dyes Cy2, Cy3 and Cy5. Typically, two dyes are

∗To whom correspondence should be addressed.

used to label two different biological samples of interest. The third
dye can be used to label the ‘internal standard’ which is a pooled
mixture of all the samples used in the experiment, and is identical
on all gels. The power of the internal standard is in its potential to
adjust for the variability between gels and thus make the data across
the experiment more comparable. The DeCyder differential analysis
software is a part of the Ettan DIGE System, and is used for analyzing
the data and quantifying the differential expression of the proteins
(Tongeet al., 2001; Albanet al., 2003; Amersham, 2003).

Although there are fundamental differences in 2D DIGE and
gene-expression microarray technologies, many of the difficulties
encountered in the analysis of 2D DIGE data are similar to prob-
lems that arise in the analysis of microarray experiments: proper
normalization of the data within and between the gels (arrays), mul-
tiple hypothesis testing and the quest for improved test statistics that
exploit the common information across the proteins (genes) (Huber
et al., 2002, 2003; Smythet al., 2003b; Dudoit and Yang, 2003; Cui
and Churchill, 2003). Since data from 2D DIGE experiments exhibit
similar characteristics to microarray datasets, we adapted methods
developed by researchers in the microarray field to address statistical
challenges in analyzing proteomic data from 2D DIGE.

Earlier studies based on DeCyder version 4.0 proposed robust
statistical methods and normalization techniques to complement
the analytical tools in DeCyder (Kreilet al., 2004; Karpet al.,
2004). We offer additional improvements in the assessment of dif-
ferential protein expression by combining related normalization
methods with novel statistical tests, based on a study with DeCyder
version 5.01.

2 APPROACH
To investigate the response of the human proteome on exposure
to smallpox vaccination, a proteomic study involving five human
subjects, before and at five time points after vaccination, was under-
taken. Based on literature indicating the advantages over other 2D
gel methods (Tongeet al., 2001; Albanet al., 2003), 2D DIGE
was selected as the technology platform. Blood samples were col-
lected from five volunteers at six time points before and after
vaccination, with informed consent under the Institutional Review
Board approval from Lawrence Livermore National Laboratory. The
samples were prepared and labeled following the manufacturer’s

© The Author 2005. Published by Oxford University Press. All rights reserved. For Permissions, please email: journals.permissions@oxfordjournals.org 3733
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Table 1. 2D DIGE experimental design. Each gel had three samples, two
corresponding to a subject sample with time of collection indicated (labeled
with Cy3 and Cy5) and a pooled standard that was common on all gels labeled
with Cy2

Time Subject
S1 S2 S3 S4 S5

T1: 1 h prior Gel 1 Gel 4 Gel 7 Gel 10 Gel 13
T2: 1 h post
T3: Day 1 Gel 2 Gel 5 Gel 8 Gel 11 Gel 14
T4: Day 3
T5: Day 7 Gel 3 Gel 6 Gel 9 Gel 12 Gel 15
T6: Day 14

protocol for 2D DIGE and included the removal of the six proteins
with highest abundance (Chromyet al., 2004). Details of the sample
processing are available from the authors. The resulting 30 samples
were arranged on 15 gels as shown in Table 1. The 30 biological
samples (five subjects, six time points) were analyzed by 2D DIGE
in triplicate, resulting in 45 total gels. In two replicates, on any
given gel, the sample corresponding to the earlier sampling time was
labeled with Cy3, whereas the sample corresponding to the later time
was labeled with Cy5. In one replicate, the dyes were swapped. All
gels contained an identical third sample, the pooled standard labeled
with Cy2. The scientific goal was to identify proteins that were dif-
ferentially expressed in response to smallpox vaccination, as a model
for smallpox. The aim of the present study was to investigate the res-
ults obtained with DeCyder and indicate possible improvements in
proteomic data analysis.

DeCyder version 5.01 was used for spot detection and matching
across the gels (Amersham, 2003). Both the Differential In-gel Ana-
lysis (DIA) and the Biological Variation Analysis (BVA) modules
were used: the former to codetect and quantify the spots on a given
gel in terms of the ratios of the Cy3 and Cy5 sample volumes to the
standard Cy2 volume, and the latter to match the spots and standard-
ize the ratios across the gels accounting for the observed differences
in the Cy2 sample volumes on the gels. For each gel, the spot bound-
aries obtained from the Cy2 image were copied over to the images
of the other two samples on the same gel. Since the internal standard
was identical on all gels, the software performed the matching only
on the internal standard images labeled with Cy2, without introdu-
cing sample-to-sample differences into the matching. The master gel
was chosen as the gel with the most spots. The other spot maps were
matched to the master image with a proprietary ‘pattern recognition
algorithm that matches one single spot in one gel to a single spot in
another gel based on its neighboring spots’ (Amersham, 2003). To
increase the accuracy of the automatic gel-to-gel matching, careful
manual landmarking was performed as recommended in the software
documentation.

The volume of a spot for a given dye is defined as the fluorescent
intensity of the corresponding dye integrated over the area of a spot.
Normalized volume refers to the volume normalized across the three
dyes and across the gels. One of the outputs DeCyder provides is
the ratio of the normalized volumes, also called the standardized
abundances, {

Rpg = VolCy5pg/VolCy2pg,

Gpg = VolCy3pg/VolCy2pg,
(1)

for each spotp and gelg in the experiment. VolCy5pg represents
the normalized volume of spotp on gelg in the Cy5 sample and
similarly for the other two dyes.

The statistical analyses in DeCyder are based on the standard-
ized protein log abundances, which are defined as the log10 of the
standardized abundances. In theory, the standardized log abundances
follow a normal distribution and are comparable across all spots
and gels.

The output from DeCyder was exported and analyzed in the R
computing environment (http://www.r-project.org/).

2.1 Fitting linear models to assess the differential
expression of proteins

The goal of the study was to detect proteins that showed differential
expression post-vaccination. Thus, all pairwise comparisons among
the six time points were of interest.

DeCyder provides two choices for determining if a protein is dif-
ferentially expressed between two groups: one based on the fold
change and the other on theP -value from the traditional Student’s
t-test. Fold change is calculated as the ratio of the average standard-
ized abundances corresponding to the two samples. IfS̄p1 andS̄p2

denote the average standardized abundance of proteinp in groups
i = 1 and 2, respectively,

S̄pi =
∑

Rpg∈Groupi Rpg + ∑
Gpg∈Groupi Gpg

|Rpg ∈ Groupi | + |Gpg ∈ Groupi | , (2)

then the corresponding fold change is

Fp =
{

+S̄p1/S̄p2 for S̄p1 > S̄p2,

−S̄p2/S̄p1 for S̄p1 < S̄p2.
(3)

A k-fold expression increase/decrease is reflected in a+k/−k value
of Fp; no change corresponds toFp = 1.

A common way to assess the differential expression of the proteins
is to combine the two measures and find the proteins that exceed a
predetermined fold change with a predetermined significance.

In the microarray literature it has been shown that in order to test
for the differential expression of many genes in parallel, the tra-
ditional Student’st-test can be improved upon (Cui and Churchill,
2003). One common approach is to adjust the gene-specific standard
deviation estimates with adjustment factors calculated from a lar-
ger set of genes. The idea is to take advantage of the fact that the
same model is fit across all genes. The detail lies in specifying how
the gene-specific parameters and variances differ. Improved statist-
ics based on empirical methods have been suggested in Baldi and
Long (2001) and Efronet al. (2001). The moderatedt-statistic intro-
duced in Lönstedt and Speed (2002) and further explained in Smyth
(2004) (http://www.bepress.com/sagmb/vol3/iss1/art3) is based on a
hierarchical, hybrid classical/Bayes model and has been shown to
follow a t-distribution under certain assumptions.

In addition to the traditionalt-statistics, the moderatedt-statistics,
as implemented in Smythet al. (2003a), was also used in this study
in order to determine the differential expression of proteins. The
problem was cast in a general linear modeling framework which
facilitated testing using both methods. Consider the model

ypij = αpi + εpij, (4)

whereypij is the standardized log abundance of replicatej at time
Ti of protein spotp, αpi is the unknown expression level of protein
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spotp at timeTi andεpij is a random error, forp = 1, . . . , 2384
(number of spots),i = 1, . . . , 6 (number of time points) andj =
1, . . . , 15 (number of replicates at each time). To follow the analysis
with DeCyder, the 3 replicates of the 5 subjects were treated as
15 replicates.

For a given spotp, let yp denote the vector of the 90 observations
at that spot, ordered according to time: the first 15 values are the
replicates at timeT1, followed by the 15 replicates at timesT2, T3,
T4, T5 and T6. Similarly, let εp denote the corresponding vector
of random errors. Ifαp = (αp1,αp2, . . . ,αp6)

T, then the model in
Equation (4) can be written in matrix terms as

yp = X αp + εp, (5)

where the design matrixX has size 90× 6, and itsi-th column
has 15 ones in itsi × 15th positions fori = 1, . . . , 6, and is zero
everywhere else.

Testing the equality of the expression levels at different times can
be easily specified with appropriate contrasts, or linear combinations
of the parameters. For example, testing the null hypothesis that the
expression level of spotp at timeT1 is equal to the expression level
at timeT2,

H0 : αp1 = αp2, (6)

is equivalent to
H0 : βp12 = 0, (7)

where
βp12

.= CT αp = (−1 1 0 0 0 0) αp. (8)

For each spot in the experiment, the 15 pairwise comparisons
among the six time groups were performed, using both the tradi-
tional (corresponding to the results from DeCyder) and the moderated
t-statistics.

2.2 Normalizing the standardized log abundances
The distribution of the standardized log abundances showed sys-
tematic biases within the gels and had different ranges across the
gels. Since both of these problems have been encountered by the
microarray analysis community, methods developed to address these
issues in microarrays were investigated. Specifically, the limma
Norm package from the Bioconductor project (Smythet al., 2003a)
was used.

To perform the additional normalizations, the standardized abund-
ances in Equation (1) were first transformed into theM − A space,
where {

Mpg = log2(Rpg/Gpg),

Apg = 1/2 log2(Rpg × Gpg).
(9)

Apg measures the Average, andMpg (Minus) the difference between
the intensities of the two samples (samples labeled with Cy3 and
Cy5, respectively) on a log scale at spotp on gelg. Assuming that
the majority of the proteins were not differentially expressed between
the two conditions, the plot ofMpg versusApg (MvA) for a given
gel should result in a random scatter around the zero-line with no
systematic trends. Observed systematic variations may be the res-
ult of different labeling efficiencies for the Cy3 and Cy5 dyes, as
well as different scanning settings and gel effects. In microarrays,
dye imbalances often vary according to the average spot intensity
A (Smythet al., 2003b). The MvA plots for the 45 gels exhibited

systematic trends which depended on the value ofA (Fig. 4a and 4b);
therefore, local intensity-dependent regression lines through the data
were fitted using the loessFit function inR. Next, theM-values were
replaced by the residuals from the fit which resulted in pattern-free
MvA plots (Fig. 4c and 4d). The second normalization step used
boxplots for between-gel normalization (Fig. 5). It involved compar-
ing the ranges of the regression-correctedM-values across the 45
gels, and scaling them so that the middle 50% of the data on each
gel spanned the same range.

LetM̃pg andÃpg denote the corrected values after the MvA normal-
ization within gels and boxplot normalization between gels. Next,
the inverse transformation of Equation (9) was used to transform
M̃pg and Ãpg back to the original RG scale, and obtain the nor-
malized standardized abundancesR̃pg and G̃pg corresponding to
Equation (1). The standardized abundances from DeCyder were thus
further normalized.

The linear model fitting described in Section 2.1 was repeated at
each of the spots, using the log10 ofR̃pg andG̃pg as the response vari-
able in Equation (4). The model was identical to Equation (5), except
that the data at each spot consisted of the 90 normalized standardized
log abundances instead of the 90 standardized log abundances.

2.3 Adjusting the P -values
Another challenge in the analysis of 2D DIGE data that is shared
with the microarray data analysis community is the massive mul-
tiple hypothesis problem (Shaffer, 1995). Regardless of the data
used and the testing procedure employed, the resultingP -values
need to be adjusted because numerous tests are performed simul-
taneously. The unadjustedP -values that result from the individual
t-tests applied separately at each time point pair and at each spot
are too optimistic. At theα = 0.05 significance level, 1 every 20
tests is expected to result in aP -value less thanα just by chance.
As the number of tests increases, so does the number of false posit-
ives. Several adjustment methods have been proposed. The simplest
one is the Bonferroni correction, which multiplies the unadjusted
P -values by the total number of tests performed. A less stringent,
but more practical approach for the present case is the false discov-
ery rate method of Benjamini and Hochberg (1995). LetR denote
the total number of rejected hypotheses, andV the number of falsely
rejected hypotheses, out from the total number of simultaneous tests.
Then, the realized False Discovery Rate (FDR) is defined asV /R,
for R > 0, and 0 otherwise. SinceV is unobserved, Benjamini and
Hochberg (1995) developed a sequentialP -value procedure that con-
trols theexpected value of the FDR,E(FDR), under the assumption
that the test statistics are independent. The resulting process controls
E(FDR) at the fixed levelα for any joint distribution of theP -values.
Although the independence assumption is not always satisfied, the
FDR method is often used because of its simplicity. Since its results
are preferable over the unadjustedP -values, here the FDR procedure
in R was used.

3 RESULTS
Figure 1 displays the standardized log abundance data for one protein
spot. Assuming that a protein was present in all the samples and that
its corresponding spot was found and matched across all 45 gels,
there should be 15 values at each time point: three replicates for
each of the five subjects. For spot 1186, the third replicate of gel 8
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Fig. 1. The standardized log abundance for one spot. Numbers indicate gels,
letters stand for replicates, and colors represent subjects. The dotted line
connects the averages at the six time points.
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Fig. 2. Histogram of the number of gels a spot was matched on: 2384 spots
and 45 gels.

is missing, evidenced by the two green lines connecting Day 1 and
Day 3 in Figure 1.

A total of 2384 spots were identified on the master gel, defined to
be the gel containing the most spots. Figure 2 presents the histogram
of the number of gels a spot was matched on. Fewer than 150 spots
were matched on at least 40 of the 45 gels. The less stringent criterion
requiring at least five observations at each time point resulted in 1026
spots.

3.1 Results with the Student’s t-statistic using the
standardized log abundances

Table 2 presents the number of spots with>1.5-fold change, and with
P -value<0.05, for each of the 15 pairwise comparisons involving
the data at two time points. The response was the standardized log
abundance and the test was based on the traditionalt-statistics. The
values in the unadjusted columns used the unadjustedP -values that
resulted from performing the traditionalt-tests independently at each
of the spots and time pairs. The fold changes and theP -values corres-
ponding to the individual spots under the unadjusted heading match
the results given by DeCyder. The FDR-adjusted columns refer toP -
values that were adjusted for the multiple comparisons. Comparing

Table 2. The number of spots with>1.5-fold change andP -value≤0.05.
Pairwise tests using the standardized log abundances and Student’st-test

Unadjusted FDR-adjusted
T2 T3 T4 T5 T6 T2 T3 T4 T5 T6

T1 7 47 62 53 54 0 8 11 8 11
T2 47 53 71 59 11 15 8 11
T3 3 32 49 1 5 13
T4 55 58 9 19
T5 8 1
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Fig. 3. Sorted FDR-adjustedP -values for the pairwiset-tests that compare
the average standardized log abundances at timeT1 to the subsequent time
points.

the corresponding numbers under the unadjusted and FDR-adjusted
cells in Table 2 illustrates the effect of adjusting for multiple com-
parisons. The number of ‘interesting’ spots decreases dramatically
after the multiple statistical hypothesis testing problem is addressed.

When aggregating the possibly overlapping results of the 15 pair-
wise comparisons, a total of 310 unique spots had>1.5-fold change
and unadjustedP -value <0.05 in at least one pairwise test. The
corresponding number based on the FDR-adjustedP -values was 83.

Figure 3 displays the sorted adjustedP -values from the pairwise
t-tests calculated at each spot comparing the five subsequent times to
T1. A possible explanation for the unique shape of the T2 versus T1
curve (solid) compared with the other curves in Figure 3 is the fact
that the T2 versus T1 comparisons involved spots from the same gels,
whereas the others compared spots from different gels. Example stat-
istics for the number of spots included in the intragel versus intergel
comparisons for Subject 1 were: T2 versus T1: 1133 spots (equal to
the number of spots on gel 1a that were matched with the spots on
the master gel), T3 versus T1: 714 spots (the number of spots on gel
1a that were matched with the spots on both gel 2a and the master
gel), T4 versus T1: 714 (same as for T3 versus T1), T5 versus T1:
780 spots (the number of spots on gel 1a that were matched with the
spots on both gel 3a and the master gel), T6 versus T1: 780 (same
as for T5 versus T1). Similar trends existed for the other subjects
as well: more (and better matched spots) for intragel comparisons,
fewer (and less well matched) spots for intergel comparisons.
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Table 3. The number of spots with>1.5-fold change and FDR-adjusted
P -val ≤0.05. Pairwise tests using the moderatedt-statistics and (a) the
standardized log abundances and (b) the normalized standardized log
abundances.

(a) (b)
T2 T3 T4 T5 T6 T2 T3 T4 T5 T6

T1 1 3 4 3 0 1 4 4 0 0
T2 4 9 5 2 7 7 5 6
T3 1 2 2 0 4 2
T4 3 2 4 4
T5 1 0

3.2 Results with the moderated t-statistic using the
standardized log abundances

Panel (a) of Table 3 is similar to the FDR-adjusted panel of Table 2,
and presents the corresponding results obtained using the moderated
t-statistic along with the standardized log abundances. Results with
the unadjustedP -values were generally higher, but overall compar-
able to the unadjusted results in Table 2. Aggregating the results of
the FDR-adjustedP -values from panel (a) of Table 3 from all 15
pairwise tests resulted in 13 unique spots.

3.3 Results with the moderated t-statistic using the
normalized standardized log abundances

Figure 4 displays MvA plots for two gels, before (a, b) and after
(c, d) the normalizations within the gels. The data for most of the
other gels showed similar characteristics. Figure 5 shows the effect
of the additional between-gel normalization step. Figure 5a displays
the boxplots of theM values based on the output from DeCyder.
Differences among the gels are clearly visible, especially for gel 3c
which had a higher interquartile range (the middle 50% of the data

values within the boxes of the boxplots) than any of the other gels.
The unusual distribution for gel 3c was probably caused by problems
specific to either that gel or the processing of that gel, as the corres-
ponding distributions for replicates 3a and 3b did not exhibit such
anomalies. Figure 5b presents the corresponding results after within-
gel normalization. Consequent to the local regression fit, the boxplots
in Figure 5b are all centered around zero. However, the interquartile
ranges show differences across the gels. The between-gel normaliz-
ation step brings the interquartile ranges of the gels onto the same
scale, as shown in Figure 5c. After the MvA normalization within
arrays and boxplot normalization between arrays, the normalized
standardized log abundances corresponding to the six time points in
the experiment were obtained as described in Section 2.2. Figure 6
displays the result for spot 1186 whose standardized log abundance
data were shown in Figure 1.

Panel (b) of Table 3 presents the number of spots with a>1.5-
fold change and FDR-adjustedP -value≤0.05, using the normalized
standardized log abundances as the response variable and testing
with the moderatedt-statistics. Combining the results of the 15
pairwise tests resulted in 13 unique spots. Results with the unad-
justedP -values were generally higher, but overall comparable to the
unadjusted results in Table 2.

4 DISCUSSION
Figure 7 aggregates the results of the three FDR-adjusted methods
in Section 3 in a Venn diagram. The numbers in the circles represent
unique spots. Of the eight spots commonly identified by all three
adjusted methods, only one spot (2196) had enough observations to
be of practical interest from a statistical perspective, loosely defined
here as having at least five observations at each time, irrespective
of which subject the available replicates belonged to and keeping in
mind that subject variability and host response could result in differ-
ential expression. Of the three spots commonly identified by TAdjs
and NormModTAdj, two (1506 and 1596) contained the required
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are ordered sequentially according to the experimental design in Table 1: the
three replicates of gel 1 (1a, 1b, 1c) followed by the three replicates of gels 2
through 15 (15a, 15b, 15c).

number of data points. Being identified by more than one adjusted
method suggests a higher confidence that these spots represent pro-
teins that are indeed differentially expressed. Confirmation requires
protein identification by mass spectrometry followed by further val-
idation experiments. The three spots identified only by the ModTAdj
method, the two spots identified only by the NormModTAdj method
and the two spots commonly identified by TAdjs and ModTAdj, each
had less than five values per time point, so in this case were not con-
sidered although important information may still be found from these
patterns.
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Fig. 7. Venn diagram comparing the results based on the three FDR-adjusted
methods in Table 2 (TAdj), Panels (a) (ModTAdj) and (b) (NormModTAdj)
of Table 3.

Several factors contributed to the higher complexity of this clinical
study, as compared with other published 2D DIGE experiments: (1)
the choice of using human blood, one of the most complex proteomes
with estimates of 100 000 circulating proteins with a wide dynamic
range in concentrations; (2) subject-to-subject variability within the
five vaccinees; (3) challenges of variable host immune response; (4)
the large number of gels involved. In addition, the gels were prepared
in-house. Although the extent of the following challenges is expected
to be less severe in simpler experiments, the qualitative conclusions
drawn here remain valid for other 2D DIGE studies as well. Our
preliminary findings with precast gels (whose reproducibility has
been improving in recent years) suggest significant improvements
in the quality of the data.

4.1 Normalization
We found evidence for inadequate normalization of the data within
and between the gels. Our results agree with other recent findings
(Kreil et al., 2004; Karpet al., 2004), and indicate the need to
develop better techniques. Since the global characteristics of the data
resembled data from microarray experiments, we suggested meth-
ods developed in that community as possible ways to improve the
normalization of proteomic data from 2D DIGE.
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4.2 Accounting for multiple comparisons
Whenever there are multiple hypothesis tests, the observed signific-
ance levels have to be adjusted. Here the FDR method was used.

4.3 Matching spots across gels
Although the spot matching rates observed in this study may seem
low, there are no reports upon which to compare our results for a
human plasma clinical study. Published studies citing 52% (Alban
et al., 2003) and 67% (Yanet al., 2002) of spots matched on gels
relied on far fewer gels (12 and 8, respectively) and the use of simpler
biological samples (Escherichia coli) which would not be affected
by genetic variability characteristic to human subjects. In addition,
differences in spot matching can be attributed to the wide isoelec-
tric point (pI) and molecular weight (mw) region used in our study:
non-linear pI range 3–10, mw range 200–20 kDa. By targeting a
narrower pI or mw region, protein spots would be better resolved
with improved subsequent matching results. The number of spots
specified as an input to the DeCyder algorithm also affects the res-
ults. The strategy in this study was to start with a large initial spot
number(2500) in order to maximize detection of small-abundance
proteins. The large number of spots specified, however, could lead
to the inclusion of dust particles or other artifacts. Thus, the current
state of the technology is not fully automated, and all potentially
interesting spots should be manually verified.

4.4 Spot migration
Microarrays consist of a fixed grid of spots, where each spot contains
a unique DNA sequence from a known gene. In contrast, proteins
migrate through the gels according to their pI and mw. Genetic dif-
ferences between subjects and post-translational modifications may
result in certain protein spots missing from certain gels, or the ‘same’
protein migrating slightly differently on the gels. The challenge is
to untangle the biological differences in protein expression from dif-
ferences owing to experimental variation. Spot migration is thus one
fundamental difference between microarrays and gels that needs to
be addressed, in particular as it relates to spot matching and model
development. The mechanistic approach of this paper to ignore spots
with poor matching was only a first attempt to understand the data.
More sophisticated methods that take into account the underlying
biology should be developed, as unmatched spots between subjects
may hold information of biological interest.

4.5 Intragel versus intergel comparisons
Although the internal standard is used in 2D DIGE to guarantee that
all spots are comparable across all gels, we found evidence to the
contrary. The distinct shape of the T2 versus T1 curve, compared
with all other time points in Figure 3, points to the different nature
of comparing samples from the same gel and comparing samples
from different gels. Such differences are most likely because of the
imperfect intergel matching. The distinct pattern of the T2 versus T1
curve persisted over the T4 versus T3 and the T6 versus T5 compar-
isons, but not over the other pairwise comparisons. To minimize the
effects of matching, samples of most interest in comparing should be
placed on the same gel. Improvements in spot detection and match-
ing should mitigate the differential effects observed in the intergel
comparisons. Performing the spot detection separately on each gel
image (instead of only on the Cy2 images) may increase the accuracy.
The high complexity of the internal standard may have contributed to
the poor matching. Perhaps a simpler internal standard consisting of

all the T1 samples, or including on all gels an identical T1 reference
sample labeled with either Cy3 or Cy5, would have led to superior
results. These and other alternatives should be explored, balancing
the cost of running the experiment with the quality of the results.

4.6 Statistical modeling
Proper experimental design should be an integral part of any experi-
ment. The design in Table 1 was chosen following recommendations
in Amersham (2003). To formulate the optimal design for a given
experiment, we advocate interaction with statisticians on the alloca-
tion of the samples to the gels, and on proper randomization. Results
for microarrays (Kerr and Churchill, 2001) could be extended.

The linear modeling framework of Smythet al. (2003a) used
here provides a flexible extension to the simple tests provided in
DeCyder. Testing additional hypotheses involving different subsets
of the subjects and the time points amounts to specifying different
design matrices and contrasts, then proceeding with the estimation
as described within. Functionality in R allows one to fit the linear
models using robust techniques that minimize the effects of outliers.
Accounting for the different number of data points at the different
spots is automatically included in the models.

Although the moderatedt-test provides an alternative to the
Student’st-test for pairwise comparisons, other methods are also
possible. From a statistical perspective, a more appropriate way to
analyze the data is to fit a mixed effect model at each spot, treating
the subjects as five blocks and the gels as two blocks within the sub-
jects (Pinheiro and Bates, 2000). Then, one test at each spot is used
to determine if there are any differences among the six time points.
Including the block effects improves the estimation of the time effects
of interest, and separates the biological replicates from the technical
replicates. The two-factor Analysis of Variance (ANOVA) model in
DeCyder only supports fixed effects, and is unable to model the ran-
dom subject and gel effects. Since both the subjects and the gels are
samples from larger populations, random effects are appropriate for
them. We performed the described mixed-effect modeling at each
spot, and found four spots with FDR-adjustedP -value for a time
effect <0.05 and at least a 1.5-fold change between any two time
points. Of the four spots, one spot (2196) was previously selected
by all three adjusted methods. Since spot 2196 was identified by a
number of different methods, it has the highest confidence that it
is indeed an example of a differentially expressed protein following
smallpox vaccination.

The statistical models used here have certain assumptions, such as
normality of the errors and independence of the observations. How-
ever, these models can be used in an exploratory fashion even if the
data exhibit departures from the assumptions (Smyth, 2004). Further
model developments should incorporate more realistic assumptions
about the data. In addition, they should also take into account the
state of the proteins, which will require close collaboration between
the proteomics and statistics communities.

5 CONCLUSION
The 2D DIGE technology plays an important role in proteomics, and
rigorous data analysis techniques are essential in quantifying the dif-
ferential expression of proteins between biological samples. Here,
we presented readily available statistical methods to improve the
analysis of 2D DIGE experiments. Our goal was to offer analytical
improvements with small investment to the user. We achieved this
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goal by borrowing methods from the microarray literature, and show-
ing their feasibility and suitability to the analysis of 2D gels. To
objectively quantify the effects of the proposed techniques, we are
currently undertaking a technical variability study using human blood
samples.

In addition to the problems shared with microarrays, 2D DIGE
presents additional difficulties in spot detection and matching, espe-
cially when used in complex studies involving clinical plasma
samples. Future advances in image processing and in statistical mod-
eling specific to proteomics will further enhance the quality of 2D
DIGE results. Version 6.0 of DeCyder, released after the completion
of this study, offers improvements over the version used here in areas
such as normalization and adjusting the significance levels in mul-
tiple comparisons. We will take full advantage of the latest software
in the future.
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The complexity of human plasma presents a number of challenges to the efficient and reproducible
proteomic analysis of differential expression in response to disease. Before individual variation and
disease-specific protein biomarkers can be identified from human plasma, the experimental variability
inherent in the protein separation and detection techniques must be quantified. We report on the
variation found in two-dimensional difference gel electrophoresis (2-D DIGE) analysis of human plasma.
Eight aliquots of a human plasma sample were subjected to top-6 highest abundant protein depletion
and were subsequently analyzed in triplicate for a total of 24 DIGE samples on 12 gels. Spot-wise
standard deviation estimates indicated that fold changes greater than 2 can be detected with a
manageable number of replicates in simple ANOVA experiments with human plasma. Mixed-effects
statistical modeling quantified the effect of the dyes, and segregated the spot-wise variance into
components of sample preparation, gel-to-gel differences, and random error. The gel-to-gel component
was found to be the largest source of variation, followed by the sample preparation step. An improved
protocol for the depletion of the top-6 high-abundance proteins is suggested, which, along with the
use of statistical modeling and future improvements in gel quality and image processing, can further
reduce the variation and increase the efficiency of 2-D DIGE proteomic analysis of human plasma.

Keywords: 2-D DIGE • human plasma • proteomics • statistical analysis • technical variation • variance decomposition

Introduction

While plasma is a valuable specimen for biomarker discov-
ery, it is one of the most complex proteomes known.1 The large
number of proteins with concentration ranges differing by more
than 10 orders of magnitude, the variation within and between
individuals, and the lack of universally adopted sample pro-
cessing methods render biomarker discovery from human
plasma extremely challenging. A number of research groups
are currently working on addressing some of these obstacles,
including the Human Plasma Proteome (HPP) Project of the
Human Proteome Organization (HUPO).2,3 Although a number
of advances have been made by the HPP Project,4 poor
reproducibility has made it difficult to identify proteins of
potential use as disease-specific biomarkers. For example,
agreement in protein identification on repeat analysis of the
same specimen in the same lab has been reported5 to be less
than 50%. Clearly, the low reproducibility of the results presents
a significant roadblock to the practical implementation of
biomarker discovery. Before individual variation can be un-
derstood and disease-specific markers can be identified from

human plasma, it is necessary to quantify the sources of
variation inherent in the proteomic methods and to improve
them to the extent possible.

Two-dimensional difference gel electrophoresis (2-D DIGE)
is a type of polyacrylamide gel electrophoresis (PAGE), which
separates proteins in a sample according to their isoelectric
points (pI) and molecular weights (MW).6,7 In traditional PAGE,
gels contain only one sample, which requires comparison
across gels to discern differences in protein mobility and
quantity characteristic to proteomes from multiple samples.
Inhomogeneities in the gels and inconsistent staining have
been reported to produce high experimental variation. 2-D
DIGE was proposed as a method to overcome gel-to-gel
variation inherent in PAGE,8 and has been commercialized
through the Ettan DIGE System of Amersham Biosciences (now
part of GE Healthcare) with implementation of three size and
charge-matched, spectrally resolvable CyDye fluors Cy2, Cy3,
and Cy5.9-12 Gels using the DIGE method contain three samples
labeled with the three distinct fluorescent dyes Cy2, Cy3, and
Cy5. Typically, two dyes are used to label two different
biological samples of interest. The third dye is used to label an
“internal standard”, which is a pooled mixture of all the
samples within an experiment, and is identical on all gels. The
role of the internal standard is to adjust for the variability
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between gels and thus make the data across the gels more
comparable. The DIGE system was demonstrated and validated
with mouse liver homogenates9 and Escherichia coli.10 More
recent results investigated the technical variation of DIGE using
mouse brain, heart, and liver tissues, as well as Erwinia
caratova bacterial samples.13 However, to date, no published
results exist on the variability of 2-D DIGE analysis of human
plasma. This study reports on the experimental variation in the
2-D DIGE procedure with a human plasma sample indepen-
dently prepared eight times and analyzed in triplicate. The
study followed established protocols for 2-D DIGE, including
the depletion of the top-6 high-abundance proteins.14 The goal
was to quantify the components of variation and to establish
appropriate baseline variation estimates, which can guide the
experimental design for 2-D DIGE proteomic studies with
human plasma.

Materials and Methods

Sample Collection. A blood sample was taken from a healthy
volunteer with informed consent under Institutional Review
Board approval from Lawrence Livermore National Laboratory.
The sample was collected in a 5 mL BD Vacutainer Plasma
Preparation Tube (BD Biosciences, Franklin Lakes, NJ), gently
inverted 10 times, and stored upright at 4 °C. Plasma was
isolated from the whole blood by centrifugation at 1100 RCF
at room temperature for 10 min. The separated plasma was
divided into eight aliquots labeled A-H, and stored at -80 °C
until further analysis.

Top-6 High-Abundance Protein Depletion. The eight ali-
quots of plasma were processed to deplete the top-6 high-
abundance proteins15 using the Agilent Multiple Affinity Re-
moval System (Agilent Technologies, Palo Alto, CA) with
previously published protocols.14 Briefly, 40 µL of each sample
was combined with 160 µL of Agilent buffer A in a 0.22 µm
spin tube, and filtered by centrifugation for 1 min at 12 000
rpm at room temperature. Samples were loaded into a Shi-
madzu injector tube, and 150 µL was autoinjected into the 4.6
× 100 mm column at room temperature of a Shimadzu VP
HPLC system. The plasma fraction with the depleted top-6
high-abundance proteins was collected between 2 and 4 min
using a flow rate of 0.5 mL/min with Agilent buffer A. After 10
min, the top-6 fraction was eluted with Agilent buffer B using
a 1 mL/min flow rate. Top-6 fractions were collected between
13 and 14.5 min, and the column was regenerated with Agilent
buffer A before the injection of the next sample. Before the first
plasma sample was injected an equilibration was performed
with a blank injection of 160 µL of Agilent buffer A, and the
spectra (280 and 590 nm) were checked for a proper baseline.
Multiple runs of each sample were required to obtain adequate
amounts of protein.

Protein Sample Cleanup and Protein Assay. One milliliter
of the top-6-depleted protein fractions was cleaned using the
PhaseOne 2-D Clean-Up kit (GE Healthcare) following the
manufacturer’s recommendations. The protein pellets were
resuspended in 75 µL of labeling buffer containing 7 M urea, 2
M thiourea, 20 mM Tris, and 4% CHAPS, pH 8.5. Multiple
preparations from the top-6 depletion for each sample were
pooled after cleanup, and the protein concentration of each
sample was determined using the ADV01 advanced protein
assay (Cytoskeleton, Denver, CO).

2-D DIGE and Gel Imaging. To assess the variability of the
2-D DIGE system, the eight top-6-depleted plasma samples
labeled A-H were randomized in triplicate in a 12-gel experi-

ment (Table 1). Experimental replicates were included, similar
to the biological replicates recommended by GE Healthcare,
to maximize the likelihood of detecting any sample-to-sample
variation. An internal pooled standard consisting of an equal
amount of each of the eight samples was labeled with the Cy2
dye (GE Healthcare) and run on each gel. Each sample was
dye-swapped and labeled with both the Cy3 and the Cy5 dyes
(GE Healthcare) to investigate dye-to-dye variations.

Following the manufacturer’s recommended protocol, 50 µg
of each sample was minimally labeled12 with 400 pmol of the
appropriate Cyanine dye and pooled for each analytical gel.
One preparative pick gel (to be used for isolation ofthe proteins
of interest for identification) was loaded with an additional 200
µg of unlabeled protein consisting of an equal amount of each
sample, to ensure an adequate amount of protein for identi-
fication by mass spectrometry (MS). Protein samples were
adjusted to a total volume of 450 µL with rehydration buffer
and loaded onto 24 cm, pH 3-10, nonlinear Immobiline
DryStrips and IPG buffer (GE Healthcare) for first dimension
separation. Isoelectric focusing was carried out using the Ettan
IPGphor II (GE Healthcare) as follows: 30 V rehydration for 12
h, 500 V for 1 h, 1000 V for 1 h, and 8000 V for 62 500 Vh. The
IPG strips were then conditioned for 15 min in equilibration
buffer containing 2% SDS, 50 mM Tris-HCl, pH 8.8, 6 M urea,
30% glycerol, 0.002% bromophenol blue, and 10 mg/mL DTT.
After conditioning, the strips were alkylated for 15 min with
equilibration buffer, but with 25 mg/mL iodoacetamide replac-
ing the DTT. The strips were then loaded onto 26 cm × 20 cm
precast 12.5% Tris-glycine polyacrylamide gels (Jule Inc., Mil-
ford, CT) and run at 2 W/gel constant power at 22 °C, using an
Ettan DALT 12 (GE Healthcare), until the bromophenol blue
dye-front reached the end of the gels.

Gels were scanned using a Typhoon 9410 imager (GE
Healthcare) with a 100 µm resolution and adjusted PMT values
to optimize sensitivity, yet prevent oversaturation. The Cy2 dye
was excited at 488 nm, and emission spectra were obtained at
510 nm; the Cy3 dye was excited at 550 nm, and emission
spectra were obtained at 570 nm; and the Cy5 dye was excited
at 650 nm, and emission spectra were obtained at 670 nm. All
gel images were cropped to the same size using ImageQuant
v5.2 (GE Healthcare) to remove the edges of the gels.

Data Analysis. The DeCyder Differential Analysis Software
v5.01 (GE Healthcare) was used for quantifying the differential
expression of the proteins. The Differential In-gel Analysis (DIA)
module was used to determine the optimal spot detection
settings. Images were loaded into the Batch Processor module
with the estimated number of spots set to 2500. The estimated
number of spots was selected to maximize proteomic charac-

Table 1. 2-D DIGE Experimental Design

gel

number Cy3 Cy5 Cy2

1 A F standard
2 G B standard
3 E H standard
4 D A standard
5 F D standard
6 C G standard
7 E B standard
8 A C standard
9 H D standard

10 C F standard
11 B H standard
12 G E standard
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terization of human plasma based on previous experiments.
Choosing a greater estimated number of spots tends to split
large protein spots and increase detection of artifacts, while
fewer estimated number of spots excludes less abundant
proteins. The master gel was assigned automatically to the gel
with the most spots detected. Each sample was grouped for
analysis in the Biological Variation Analysis (BVA) module.
During batch processing, the Cy2 channel from each gel was
used for normalization of the spot intensities and for automated
matching between gels. For each spot on each gel, the software
reported the standardized abundance (SA) as the ratio of the
volume in the Cy3 (or Cy5) sample to the volume of the pooled
standard sample labeled with Cy2, where the volumes have
been normalized across the gels. Standardized log abundance
(SLA), defined as log(SA), was used in quantifying differential
expression. All possible pairwise comparisons were made to
detect sample-to-sample (samples A-H), dye-to-dye (Cy3-
Cy5), and gel-to-gel (gels 1-12) variation. Within the BVA
module, each comparison was filtered to find the spots (a)
having a p-value e0.05 for the paired T-test testing the equality
of the average SLA in the two groups under consideration, (b)
having a greater than 1.5-fold change in expression between
the groups, and (c) being correctly matched in at least two-
thirds of the gels. Fold change was calculated as the ratio of
the average SA in the two groups. If R denotes that ratio, the
fold change F was defined as F ) R if R g 1, and F ) -1/R
otherwise. A k-fold expression increase/decrease corresponded
to a +k/-k value of F. The analysis was converted into DeCyder
2-D (v6.5), and the Extended Data Analysis (EDA) module (GE
Healthcare) was used to perform expression pattern clustering.

Spot characteristics calculated by DeCyder were exported for
further statistical processing in the R statistical computing
environment16 (http://www.r-project.org/). Summary statistics
were calculated for the distributions of the SLA of all spots
within a gel, separately for the 12 gels. On the basis of these
distributions, 95% prediction intervals for the expression ratios
in future experiments were constructed.9

Spot-wise summary statistics, such as the coefficient of
variation (CV) for the SA and the standard deviation (SD) for
the SLA, were also calculated. The CV values indicated the
consistency of the method, while the SD values permitted
sample size and power calculations for future proteomic
experiments involving human plasma. In a 1-factor ANOVA
experiment, for example, the number of replicates required to
detect a predetermined difference between the treatment
means with a given significance level (R ) Type I error in
statistical hypothesis testing, i.e. the probability of a false
positive, or erroneously detecting differential expression when
there is none) and power (1-Type II error ) 1 - â, where â is
the probability of a false negative, or the probability of not
detecting differential expression when in fact there is) can be
determined using the noncentral F distribution, provided that
an estimate of the error variance is available.17 The hypothesis
testing calculations were performed using the average SLA
values for the groups, and the results were transformed to fold
change by using the equivalence of |log(SAi) - log(SAj)| ) d
and SAi/SAj ) 10|d|, where SAi denotes the average SA in group
i, d is the size of the effect difference between the SLA in the
two groups, and Fij ) SAi/SAj is the fold change between the
groups. Thus, a difference of d in the SLA averages cor-
responded to a fold change of f ) 10|d|.

Further, the total variance at a spot was deconvolved into
components of sample preparation, dye-to-dye differences, or

gel-to-gel variations by fitting a mixed-effects model.18 The

model was fit, where yijk denotes the standardized log abun-
dance response at a fixed spot, µ denotes the overall mean; Ri

are the fixed dye effects for i ) 1, 2; aj are the random gel effects
for j ) 1, ..., 12; bk are the random sample effects for k ) 1, ...,
8; and ekij is a random error term. The sample and gel effects
were modeled as random, since both the samples and gels
represented random samples from larger populations, while
the dye effect was assumed to be fixed to reflect the fixed nature
of the dyes. Further normality assumptions included aj ≈
N(0,σg

2), bk ≈ N(0,σs
2), eijk ≈ N(0,σe

2), distributed independently
of each other. The total variance σy

2 at a spot was thus
decomposed into three random components, the gel variance
σg

2, the sample variance σs
2, and the error variance σe

2: σy
2 )

σg
2 + σs

2 + σe
2. The existence of a fixed dye effect was assessed

with a usual analysis of variance (ANOVA) test, and the variance
components were quantified by comparing their estimates.

The effect of statistical normalizationsof the SLA on the spot-
wise standard deviations and on the number of differentially
expressed spots was investigated. Briefly, the SLA values
obtained from DeCyder were additionally normalized by
statistical methods that corrected for potential dye biases within
gels and range differences among the gels.19 Following data
analysis, the proteins of interest with variable expression levels
across the gels were robotically excised and identified by mass
spectrometry (MS) (Proteomic Research Services, Ann Arbor,
MI) as reported14 (also found in Mahnke, R. C.; Corzett, T. H.;
McCutchen-Maloney, S. L.; Chromy, B. A. J. Proteome Res., in
press).

Results and Discussion

Spot Matching. Manual inspection verified that the master
gel, which contained the highest number of spots, identified
by the batch processor contained no visible defects such as
bubbles, dust, or precipitated dye. Following the manufacturer’s
recommended protocol, manual landmarks were used to assist
in the spot matching across the gels. As a single individual
performed all of the landmarking, the effect of this manual
process on the results was not modeled. Spots of interest
identified through the analyses to be differential were manually
verified to have the three-dimensional profile characteristics
of a protein spot. By the manual verification, spots with volume
measurements close to the background and dust particles with
no defined shape were eliminated. We stress that the statistics
were calculated using all spots, and manual verification was
only used for determining spots for identification. The total
number of spots detected on the master gel was 2511. One
hundred and sixty-nine (6.8%) of those spots were detected and
matched on all 12 gels. Three hundred and thirty-six (13.4%)
of the spots were matched on at least 11 gels, 549 (21.9%)
matched on 10 or more gels, 797 (31.7%) matched on at least
9 gels, and 1055 (42.1%) matched on at least 8 gels. Subsequent
analyses were restricted to the 1055 well-matched spots that
matched on at least 8 gels.

Previous matching results with DIGE are only available with
E. coli and range from 52% of the spots matched on 12 of 12
gels10 to 67% matched on 8 of 8 gels.23 The results here reflect
a decreased spot matching accuracy with human serum sample
aliquots. By using gels with pH 3-10 strips, we covered in this
study a wide range of proteins, 20-220 kDa, for a global

yijk ) µ + Ri + aj + bk + eijk (1)
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overview of the human plasma proteome. Focusing on a
narrower isoelectric point and molecular weight range is
expected to result in better matching.

Patterns of Differential Expression and Relation to Top-6
Depletion. After making all pairwise sample-to-sample com-
parisons using DeCyder, 144 unique spots were found to be
differential, of which 37 were verified to be valid protein spots
following manual inspection. The rest of the spots were
determined to be artifacts, as they did not exhibit the required
protein spot characteristics. Running an artifact-exclusion filter
on the original spots before performing the statistical analyses
would have reduced the number of differentially expressed
spots. However, to minimize the number of potentially missing
valid protein spots, our strategy was to include all spots in the
initial analysis and eliminate the artifacts manually. A similar
comparison between the samples labeled with Cy3 and Cy5
revealed 168 differentially expressed spots, only three of which
passed manual verification. A direct pairwise comparison
between the 12 gels resulted in 252 spots showing gel-to-gel
variation, of which 28 passed manual verification. The three
types of variation resulted in 53 unique spots (2.1% of the 2511
spots on the master gel) showing differential levels of protein.
Of the 53, 29 had gel-to-gel variation and 3 had only dye-to-
dye variation, leaving 21 spots with unexplained sample-to-
sample variation. In a true biological experiment, 21 of the 2511
spots (0.8%) could have been deemed as showing differential
expression. Of these 21 spots, the 10 that were verified on the
preparative gel were chosen for identification by mass spec-
trometry.

Expression pattern clustering in EDA found three distinct
patterns within the 21 differentially expressed spots. The first
pattern, observed in five spots (1181-Albumin, 1234-Albumin,
1244, 1250, and 1255), showed a difference between sample A,
the first sample processed through the top-6 depletion, and
the other seven samples. Spot number 1250, for example, had
a 1.7-fold decrease between sample A and the others, with an
observed T-test p-value of 5.1 × 10-12. These five spots were
grouped around a region of albumin migration. The two spots
that were identified by MS were confirmed to be albumin. The
second pattern, observed in 10 spots (646, 684-Plasminogen,
686, 874, 878, 961, 962-Transferrin, 968-Transferrin, 969-
Transferrin, and 979-Transferrin), showed a decreased level of
protein for samples A, D, and G (processed 1st, 4th, and 7th
through the top-6 depletion, respectively) relative to the other
sample aliquots. These spots clustered in a region of transferrin
migration.

The third pattern, similar to the second, showed a decreased
level of protein in samples A, D, and G. However, the five spots
in this group (1783, 1999, 2018, 2187, 2364-Proapolipoprotein)
were randomly distributed across the gels. One spot, 2138,
identified as Amyloid P component, showed an increase in
protein for samples A, D, and G relative to the other samples.
Four of these six spots (1783, 1999, 2018, 2187, 2364-Proapo-
lipoprotein, and 2138-Amyloid P component) that were not
close to the regions of albumin or transferrin on the gels could
not be picked for identification because they were not matched
on the pick gel. However, as their patterns were similar to those
of transferrin, this suggested that their differences were associ-
ated with variability in the depletion of the top-6 proteins in
the top-6 depletion step. Two of the proteins that were
identified, 2364-Proapolipoprotein and 2138-Amyloid P com-
ponent, have been shown to be associated with transferrin.20,21

While previous studies found that the Agilent Multiple

Affinity Removal System selectively depleted the top-6 high-
abundance proteins reproducibly,22 here differential levels of
albumin and transferrin were observed between technical
replicates of the same sample (as large as 3.4-fold for spot 1234),
indicating large variability associated with the top-6 depletion
step during sample preparation. Closer examination of the
depletion procedure revealed that the decreased levels of
albumin in sample A corresponded to the first sample run over
the Agilent Multiple Affinity Removal System. Our standard
protocol for the Agilent Multiple Affinity Removal System calls
for an equilibration run, in which a blank sample consisting
of Agilent buffer A is injected to verify that the column has been
regenerated from the previous runs, that no residual protein
is still bound to the column, and to establish a baseline for the
experimental samples that follow. The decreased levels of
albumin present in the flow-through fraction suggested that
the equilibration run was creating a “super sensitivity” to
albumin or the ability to remove additional albumin, due to
the additional washing of the IgG antibodies. Removing the
first equilibration run before processing the samples is expected
to decrease the variation. However, the addition of the equili-
bration run has several additional benefits, including the
increased depletion of albumin. A better solution would be to
add an equilibration run between each sample, similar to the
blank injections used by Martosella and colleagues to test for
protein carryover.22 In addition to the ability to verify that no
residual protein is still bound to the column and to establish a
baseline, the super sensitivity to albumin will allow for in-
creased protein depletion. Here, the small variation observed
within the samples other than sample A is attributed to the
protein depletion step, and adding the equilibration run would
likely reduce this variable.

Prediction Intervals. The distribution of the SLA indicated
consistent data across the gels and dyes. In terms of expression
ratios, the 2.5th percentiles over the 12 gels and two dyes were
in the [-1.23, -3.55] interval when using all the spots, and in
[-1.21, -1.42] when considering only the well-matched spots,
defined as the spots matched on at least eight gels. The
corresponding 97.5th percentiles were [1.54, 8.25] and [1.24,
1.51], respectively. Considering all spots, the 95% prediction
interval for the expression ratios on a future gel was [-2.55,
6.87]. When using only the well-matched spots matched on at
least eight gels, the 95% prediction interval decreased to [-1.84,
1.90]. Thus, under these assumptions, an expression ratio on
a future human plasma gel will have to be increased or
decreased at least 1.9-fold in intensity to signify a true differ-
ence in plasma concentration at the 95% confidence level. This
requirement is higher than the best-case scenario 1.2-fold
change reported with mouse liver homogenates9 and reflects
the added complexity of the human plasma samples.

Spot-Wise Variation. The coefficient of variation of the SA
was calculated for the well-matched spots (Figure 1a). At each
spot, the average and the SD were taken over the 24 values
that corresponded to the two SA measurements (corresponding
to Cy3/Cy2 and Cy5/Cy2) over the 12 gels. Results considering
the two sets of 12 values corresponding to the two dye
combinations separately were similar (data not shown). The
spots were then grouped into three sets according to the
matching results: those matched on all 12 gels, those matched
on 10 or 11 gels, and those matched on 8 or 9 gels. As the three
subsets had varying sizes, the corresponding CV distributions
(Figure 1a) were compared in terms of percentiles. The three
sets showed similar characteristics for up to the 50th percen-
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tiles, with all CV values below 10%. At the higher percentiles,
the subset based on the spots matched on all 12 gels had
slightly, but consistently, lower CVs than the other two subsets.
For all three subsets, less than 20% of the spots had CVs
exceeding 15%. The highest CV for the spots matched on all
12 gels was 43.8%. For the spots matched on 10 or 11 gels, the
maximum CV was 40.9%. For the spots matched on 8 or 9 gels,
one potentially mismatched spot resulted in the maximum CV
of 107.6%.

Spot-wise SD values of the SLA were determined similarly
for the well-matched spots (Figure 1b). For all three subsets,
50% of the spots had SD less than 0.044. For the higher

percentiles, the subset matched on all 12 gels had slightly lower
SDs than the corresponding values for the other two subsets.
The maximum SD was 0.183 for the subset matched on all 12
gels, 0.201 for the spots matched on 10 or 11 gels, and 0.418
for the spots matched on 8 or 9 gels. The spatial distribution
of the spot-wise SDs (Figure 2a) differentiated regions with low
(red to orange) and high (blue to yellow) variation, which
correlated with the quality of the spot matching (Figure 2b).
Spots with smaller SD values tended to be in regions of the
gels with better matching characteristics. It is also apparent
(Figure 2b) that the spots with poor matching (matched on
fewer than eight gels) were mostly concentrated around the

Figure 1. (a) The spot-wise %CV values of the SA, for the 1055 spots matched on at least 8 gels. The three curves correspond to
different subsets of the spots: matched on 8 or 9 gels (506 spots), 10 or 11 gels (380 spots), or on all 12 gels (169 spots). The maximum
value (107.56) of the 8-9 set was omitted for clarity. (b) The spot-wise SD values of the SLA, for the 1055 spots matched on at least
8 gels, and selected percentiles of the spot-wise SD distributions of the SLA. The three curves correspond to different subsets of the
spots: matched on 8 or 9 gels (506 spots), 10 or 11 gels (380 spots), or on all 12 gels (169 spots). The maximum value (0.418) of the
8-9 set was omitted from the graph for clarity.
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edges of the gel. In addition, many of the spots that showed
low SD values but high matching scores, most notably the
vertical trails at the right and bottom of the gels, were
determined to be artifacts and manually excluded during the
protein identification process. Summary statistics of the spot-
wise SDs of the SLA confirmed that the better-matched spots
exhibited less variation over the gels (Figure 1b).

The SD estimates for the SLA agreed closely with a recent
2-D DIGE study using six same-same gels with E. caratova
bacterial cells, where the 1st, 25th, 50th, 75th, and 100th

percentiles of the spot-wise SD values were 0.011, 0.027, 0.043,
0.067, and 0.223, respectively.13

Sample Size and Power. The SD estimates for the SLA were
used in statistical sample size and power calculations for future
1-factor ANOVA experiments involving human plasma. Table
2 presents the minimum number of replicates required at each
level of the factor to detect an f-fold change in the average ratio
between two treatments with R ) 0.01 and power ) 0.80, for
varying levels k of the factor, based on select standard deviation
estimates from Figure 1b. For example, using five groups to

Figure 2. Spatial distribution of SD values and spot matching. (a) Shown for 1055 spots matched on at least 8 gels. The SD values
were binned into the seven intervals shown in the legend. (b) Shown for all 2511 spots. The matching varies from 1 (spots found only
on the master gel) to 12 (spots matched on all 12 gels), and spots are color-coded according to the legend. The Y-axis represents
molecular weight (20-220 kDa), and the X-axis represents pI range (3-10 nonlinear).
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test the effects of five different samples corresponds to k ) 5.
The median and the 75th percentile of the SDs were selected
as example estimates of the error SD in future experiments.
To detect a 2-fold change in the protein expression ratio
between two groups with a 1% significance level and 80%
power, at least four replicates per group are required, when
using 0.068 (the 75th percentile of the spot-wise SD distribution
for the spots matched on 8 or 9 gels) as the estimate of the
SLA error SD and the protocol reported here. Under the same
conditions, six replicates are required to detect a 1.5-fold
change, and 19 replicates to detect a 1.2-fold change. These
values are comparable to recent minimum sample size results13

based on bacterial cells (four replicates for detecting a 2-fold
change, seven for a 1.5-fold change, and 18 for a 1.25-fold
change), where the error variance was estimated by the average
noise seen in 75% of the spots, and the same 1% significance
level and 80% power parameters were used.

Complementary to Table 2, Table 3 indicates the fold
changes that can be detected given the indicated number of
treatments and replicates, with the same 99% confidence, 80%
power, and standard deviation estimates as in Figure 1b. The
most conservative values correspond to the 8 or 9 spot set, but
with higher-quality data (for example, the 12 set, in which a
protein spot is matched on all 12 gels), smaller fold changes
become significant.

Variance Decomposition Using Mixed-Effects Statistical
Models. The model in eq 1 was fit to the 1055 well-matched
spots matched on at least eight gels. The resulting p-values for
the dye effect were adjusted for multiple comparisons with the
FDR method.24 One hundred ninety-eight spots had adjusted

p-values e 0.05. From those, 40 spots had at least a 1.5-fold
difference between the average responses under the Cy3 and
Cy5 dyes. The statistical model considered simultaneously all
sources of variation and dramatically reduced the estimated
number of spots with a dye effect from the number obtained
with the simpler method available in DeCyder (40 vs 168).

The random variance component estimates from eq 1
indicated that, for most spots, the largest component of
variation was due to gel-to-gel differences (Table 4). For close
to 30% of the spots, the gel variance component was over 90%
of the total variance. For only 47% of the spots, the gel variance
component was less than 50% of the total variation. In contrast,
for close to 70% of the spots, the variation due to sample
preparation contributed less than 50% to the overall variation,
and for less than 2% of the spots, the sample preparation
component was over 90% of the total variation. The unex-
plained error component was the smallest, contributing less
than 30% to the total variation at each spot. The results are
visually displayed for the spots matched on all 12 gels (Figure
3). For the majority of spots with large gel-to-gel variation,
extreme values on one gel compared to all the other gels were
responsible. For example, spot 1116, with the highest variance
(Figure 3), had its two observations on gel 4 twice as large as
its values on any of the other gels. Such discrepancies could
be due to potential spot mismatches or to other differences
among the gels. The spots with largest sample variation (Figure
3) corresponded to the albumin- and transferrin-related regions
identified previously through clustering and MS identification.

Statistical Normalization. The spot-wise SDs of the normal-
ized19 SLA values for the spots matched on at least eight gels
ranged from 0.016 to 0.417, with a median of 0.041. To test the
effect of the normalizations on the number of spots showing
differential expression among the samples, a 1-factor fixed-
effect ANOVA model with 8 levels corresponding to samples
A-H was fit at all spots. Table 5 summarizes the number of
spots that satisfied the following criteria: at least 1.5-fold
change between any two sample means and ANOVA p-value
e 0.05. The columns differentiate the type of data (the SLA or
the additionally normalized SLA) and the subset of spots (all
spots or only spots matched on at least eight gels) used in the
analysis. The rows indicate whether original or FDR-adjusted24

p-values were used.
The additional normalizations resulted in only a slight

decrease in the median spot-wise standard deviation of the

Table 2. The Minimum Number of Replicates r Required to
Detect an f-Fold Average Ratio Change between Two Samples
in a 1-Factor ANOVA Experiment with k Levels of the Factor,
and the Select Standard Deviation Estimates from Figure 1b
Specified under the Spot Set and Percentile Headings

k

50th percentile 75th percentilespot

set

fold

change f 2 3 4 5 6 7 2 3 4 5 6 7

12 1.2 8 9 10 11 11 12 13 15 16 17 18 19
1.5 4 4 4 4 4 4 5 5 5 5 5 5
2.0 3 3 3 3 3 3 3 3 3 3 3 3

10-11 1.2 9 10 11 11 12 13 14 16 18 19 20 21
1.5 4 4 4 4 4 4 5 5 5 5 5 5
2.0 3 3 3 3 3 3 3 3 3 3 3 3

8-9 1.2 10 11 12 13 13 13 19 22 24 26 28 29
1.5 4 4 4 4 4 4 6 6 7 7 7 7
2.0 3 3 3 3 3 3 4 4 4 4 4 4

Table 3. The Minimum Fold Change f Detectable under the
Same Assumptions as in Table 2 with k Levels of the Factor
and r Replicates

k

50th percentile 75th percentile
spot
set

replicates
r 2 3 4 5 6 7 2 3 4 5 6 7

12 3 1.6 1.6 1.6 1.6 1.6 1.6 1.8 1.8 1.8 1.8 1.8 1.9
4 1.4 1.4 1.4 1.5 1.5 1.5 1.6 1.6 1.6 1.6 1.6 1.6
5 1.3 1.4 1.4 1.4 1.4 1.4 1.5 1.5 1.5 1.5 1.5 1.5

10-11 3 1.6 1.6 1.6 1.6 1.6 1.6 1.9 1.9 1.9 1.9 1.9 1.9
4 1.4 1.5 1.5 1.5 1.5 1.5 1.6 1.6 1.6 1.7 1.7 1.7
5 1.4 1.4 1.4 1.4 1.4 1.4 1.5 1.5 1.5 1.5 1.6 1.6

8-9 3 1.7 1.7 1.7 1.7 1.7 1.7 2.1 2.1 2.1 2.1 2.1 2.1
4 1.5 1.5 1.5 1.5 1.5 1.5 1.7 1.8 1.8 1.8 1.8 1.8
5 1.4 1.4 1.4 1.4 1.4 1.4 1.6 1.6 1.6 1.7 1.7 1.7

Table 4. The Frequency Distribution of the Variance
Component Estimates from Eq 1 for the 1055 Spots Matched
on at Least 8 Gelsa

sample gel random error% contribution

to total variance (a) (b) (a) (b) (a) (b)

0-10 36.11 36.11 7.20 7.20 49.85 49.85
10-20 7.96 44.08 8.91 16.11 46.07 95.92
20-30 7.68 51.75 10.05 26.16 4.08 100.00
30-40 8.63 60.38 10.9 37.16
40-50 9.48 69.86 9.86 47.01
50-60 8.06 77.91 7.20 54.22
60-70 7.96 85.88 7.49 61.71
70-80 6.35 92.22 4.64 66.35
80-90 5.97 98.20 4.17 70.52

90-100 1.80 100.00 29.48 100.00

a The components of sample preparation, gel-to-gel differences, and
random error are shown separately as (a) the percentage of spots and (b)
the cumulative percentage of spots with contribution to the total variance
indicated in the first column.
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well-matched spots (0.041 vs 0.043), suggesting that the original
SLA were adequately normalized across the gels. Although the
extra normalization did not decrease the overall variation, it
reduced dramatically the number of spots with an estimated
sample effect (Table 5). When using the well-matched spots
and the adjusted p-value, the reduction was over 50% (17 vs
36). The 17 spots found to be differential across the samples
were a fraction of the 144 spots identified to have a sample
effect with DeCyder. Interestingly, the 17 spots, found to be
differentially expressed, comprised the bulk of the 21 proteins
identified through extensive manual inspection after the initial
analysis with DeCyder.

Conclusions

A detailed analysis of a 2-D DIGE experiment using one
human plasma sample prepared eight times by high-abun-
dance protein depletion and analyzed in triplicate on 12 gels
found that, considering the subset of spots matched on at least
75% of the gels, over 50% of the spots had less than 10% CV
for the SA, and less than 20% of the spots had larger than 15%
CV of the SA. Spot-wise SD values of the SLA, and subsequent
power and sample size calculations, were in close agreement
with recent results based on mouse brain, liver, and heart
homogenates and bacterial cell samples.13 The reported SD

values can be used to estimate the standard deviation of the
error in power and sample size calculations for more complex
biological experiments with a similar protocol. The 75th
percentile of the SD values of the subset of spots matched on
8-9 gels provides a conservative noise SD estimate for such
calculations. However, more stringent results can be obtained
for the well-matched spots that are more consistently matched
on the gels. Results with the conservative estimate indicate that
fold changes greater than 2 can be detected with a manageable
number of replicates in simple ANOVA experiments with
human plasma.

From the present study, assuming that the error variance in
future biological studies is similar to the technical variation
found here, the reported technical replicates can be used to
determine the number of biological replicates needed for
proteomic characterization of human plasma. For example, if
one were comparing two populations, healthy versus diseased,
with the protocol reported here, using the most conservative
case, four biological replicates would be required from both
populations to detect a 2-fold change. Including additional
technical replicates from the biological replicates would provide
additional information for estimating the within-technical-
replicates variation for that experiment. Fewer biological
replicates, or lower fold-changes for a given number of
replicates, would be needed for the less conservative case where
the 12 subset is applicable.

Statistical mixed-effects modeling quantified the relative
contribution of the sample preparation, gel differences, and
random error to the total variance. Gel-to-gel differences were
found to comprise the largest component, followed by the
sample preparation. Future improvements in gel quality and
innovations in spot detection and matching have the potential
to further reduce the gel-to-gel variation. The top-6 high-
abundance protein depletion was identified as the reason for
the large variance component associated with the sample
preparation. As most differentially expressed proteins identified
in this study were related to albumin and transferrin, caution
should be exercised in interpreting results of future biological

Figure 3. The variance component estimates from eq 1 for the 169 spots matched on all 12 gels, ordered by the estimated sample
variance.

Table 5. The Number of Spots with a Greater Than 1.5-Fold
Change between Any Two Samples and with an ANOVA
Sample Effect p-Value Less than 0.05, as a Function of the
Variable (SLA or Normalized SLA), Subset of the Spots (All or
Well-Matched), and the Type of p-Value (Original or Adjusted)
Used

SLA statistically normalized SLA

all spots
n ) 2511

well-matched
spots

n ) 1055
all spots
n ) 2511

well-matched
spots

n ) 1055

p-value 117 (4.66%) 53 (5.02%) 74 (2.95%) 29 (2.75%)
FDR adjusted
p-value

33 (1.31%) 36 (3.41%) 16 (0.63%) 17 (1.61%)
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experiments performed with a previously reported protocol for
top-6 most abundant proteins.14 A modified top-6 depletion
protocol is suggested that includes adding an equilibration
liquid chromatography step between each plasma sample
processed through the Agilent Multiple Affinity Removal Sys-
tem. This approach minimizes sample-to-sample experimental
variation and provides an improved method to analyze human
plasma by 2-D DIGE and other proteomic platforms, in
particular with regard to population proteomics in which
multiple plasma samples are processed simultaneously for
comparative differential expression analysis.
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INTRODUCTION 

States. Turteltaub et al. (2002) use the words "components of 
pathogenicity" and "stages" to describe discrete activities of infection and discrete 
time periods of infection in which certain specific events occur. In other contexts 
these same concepts might be labeled states. In this report I consider a formal 
concept of state to capture the idea of the cell or genetic subsystem being in a 
discrete, and more or less unique or specific, activity with a distinct set of 
constituents. For example, Cornelis (1998) reviewed the Yersinia literature and 
reported that when Yersinia spp. transits from a temperature and calcium regime 
found in the flea blood to that of human tissue, it undergoes a change of state; a 
new set of proteins appear (Yops). We suggest that the state-based approach is 
useful for describing, predicting, and understanding the significance to cell 
functioning of discrete changes in the gene complex and resulting protein 
complex within the cell. 

Information processing by the gene-protein compkx. While information is 
stored genetically, a complicated apparatus exists that controls which 
information is accessed (to make proteins) by regulated genes. This apparatus is 
under at least partial control by proteins produced by other genes. At least to 
some degree, these proteins, which provide feedback to control access to the 
"genetic source code", may respond to environmental conditions or substrates 
either inside the cell or at the cell surface. These relationships seem to suggest 
that we may regard the cell system (or at least the gene-protein complex) as an 
information processor, which senses its environment and adjusts its activities 
(state) in accord with certain rules imposed biochemically. 

Furthermore, if the gene-protein complex is an information processor to 
some degree, then it may be useful to explore information-processing theory to 
help understand the gene-protein relationships of our model systems. 
Specifically, it may be possible that information-processing theory can inform the 
interpretation or analysis of the potentially huge amounts data to be gathered in 
experiments of gene expression and protein production. Ultimately, we may be 
able to exploit information-processing concepts to aid experiment selection. 

Automata in information processing theory. In formal computation theory, 
there are four classes of mathematically rigorous machines or automata that can 
process information. In order of increasing computational power, these machine 
classes are: 

a) finite automata (FA), also known as finite state automata (FSA) 
b) push down automata (PDA). A PDA is an FA with an infinite push 

c) linear bounded automata (LBA) 
d) Turing machines (TM). A TM is the same as an LBA except that the tape 

down stack. 

is infinite. 

There is a rigorous mathematical definition for each machine, and these 
machines are well studied and well described (eg., Hopcroft and Ullman 1979, 
Taylor 1998). Furthermore each machine class is associated with a specific 
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language class. As the machines progress in computing power, the associated 
languages grow in complexity. Anything that can be computed by FA's can be 
computed by PDA's; anything that can be computed by PDA's can be computed 
by LBA's; anything that can be computed by LBA's can be computed by TM's. 
Conversely, TM's can compute (or recognize) functions that LBA's cannot; LBA's 
can recognize sequences of symbols that PDA's cannot, and PDA's can recognize 
sequences of symbols that FA's cannot. 

We suggest that two of these machines, finite state automata (FA) and 
linear-bounded automata (LBA), are candidate formalisms for describing the 
internal dynamics of cellular functioning. 

As component of larger modeZ. In our view, gene expression models are one 
of the component submodels of the larger model of cellular functioning or 
intercellular signaling, which is our over-arching goal. For those cases in which 
the relaxation time of gene expression system is short compared the 
characteristic times of the other processes in the larger model, describing the 
results of gene expression as discrete states may be a desirable alternative to 
descriptions based on ordinary differential equations (ODEs). In this instance, a 
state-based approach helps avoid stiff ODEs. 

Previous work. Other authors have proposed state-based approaches or 
finite automata as methods for describing gene expression. Feitelson and Treinin 
(2002) have proposed that the cell be regarded as an FA, whose states are 
defined by the protein constituents and whose control mechanism is the genetic 
network. Somogyi et al. (2001) have developed algorithms for inferring genetic 
networks from gene expression data. Their method relies on Boolean states 
(on/off) as the fundamental variable. Boolean networks are a common form of 
encoding gene regulation (Liang et al. 1998, Thieffry and Thomas 1998, 
Hatzimanikatis and Lee 1999). Thomas and D'Ari (1990) carefully consider the 
time constants of the various processes in a gene regulation network. Their 
methodology follows the time development of meta-stable states following on 
the change of some external variable. The centerpiece of their approach is to 
make a distinction between the state of the gene and the state of the product 
(proteins). This is similar to the distinctions made below regarding writing on 
the "tape", the "calculation states", and the final states. 

Defining automata. Informally, a finite state automaton (FA) consists of 
three pieces: (1) a one-way read-only tape, (2) a finite set of states, and (3) a 
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Read-only tape 

A A B A C B 

Finite control: reads tape 
contains states 
transits between states 

depending on symbols 
read in 

I 

(b) qooq;t 
Dispense Coke 
plus 5 t  

90 

5 t  

N=nickel 
D=dime 
Q=quarter 

@=final state or accept state 

Coke 

Fig. 2. State diagrams for Coke machine for which 25c dispenses one Coke. (a) 
move to 54 state, (b) adding a quarter, (c) two transfers to 104 state, (d) total 
state- transition diagram. 
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control system that reads the tape and changes the state of the machine 
depending on a pre-determined set of rules, which are based on the current state 
and the symbol read from the tape. This is shown schematically in Fig. 1. 
Formally, the mathematical description of a finite state automaton consists of Q, 
the set of states; C the input alphabet on the tape; 6 a transition function that 
describes the transitions between the states; and the set of final states F that 
determine whether the machine recognizes the input string on the tape. One of 
the states is a unique start state 90. A linear-bounded automata (LBA) differs 
from an FA in that (1) the head, which reads the tape, can move in both 
directions rather than in just one, (2) the head can both read and write on the 
tape, and (3) the transition rules specify the moves between the states, the 
symbols to be written, and the moves of the head. 

The sign$cance of computing machines (FA'S and LBA's) for the study ofgene 
expression and protein production. In both types of automata, the notion of state is 
central to their structure and operation. The state of the gene-protein complex we 
take to be the proteins produced and the concentration of their substrates in the cell. 
Thus these state-based computational schemes provide a natural description of 
the gene-protein complex because each can be built around the quantities (gene 
expression and protein occurrence) that are directly observable by experiments. 
Furthermore, these systems (FA'S and LBA's) and the types of languages, which 
they accept, are well studied. As stated above, the known properties of the 
automata classes and their languages might be exploitable in designing 
experiments . 
A FAMILIAR EXAMPLE OF A FINITE STATE AUTOMATON 

The 250 Coke machinefinite state automaton. An example of a finite state 
automaton is the Coke machine in the hall in B 361. (In this case, instead of a 
read-only tape, the input is the coins put into the slot.) Let's say the Coke 
machine dispenses a Coke at 254 (ca 1963) to keep the description simple. The 
machine starts in the start state 90 and suppose someone deposits a nickel; then 
the machine transitions to the "5~-state", which means "Someone has deposited a 
total of 54" (Fig. 2a). Now if the machine is in the 5q-state and the person deposits 
a quarter (Fig. 2b), then machine transfers to the 304-state (a final state or accept 
state) and dispenses one Coke and 54 in change. If instead, the person had 
deposited another nickel when the machine was in the 5@-state, the machine 
would have gone to the lOQ-state, Fig. 2c. Alternatively, when the machine was 
in the initial state, a deposit of one dime would have moved the machine directly 
to the 10Q-state. One can proceed to build up a picture for the remaining states. 
The full state-transition diagram for the 254-Coke machine is in Fig. 2d. A 
technical detail is that in a real Coke machine one would like the machine to 
automatically return from each of the "accept" states to the initial state. This can 
be done with e-moues in our state-diagram. We did not show them because the 
diagram would have been too cluttered. In essence an e-moue is that on receiving 
the "empty" or null token, the machine automatically transfers to another state. 
Adding e-moves to FA do not change their computational power. Thus by 
adding an e-move from each of the final states back to the start state, the Coke 
machine is ready for the next customer. 
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We note in Fig. 2 that a three token alphabet (N, D, Q) leads to 10 states. 
Thus, working on the Coke machine problem with an FA, doesn't reduce the 
complexity of the problem. Instead, the FA provides an orderly mechanism to 
encode the problem and analyze or study the complexity of the problem. For 
example, one could use the FA in Fig. 2 to generate the possible sequences of 
coins leading to a Coke. This of course is a trivial example, but there are many 
non-trivial examples. 

APPLICATION OF STATE-BASED AUTOMATA TO THE GENE-PROTEIN 
COMPLEX GENEREAL FEATURES 

The gene-protein complex as an LEA. Assume that the current state of the 
system can be identified (1) with the proteins produced by the expressed genes 
and (2) with the compounds in the cell (substrates, products, etc.) affected by the 
proteins. Furthermore, assume that read-write tapes can be identified with the 
genome, other internal non-proteinaceous compounds (sugars, etc.) that affect 
proteins, and the external factors (proteins or non-proteinaceous compounds, 
temperature, etc.) driving the cell's processes. We assume that the tapes are 
finite, i.e., we will only consider a finite simulation time. We suggest that the 
gene-protein complex part of the cell can be treated as an LBA. State-based 
automata provide a natural description of the gene-protein complex because 
they can be built around the quantities (protein occurrence) that are directly 
observable by experiments. Many states of an LBA may contribute to the logic 
of the biochemistry without including values for all the compounds of interest. 
These LBA states are precursors to the LBA states that include all the results of 
the biochemical logic for given time step. We identify all the states that occur at 
the end of each time period and that contain a complete description of all the 
constituents as "final states" or "accept states" in the formal definition of an LBA. 
We refer to all the other states variously as "logical", "calculational", or 
"intermediate" states. We regard each of our final states as quasi-steady state. 
That is, each time interval, corresponding to one tape cell being read, is assumed 
to last long enough for the system to approach the new state. This is very 
similar to the approach of Thomas and D'Ari (1990). 

While some simulation approaches have "state variables", which change 
continuously in time, we chose to regard each of our states as quasi-steady state. 
That is, each time interval, corresponding to one tape cell being read, is assumed 
to last long enough for the system to approach the new state. The assumption of 
quasi-steady states simplifies the discussion (and the state diagrams) 
considerably. 

APPLICATION OF AN LBA TO THE LAC OPERON: A SPECIFIC EXAMPLE 

Sokhansanj et al. fuzzy system model of the Iac operon. Sokhansanj et al. (2002) 
have developed a fuzzy logic model of the lac operon and its regulation. They 
discuss the problem of gene regulation in some detail and give an exposition of 
the concepts of fuzzy logic and its application to biological problems in general. 
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One of the hallmarks of biological problems is uncertainty, which fuzzy logic is 
particularly well suited to describe, In particular Sokhansanj et al. describe the 
application of fuzzy logic to the lac operon in which they give a detailed 
description of rules for determining the outcomes of biochemical interactions. 
They use the technique of Union Rule Configuration (URC) as introduced by 
Combs and Andrews (1998) to define their model. Their URC rules are given in 
their Fig. 9. We shall make use of their discussion as a starting point. 

It should be noted that fuzzy systems are well suited to control 
applications because they produce smooth behavior in the control system or 
regulator. Thus fuzzy systems have excellent prospects for reproducing any 
smooth control behavior exhibited by the lac operon. See Kosko (1993) for a 
very accessible discussion of fuzzy systems. 

An LBA model ofthe lac operon. As an example of applying an automaton to 
a portion of the gene-protein complex, let us use an LBA as an abstract model for 
the lac operon. The abstraction of the lac operon used here differs from that of 
Sokhansanj et al. in two important respects. 

First, for all variables of the LBA, let us assume each variable can take on 
only two possible values; depending on the variable these values are High-Low 
(glucose, P(lacZY), la&, lacy), High-Zero (lactose), Normal-Engineered (P[lacI]), 
or Normal-Extreme (lacI). We allow two exceptions. See the caption of Fig. 3. 
The goal of this exercise is to explore the state behavior of the system, i.e., 
mimicking the major state transitions of the system with a few simple rules. This 
is to be done by using the minimum of number of states in the state transition 
table (or graph). We emphasize that using binary tokens is for convenience, i.e., 
to keep the state transition diagram simple and yet to capture major transitions. 
The LBA formalism can accommodate tertiary, quaternary, or any number of 
tokens for a given variable if the data requires it. 

Secondly, membership of a variable in either of the two sets is classical, 
i.e., crisp rather than fuzzy. Thus we anticipate abrupt transitions will occur 
rather than the smooth transitions produced by a fuzzy system. Our intent is 
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Fig. 3. Schematic diagram of a linear-bounded automaton model of the lac 
operon. hpu t  driver variables of internal glucose, external glucose, external 
lactose, and protease are assumed to be placed on two-way read-write tapes 
with each input value assumed to be for one time step. The status of the 
promoters P(lac1) and P(1acZY) are also read-write values. States of the LBA are 
shown as circles. Each state is numbered. States are defined by levels of protein 
or substrates (lactose). For this model each variable is binary, except for activity 
of lacy, which can have three values: VERYLOW (V), LOW (L), and HIGH (H), 
and except for protease concentration, which is always taken to be N (normal). 
In state 13, the lac repressor is bound to an inducer, allolactose. The repressor is 
not bound to an inducer in states 14 and 15 and is active. 

not to reproduce fine gradations in system control. Our intent is to explore large 
qualitative changes in the system. 

Description of the LBA model af the lac operon. The map and the territa y. In 
describing the operation of the LBA shown in Fig 3, we need to differentiate two 
different systems: the computations of the LBA and the operation or logic of the 
underlying real biological system. In describing the transitions of the LBA, we 
will find that most transitions or states derive from the underlying system. 
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However a few of the transitions or states come from the nature of the LBA 
itself. 

Filling the fapes in Fig. 3. State I .  The transfer from the start state 0 is an e- 
move (see p. 5) to state l. State l is a subroutine comprising many sub- 
transitions and sub-states that fill in the tapes shown in Fig. 3. The formal 
definition of an LBA posits that there is one tape (not shown) of limited size on 
which all the input symbols are placed. Without loss of generality, our LBA will 
read this tape and transfer the results to the set of multiple tapes shown in Fig. 3. 
To do this we can reserve two special binary symbols for each variable. Thus the 
machine can differentiate a HIGH for one variable (say internal glucose) from 
the HIGH for another variable (say external lactose). We shall assume that the 
LBA is to simulate the behavior of the operon over a finite time period, and we 
shall assume that the time sequence for the values of any one variable are 
entered on the input tape in correct order. In state 1, the LBA reads the first 
symbol on the input tape, recognizes the variable type, and places the symbol in 
the first blank spot on the tape for that variable. This is repeated in state 1 until 
the end of the input tape is reached. At that point, the multi-tapes shown in Fig. 
3 are filled. 

Logic ofthe lac operon and its abstraction. The lac operon controls internal 
lactose inside the cell, and, as we shall see, there is a feedback from the current 
internal lactose level to the operon. Thus the value for internal lactose in the next 
time step will depend on the new operation of the operon, but the new 
operation of the operon depends on the current value of internal lactose. So to 
get the ball rolling as it were, we need to input an initial value of internal lactose. 
This value can be viewed as what is there at time zero. On reading the initial 
value of internal lactose, the LBA transits from state 1 to either state 2 or state 3 
depending on the value read in. 

Lodish et al. (1999) review the lac operon and note that high levels of 
CAMP only occur when glucose is low. Whenever glucose is high, cAMP levels 
are low. The CAMP-CAP complex activates the P(1acZY) promoter by binding to 
the CAP site and stabilizing the binding of RNAP to the promoter DNA. Thus 
we read in the internal glucose and if it is LOW we set CAMP HIGH and P(1acZY) 
HIGH; if internal glucose is HIGH we set cAMP LOW and P(1acZY) LOW (states 4 
through 7). Let us treat P(1acZY) as part of the tape rather than treating P(1acZY) 
as a state. Therefore, the LBA writes the effect of internal glucose on P(1acZY) to 
tape (to be accessed later). 

Sokhansanj et al. (2002) point out that the lac repressor promoter, P(lacI), 
is very weak. This promoter promotes the production of lacI (lac repressor), 
which binds to an operator of P(1acZY) and reduces production of lacZ (lac 
enzyme) and lacy (lac permease). We follow the lead of Sokhansanj et al., who 
included various levels of P(lac1) in their fuzzy system model by assuming its 
strength was amenable to genetic engineering. We will allow P(lac1) to have two 
values, either its normal, weak value N or a very high, engineered value E. The 
LBA reads the P(lac1) site and moves to the appropriate state (8 through 11). In 
these latter states, the LBA simultaneously reads the gene for lacI and the 
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protease concentration. Lac1 reaches a steady state concentration when the 
production set by the gene is balanced by the destruction controlled by protease 
(states 12 through 15). In these latter states, P(1acZY) is accessed again to 
determine the effect of the level of lacI on the system. 

Lodish et al. (1999) note that normally if lactose is present (HIGH), a 
related compound allolactose (Alberts et al. 1983) is an inducer and binds to the 
lac repressor (state 13) such that the repressor does not bind to the P(1acZY) 
promoter. Thus, transcription is not blocked if lactose is HIGH. In state 13, the 
lac repressor is bound to an inducer. State 13 transfers to state 16 if P(1acZY) was 
previously set HIGH by activation by CAMP. However if P(1acZY) was already 
set LOW by CAMP being LOW, then P(1acZY) will remain LOW (transition from 
13 to 17). 

If no lactose is present (ZERO), the lac repressor binds to the promoter. 
Thus, the repressor in states 14 and 15 is active. In this case, no matter how 
P(1acZY) was set previously by CAMP, states 14 and 15 transfer to state 18. If 
there is an extremely high amount (E) of lacI, then no matter what the level of 
P(1acZY) fixed previously or the level of internal lactose, we assume P(1acZY) is 
repressed to a low level (transitions 12 to 17 and 14 to 18). Note that states 8,10, 
12, and 14 are hypothetical and are suggested for exploratory purposes. Next 
the LBA simultaneously rereads protease and reads genes for lacZ and lacy, 
producing lacZ (lac enzyme) and lacy (lac permease), respectively, in the 
appropriate amounts. Once again, production balances destruction by protease 
at steady state (states 19 through 21). Note that lacI imperfectly represses 
P(1acZY) and thus there is always at least a small amount of lacy and lacZ in the 
system (Sokhansanj et al. 2002). 

Now read in external glucose. External "glucose inhibits the effect of lac 
permease'' (lacy) "at the membrane" (Sokhansanj et al. 2002). This is shown in 
their Fig. 6. So if lacy is HIGH (state 19) or LOW (states 20 and 21), then we 
assume a HIGH reading of external glucose produces a lacy activity of LOW 
(state 22) or VERY LOW (states 24 and 25), respectively. If external glucose is 
LOW, then the lacy activity is the same as the lacy concentration (states 23,24, 
and 25). 

So far in my reading of the literature, there is some uncertainty as to what 
permease activity is so low, which combined with lac enzyme activity, that 
interior lactose levels are effectively ZERO. The URC rules of Sokhansanj et al. 
(2002) are consistent with the possibility that all permease levels (V, L, and H) 
allow enough to enter such that interior lactose is 
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Table 1. Simulation logic of the lac operon LBA. We assume the three input 
streams are fixed at the values given for many periods. The initial value for 
internal lactose is shown for each input stream followed by the results of the LBA 
simulation for internal lactose for the first three periods. Also shown is whether 
the operon is ON or OFF and which states the system is in after all inputs are 
read. 
Internal External External 
glucose glucose lactose 

0 0 1 

0 1 0 

0 1 1 

1 

1 

7 

1 

0 

0 

1 

1 

0 

1 

0 

1 

Internal lactose value 
Operon status: State 

Initial Period 1 Period 2 Period 3 
value 
0 0 0 

1 

0 

1 

0 

1 

0 

1 

0 

1 

0 

1 

0 

1 

0 

1 

OFF: 28 
0 
O N  26 

1 
OFF: 29 
1 
ON: 27 

0 
OFF: 28 
0 
ON: 26 

1 
OFF: 29 
1 
ON: 27 

0 
OFF: 28 
0 
OFF: 28 

1 
OFF: 29 
1 
OFF: 29 

0 
OFF: 28 
0 
OFF: 28 

1 
OFF: 29 
1 

OFF: 28 
0 
OFF 28 

1 
ON: 27 
1 
O N  27 

0 
OFF: 28 
0 
OFF: 28 

1 
ON. 27 
1 
O N  27 

0 
OFF: 28 
0 
OFF: 28 

1 
OFF: 29 
1 
OFF: 29 

0 
OFF: 28 
0 
OFF: 28 

1 
OFF: 29 
1 

OFF: 29 OFF: 29 

0 
OFF: 28 
0 
OFF: 28 

1 
O N  27 
1 
ON: 27 

0 
OFF: 28 
0 
OFF: 28 

1 
ON: 27 
1 
ON: 27 

0 
OFF: 28 
0 
OFF: 28 

1 
OFF 29 
1 
OFF: 29 

0 
OFF: 28 
0 
OFF: 28 

1 
OFF: 29 
1 
OFF: 29 
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read 
external 
lactose 

Internal External External 
glucose glucose lactose 

0 1 1 

Fig. 4. State transition diagram for the LBA under the assumption of an H read 
for external lactose would reduce lactose content to ZERO if external glucose 
severely inhibits lac permease. 

Internal lactose value 
Operon status: State 

Initial Period 1 Period 2 Period 3 
value 
0 1 0 1 

1 0 1 0 
OFF:29 ON:26 OFF:29 

ON26 OFF29 ON:26 

nonzero if external lactose is nonzero. This is shown in our Fig. 3. On the other 
hand if one is to assume that VERYLOW activity of permease is so low that even 
low levels of lac enzyme can metabolize lactose to effectively ZERO, then the 
state diagram must be altered somewhat. In th~s case, the diagram for the 
transitions from state 19 to states 26 and 27 as drawn is correct. However for 
this second possibility, states 24 and 25 should each be subdivided into two states 
(24 [aY=L] and 24a [aY=V], and 25 [aY=L] and 25a [aY=V]). In this case, states 
24a and 25a transition to state 28 no matter what external lactose is read in; states 
24 and 25 both transfer to states 28 and 29 on 0 reads and H reads, respectively. 
A third possibility is discussed below in the Analysis section. 

12 



In Fig. 3, read in external lactose (ZERO or HIGH). Keep in mind that for 
this variable HIGH means nonzero. If permease activity allows lactose to enter, 
then internal lactose will equilibrate to ZERO or HIGH if external lactose is ZERO 
or HIGH, respectively. Thus states 22,23,24, and 25 either go to states 26,26,28, 
and 28 or to states 27,27,29, and 29, respectively, depending on whether ZERO 
or HIGH external lactose is read. These results are an application of the quasi- 
steady state assumption. 

States 26 and 28 feed back to state 3 with an e-move, and states 27 and 29 
feed back to state 2. 

RESULTS 

First consider some preliminary analyses of Fig.3, and then some 
generalizations suggested by Fig. 3. 

Final state. According to the discussion on correspondences in applying an 
LBA to the gene-protein complex (page 4), the final states or accept states are 
states 26 through 29. These are the quasi-steady-state states with end products 
produced by all the biochemical processes for that time step. 

Periodicity. It is not easy to examine Fig. 3 visually and decipher all its 
logical implications. However one can note some general features. First, as long 
as the input streams continue to be read, the LBA will continue to make 
transitions to different states. Since there are a finite number of states this must 
mean that there are cycles in which the machine comes back to a state it had 
been in before if we give it a long enough input stream. We can ask a series of 
questions about these cycles. For example: How many cycles are there? If we 
define a period to be the transitions from states 2 or 3 to states 26 through 29, 
then do all cycles have one period? Are there some cycles in which the LBA has 
to go through two or more periods before it repeats itself? 

Simulation logic of the LBA. To clarify periodicity and final state issues, let 
us examine the simulation logic of the LBA. Consider input streams in which 
each input variable is constant over time. There are three input streams to be 
considered: internal glucose, external glucose, and external lactose. For now we 
will ignore the ENGINEERED case of P(lac1) and assume the input for P(lac1) is N. 
In Table 1, we show the simulation logic of the LBA, including whether the 
operon was ON for the period (state 16 was visited) or OFF (either state 17 or 
state 18 was visited). We also show which of the final states 26 through 29 were 
visited. These latter four states contain a complete description of all the relevant 
constituents that would be experimentally observed, and they are the result of all inputs. 

Table 1 shows that all inputs produce stable 1-period cycles. In all cases, 
the stable 1-period cycles are independent of the starting conditions (initial value 
of internal lactose). 
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If either external lactose is ZERO or internal glucose is HIGH, then the 
operon is OFF. If external lactose is ZERO, each l-period cycle ends in the state 
28 final state (LOW lac enzyme, LOW lac permease, ZERO internal lactose). 

If initial internal lactose is HIGH, it is possible for the system to go 
through an intermediate state in which the operon is ON for one period before 
turning OFF permanently (i.e., input=[O,O,O] or [0,1,0] where [X,Y,Z] designates 
[internal glucose, external glucose, external lactose]). 

If internal glucose is LOW, then external lactose of HIGH always produces 
an ON operon and HIGH levels of internal lactose. 

A curious 2-period cyde. Fig. 3 shows a transition from state 22 to state 27 
when HIGH level of external lactose is read in. We assumed in this case that, 
even though external glucose was HIGH thereby reducing the activity of lacy, 
enough lactose entered the cell such that the combined value of the entering 
lactose plus the HIGH amount that was already there was sufficient to insure 
that some lactose would remain even with a HIGH level of lacZ. While the 
previous assumption of a transition from state 22 to state 27 is consistent with 
the fuzzy system model of Sokhansanj et al., one might assume that such a small 
amount of lactose would enter under these conditions that lacZ could metabolize 
the entering lactose plus the HIGH amount already there. Then instead of the 
transition from state 22 to state 27 for an H read, we would have a transition 
from 
state 22 to state 26 with an H read. That is, states 22,23,26, and 27 would look 
like Fig. 4. If one assumes that the transitions from state 24 and from state 25 
remain unchanged, then having a transition from state 22 to state 26 under 
HIGH external lactose produces a change in the [0,1,1] entries as shown in Table 
2. All other entries in Table 1 remain unchanged. In Table 2 we see that a 2- 
period cycle is produced no matter what the initial starting state is for internal 
lactose. The two different initial values produce the same 2-period cycle, which 
differ from each other only by a shift of one period. This oscillating behavior 
raises the question of whether periodic behavior is ever observed in any gene- 
protein system. 

It is not surprising that a change in the model produces a different result. 
It is reassuring that a change in model structure produced a change in only one 
sequence out of eight. 

The correlation of internal glucose with external glucose. We have been 
treating external glucose and internal glucose as forcing or driving variables, 
which are independent of each other. Table 2 forces us to ask if this assumed 
independence is realistic. If external glucose is highly correlated with internal 
glucose, then Table 1 is shorter by a factor of 2 and we only need to consider 
those entries in which external glucose is equal to internal glucose. In fact, an 
examination of either Fig. 3 or Table 1 reveals that, under the assumptions used 
to construct Fig. 3, the final state, which is reached, is independent of external 
glucose. In fact, under the assumptions used to construct Fig. 3, the external- 
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glucose-read and states 22 through 25 can be deleted without changing the 
results of the computations. 

ANALYSIS AND DISCUSSION 

The function of protease. From the point of view of an LBA programmer, 
protease provides a vehicle of protein destruction to balance protein production. 
This means that when the system returns to the beginning of the next period of 
inputs, it eventually "forgets" what states it used to be in as far as proteins are 
concerned. Between the action of protease and the assumption of time intervals 
sufficient to approach quasi-steady state, leaving protein in final states is 
assumed to not affect the next time interval. This suggests the possibility either 
protease is produced by an unregulated gene or a minimum level of protease is 
maintained at a non-zero level except for unusual circumstances. 

Time steps. We assume our time step to be the overall response time or 
relaxation time of the system. Implicitly we are assuming an underlying 
biochemistry that is "taking care of the details" for us. We have structured the 
LBA for the purpose of describing the occurrence of changes in the internal state 
of the lac operon. Had our goal been the dynamic approximation of decay of 
proteins within the context of an LBA, we would have analyzed and compared 
the relaxation time of protein metabolism to the relaxation time of the other 
processes. Representing a dynamic approximation to protein decay within an 
LBA probably has several solutions. One solution might involve the addition of 
more states in which protein levels were more finely graded. Another solution 
might be to use the tape to store the current floating point representation. 
However given the goal here of exposition of simulation of major changes in 
state by an LBA, we have chosen to fix the protein decay process to one time 
steps. For steady state applications, this latter approach might be sufficient even 
for production (non-expository) purposes. This general topic of time scales of 
processes deserves careful attention in all future applications. 

Reaching the accept stafes. The final states or accept states are designated as 
states 26 through 29. We reiterate that these final states of the LBA contain 
specifications of the levels of all the constituents that are observable. The 
designation of a final state is necessary to meet the formal definition of an LBA. 
Table 1 tells us about the accept states or final states that is the result of each 
combination of inputs. If we would like the machine to "end" in either states 27, 
28, or 29, i.e., go to a particular stable cycle, then Table 1 tells us which possible 
combinations can be put together which do that. However, for the LBA to reach 
state 26 for which an "accept" occurs, one has to stop the machine after one cycle 
or one has to contrive a complicated sequence. It would appear from Table 1 
that in practice state 26 is only entered through unusual circumstances. These 
results suggest that state 26 might only be entered when the input streams are 
going through transitions from one set of environmental conditions to another. 

Genetic engineering of the strength of promoter €'(lad). Consider the 
simulation logic of constant inputs if P(lac1) is read in as E. In this case, the 
operon is always OFF. If the external lactose is HIGH, then a stable 1-period 
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cycle is established which goes through state 29 with lactose remaining HIGH. If 
external lactose is ZERO, then a 1-period cycle is established going through state 
28. If initial internal lactose is ZERO and if external lactose is HIGH, then a 1- 
period cycle is established going through state 29. These two results are 
independent of the initial internal lactose level. 

General considerations 

Uniqueness. The state transition table (state diagram in Fig. 3) is analogous 
to a computer program. Hence there is no real uniqueness to the LBA in the 
sense that two designers could arrive at two LBAs quite different in appearance. 
However, what is unique is that two identical input streams should produce two 
identical results in terms of protein levels or substrates. That is, the logic of the 
two machines should map to each other. How to represent that logic can differ 
between actual implementations. For example, in the Coke machine automata, 
we could have had one state for three nickels and another state for one dime 
plus one nickel. Instead these two states were coalesced into a 154 state. 
However, for finite automata it is known that there is a unique automaton with a 
minimum number of states for any given language accepted. 

Equivalence to Boolean circuit or network? A natural question to consider is 
whether this approach is a disguised form of a Boolean network (Hatzimanikatis 
and Lee 1999). If we take binary logic as the hallmark of Boolean networks, then 
note that our use of mainly binary variables was for convenience and exposition. 
For example, recall that we had three levels of activity of lac permease. There 
were four final states. Lodish et al. remark that the low levels of lac enzymes 
produced by CAMP being low were different from those produced by the 
repressor being active. We could have differentiated between the two levels and 
carried that information forward to later parts of the calculation at the expense of 
using more states. Hence, state-based automata are not restricted to binary 
logic. In mundane terms, recall that the Coke machine used three tokens. 

More generally, are state-based automata equivalent to binary logic 
circuits no matter what the natural alphabet defined for the automata? A full 
discussion of this topic is beyond the scope of this report. The power of the LBA 
to store and process information compared to that of the FA suggests that an FA 
can be converted to a Boolean network, but in general, an LBA may not be 
convertible. Boolean networks are fixed like FA are fixed; they are not dynamic 
like LBA have the capacity to be. This topic should be considered for further 
study. 

Proliferation ofstates. Logic. Why is there such a profusion of states? There 
are several factors, which contribute to the profusion. First there is the nature of 
finite state automata, which the LBA is built on. That is, that the states and the 
transitions contain the logic of the computation. The state transition table (and 
graph) is like the "program" of the automaton. If the logic of the program is 
complicated, then many states can be produced. 
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Proiiferation of states. Combinatorics. If many variables must be 
"rememberedT by the automaton and if differences between states are fixed by 
the combination of variables, then all the different combination of values can 
potentially produce an explosion of states. 

Proliferation of states. Reading sequentially. The gene-protein complex 
probably carries out most of its operations in a parallel manner. However an 
LBA computation of the same processes occurs sequentially by reading in 
variables from tapes and making decisions. These sequential reads force many 
states to be generated if there are many different variables or if many accesses of 
operators on the genome part of the tape must be made. Depending on the 
logic, the number of states may only increase linearly with the number of 
"reads". 

Information storage. It is much more efficient to store information on the 
tapes rather than in the states. If there were 10 promoters, each of which were 
either ON or OFF, this requires 10 locations on a tape. To store this information 
in states in which each state signifies a different combination of promoters being 
ON or OFF would require 210 states. This state explosion is one of the 
advantages of choosing an LBA over an FA. For example, the lac operon could 
have been simulated with an FA instead of the LBA used here. It would have 
required more states to do it as an FA. 

Larger systems. What generalizations can we draw for larger systems? If, 
for example, the virulence portion of the genome of some pathogen is 80 genes, 
then in principle there are 28O=1.2 x 1024 different combinations of proteins 
possible. However in practice, relations between proteins would reduce the 
number of possible combinations substantially. In other words, we may be able 
to treat functions within the cell as being conducted by discrete organizational 
units more or less easily managed by relationships or interfaces. Then it might 
be possible to have groupings of states in an LBA communicate either through a 
few states or, if need be, through tape locations. This might be a reasonable way 
to handle units weakly coupled through only a few connections (eg. one or two 
proteins and/or substrates) and which are otherwise independent. 

HierarchicaZ interactions. A possible arrangement that would involve 
relatively few interactions or connections between proteins and genes is a 
hierarchical organization. In this scheme, any particular gene would interact 
with only a few others. The ones, which interact, would form into groups. Thus, 
any set of genes could be subdivided into groups. In turn, each group would 
interact with only a few other groups. In this way, the set of groups would be 
divided into super-groups. At each level of the hierarchy, the current basic 
entities would form super-entities. Within each super-entity, there would be 
many interactions (strong). Between super-entities, the interactions would be 
relatively few (weak). This scheme is very similar to a suggestion by ONeill et 
al. (1986) in the ecological literature that organisms (plants and animals) interact 
hierarchically and communities and ecosystems are organized hierarchically. 
O'Neill et a1 coined the term holm for the "self-contained" group of interacting 
entities that become the basic unit entity at the next higher level in the hierarchy. 
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CONCLUDING REMARKS 

We have cast the lac operon onto an LBA framework to demonstrate the 
feasibility of using LBA's generally to describe gross changes in the state of the 
protein complex and the associated gene expression. 

Construction of an LBA proceeds from a detailed knowledge of the logic 
of gene regulation and protein production for a particular system. We can arrive 
at that knowledge by using modern micro-array techniques and finding the set 
of ODE's that describe the system. One can then extract the logic of the 
regulation system from the ODE's. Thomas and D'Ari (1990) show how that can 
be accomplished. 

We suggest that a major application of state-based automata will be as 
submodels in larger models of cell functioning. One reason to construct LBAs 
from ODE's rather than just retain the ODE's as a submodel of the larger system 
is to avoid stiff differential equations for the larger system. We suggest that an 
LBA submodel in a model of cell functioning can determine the mix of enzymes 
that are present and supply that information to the larger model. That is, the 
LBA output cart be used to define the structure of the equations to be solved in a 
larger model of cell dynamics. 
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INTRODUCTION 

Regulation in genetic networks can be modeled using ordinary differential equations 
(ODE’S) (Voit 2000, Gibson and Mjolsness 2001). We have developed a prototype genetic 
algorithm (GA) for automating the determination of the optimal set of ODES describing a 
genetic network. Genetic algorithms were originally developed by Holland (1962, 1973, 
1975), have since been extensively studied and reviewed (Goldberg 1989,2002; Haupt and 
Haupt 1998, Mitchell 1996, Reeves 1993), and have been used in many applications 
including bioinformatics (Fogel and Corne 2003), oil field management (Johnson and 
Rogers 2001), optimization of groundwater decontamination (Rogers et al. 1993, and 
analysis of metabolic pathways (Koza et al. 2000). 

We have conducted an exercise to analyze data from gene expression of glycolysis 
genes of the Yersiniu pestis bacillus without the use of a priori knowledge of identities of 
genes or proteins. In this exercise, we have found candidate systems of ordinary differential 
equations whose solutions are in good agreement with the data. The goal of this exercise 
was to determine what results were possible using no information other than that contained 
in time-series data of gene expression itself. 

EXPERIMENTAL DESIGN 

Yersiniu pestis was grown at 26 degrees Celsius for 48 hours. At that time, the 
temperature of some colonies was elevated to 37 degrees Celsius. Gene expression data 
was collected at one hour, four hours, and ten hours post elevation of temperature. The 
results were expressed as the ratio of gene expression (mRNA concentrations) for the 37- 
degree samples to those of the 26-degree samples. The raw data is shown in Table 1. The 
negative signs indicate that the ratios are actually of the 26-degree samples to the 37-degree 
samples. We modify this data to remove the negative signs and put all data entries as a ratio 
of the expression at 37 degrees to that at 26 degrees. This is shown in Table 2. 

TWO ALTERNATIVE METHODS TO DESCRIBE THE NETWORK 

Representing the Network with Discrete States 

Some authors have argued that for certain purposes it is appropriate to represent the 
behavior of genetic networks by discrete-state schemes rather than by continuous variables, 
such as solutions to ordinary differential equations (Thomas and D’Ari 1990, Gibson and 
Mjolsness 200 1, Somogyi et al. 200 1, Kercher 2003). 

The simplest discrete-state representation. If we are interested in phenomena that 
have much longer characteristic times than that required for re-equilibration of the gene 
expression to the new temperature regime, then the we can assert a simple description of the 
temperature response using the data in Table 2. Gene expression changes state over a 10- 
hour period such that, by the end of the period, genes G, I, L, and M are up-regulated and 
gene Q is down-regulated. The rest of the genes have returned to their original expression 
by the end of the ten-hour period. Here we are using the criteria that a net change of less 
than plus or minus 20 percent is no change. 

This result is purely descriptive. During the ten-hour period, gene expression for 
almost all of the genes has undergone significant transitory excursions away from their 
steady state values before coming back under control. Ideally one would like an 
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Table 1. Raw microarray data for Y. pestis. Relative increase in gene expression for Y. 
pestis when grown at 37 vs 26 degrees at three time points. The minus signs indicate the 
inverse ratio. 
GeneCode Hr 1 Hr4 Hr 10 
A - 1.15702 -1.26041 -1.171 97 
B -1.86144 
C - 1.60908 
D - 1.27982 
E -2.19081 
F - 1.53606 
G -3.26023 
H - 1.12926 
I - 1.41 479 
J - 1.82555 
K -2.02379 
L 1.102746 

N 1.463858 
M - 1.25508 

0 -3.025 18 
P -1.19202 
Q 3.99545 
R -2.51384 
s 1.30433 
T - 1.60908 
U - 1.1741 9 
v 2.2921 65 

1.094229 
-1.11398 
-1.481 29 
-1.21216 
1.062806 
- 1.32626 
-1.02536 
1.20661 

1.050368 

1.059375 
1.139525 
- 1.34833 
1.052258 
1.083866 
- 1.44457 
1.147458 
-1.1 1398 
-1.3077 

-1.02039 

- 1.0607 

-1.04538 

- 1 .OS293 
1.088521 
- 1.17857 
- 1.13406 
1.123661 
1.3 13621 
1.131 597 
1.41 659 1 
-1.08627 

1.0968 
1 S34276 
1.56482 
-1.1184 

- 1.14903 
1.03045 

-3.49379 
I .OO 1729 
1.093641 
1.088521 

I .078728 
-1.1 1107 

understanding of the signals being processed by the interconnected network of genes and 
proteins that can produce such behavior. 

A more detailed state-based description. Thomas and D'Ari (1990) propose a 
scheme of finite states in which such transitions can be described. Under their scheme, one 
would include the intermediate state in which B, C, D, E, F, G, I, J, K, M, 0, R, and T are 
down-regulated at one hour, the genes N, S, Q, and V are up-regulated at one hour, and the 
others remain the same at one hour. In the scheme of Thomas and D'Ari such a state would 
be both describable and metatstable under time-development and would transform into the 
final state described above. 

The scheme of Thomas and D'Ari is a simplification or abstraction of ordinary 
differential equations. They do not give a systematic method of arriving at the differential 
equations or the states given an arbitrary time-series data set, especially for a large number 
of genes expressed. Thus, finding the set of ordinary differential equations that govern the 
network of 22 genes, is the first step in abstracting them to the finite state description of 
Thomas and D'Ari. 

Representing the Network by Ordinary Differential Equations 

on first determining the parameters for a continuous variable representation, there are 
In addition to the fact that the discrete-state system of Thomas and D'Ari is founded 
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Table 2. Data from Table 1 revised so that all data are the ratio of expression at 37 degrees 
to that at 26 degrees. 
GeneCode H r l  Hr4 Hr 10 
A 0.864287 
B 
C 
D 
E 
F 
G 
H 
I 
J 
K 
L 
M 
N 
0 
P 
Q 
R 
S 
T 
U 
V 

0.537218 
0.621472 
0.781358 
0.456453 
0.65 I018 
0.306727 
0.885537 
0.70682 

0.547779 
0.494124 
1.102746 
0.796759 
I .463858 
0.330559 
0.838912 
3.99545 

0.397798 
1.30433 

0.621472 
0.85165 

2.292 165 

0.793394 
1.094229 
0.897683 
0.675088 
0.824973 
1.062806 
0.754001 
0.975265 

1.20661 
0.942775 
1.050368 
0.956586 
1.059375 
1.139525 
0.741656 
1.052258 
1.083866 
0.692247 
1.147458 
0.897683 

0.7647 
0.9800 13 

0.853 266 
0.923422 
1 .088521 
0.848486 
0.881784 
1.123661 
1.31 3621 
I A31597 
1.416591 
0.920581 

1.0968 
1.534276 
1.56482 

0.8941 3 1 
0.870299 

1.03045 
0.286222 
1 .OO 1 729 
1.093641 
1.08852 1 
0.900032 
1.078728 

several other reasons why a continuous variable approach, i.e., ODE's, is useful to analyze 
time-series data of the type in this exercise. First, if the characteristics times of the problem 
are large or comparable to the time-scales in the time-series data, then any changes in the 
data should appear smooth rather than abrupt. In such cases, continuous variables and their 
accompanying ordinary differential equations are a natural method to describe such data. In 
fact, the data in Table 2 is reasonably smooth rather than abrupt. Second, the time-series 
data gathered by micro-array experiments contain information about the relative sequence of 
changes in expression. For example, if gene X drops in expression first followed by an 
increase in expression of gene Y at a later time, that sequence will be shown. Thus any 
causal-based system, either discrete or continuous, must produce results consistent with the 
causality implied by the data. The terms in a set of differential equations explicitly contain 
the causality of the network and the solutions of the ODEs should predict changes in their 
proper sequence. Furthermore, ODE's, which correctly describe the workings of a genetic 
network, can be used as the basis for other state-based systems such as the automata 
approach proposed by Kercher (2003). By finding differential equations that fit the data, 
we will also be finding the network connections. 

Here we report on the exercise of finding sets of differential equations which satisfy 
known properties of genetic networks and which fit the data. A natural set of questions 
regarding this exercise are (1)  Whether the solutions for the network are unique or are there 
several representations which can describe the data equally well given the uncertainty in the 
data. (2) Are the solutions found for the networks consistent with existing knowledge about 
the glycolysis network. (3) Are good fits artifacts of the ODEs, i.e., is the problem really 



under-determined. The answers to these questions go to the issue of whether this type of 
data is sufficient to determine networks or whether additional experiments are required. 
Sufficiency of the data will be discussed briefly in the Discussion Section below. 

APPROACH TO SOLVING THE INVERSE PROBLEM 

We are given a set of data and wish to find the ODES for the genetic network which 
best fit the data. We shall refer to this as the inverse problem. Our approach to this 
problem consists in the following steps. First determine how to represent the structure of 
the system of equations. To do this we will first define the problem biologically, then 
mathematically, and then computationally. We will then discuss the computational 
implementation and the results of the calculation. 

The Biological Problem and the Statistics of the Data 

In regulated genes, RNA polymerase attaches to the DNA in regions known as 
promoters and proceed to "process" the group of genes downstream from that promoter. 
We assume that all the genes in this group of genes belonging to this one promoter are 
expressed at the same rate. The binding of the RNA polymerase may be facilitated 
(activated) by other proteins (activators) or may be blocked or in some way interfered with 
(repressed) by other proteins (repressors). Our first task is to get an estimate of how many 
promoters there are and which genes might belong to them. 

Because we assume that any two genes belonging to the same promoter should be 
expressed at the same rate, we reason that the expression of any two genes belonging to the 
same promoter should be highly correlated with each other. Thus the first step we took in 
analysis was to find the time-series correlation coefficient of all the genes. Those genes, 
which we found to be highly correlated, were then plotted and visually examined. Visual 
examination of the resulting plots (Fig. 1) of all the data in Table 2, suggested that the 
following groups were good candidates for belonging to single promoters: ADU, BE, CT, 
FK, G, HP, IM, JO, L, NS, Q, R, and V. This suggests that 13 promoters might be adequate 
for representing the system. Note, in the method described below, we did NOT force any 
specific gene to be assigned to any specific promoter or force to be included in any specific 
group with other genes. This part of the exercise only determined that 13 promoters might 
be adequate. We allowed room for expansion to 16 promoters if necessary. 

The Mathematical Problem 

Consider a particular protein (with concentration P )  produced by (translated from) a 
particular messenger RNA molecule (with concentration M> generated at a particular gene 
(available DNA fragment with concentration DJ). Assume there is one activator involved 
(concentration A). Assuming first order kinetics, we describe the change in concentration of 
A4 to be given by 
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Fig. 1 .  Micromay exression data of Yersiniu pestis glycolysis genes. Data shown is ratio 
of expression at 37 degrees to that at 26 degrees. Genes are labeled alphabetically. Data is 
sorted into groups to simplify visual presentation. 
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Fig. 1. (continued). Microarray exression data of Yersiniu pestis glycolysis genes. Data 
shown is ratio of expression at 37 degrees to that at 26 degrees. Genes are labeled 
alphabetically. Data is sorted into groups to simplify visual presentation. 
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where c' is a constant of production and kd is a decay constant. The subscriptfon D 
indicates free DNA available for binding. The total DNA of this type in the system is given 
by 

where we assume that the bound DNA is proportional to the free DNA and activator 
concentration. Using eq. 2, eq. 1 can be converted to the usual Michalis-Menten 
formulation 

The equation for the change in protein concentration is given by 

dP 
dt 
- = c,P,M - k p P  (4) 

where ce is a constant of production, PA is the concentration of the available amino acids, 
and kp is a decay constant. To keep the algebra as simple as possible, we will assume that 
the amount of available amino acids is held constant independent of the activity of the 
glycolysis system and so PA can be absorbed into the constant ce. We will also assume 
that the mRNA kinetics is fast compared to the protein kinetics (dMldk0)  and we will 
replace M by the Michalis-Menten expression in eq. 3 and add in a small base amount of 
expression of mRNA, independent of the activator concentration, and hence a small base 
amount b of protein production. Thus 

dP A 
dt 1 + c,A kPP - = b + c,  -- 

where the first two terms are also proportional to mRNA expression. For repressor 
proteins, (concentration R), similar arguments produce the equation 

dP 1 - = b + c R - -  
dt 1 + c2R kPP 

If both an activator and a repressor operator is present on a promoter with corresponding 
activator and repressor proteins, then we approximate the relevant equation by 

dP A 1 
dt l + c , A  l + c , R  kPP - = b + c M - -  - 

If there are two repressors operators at a promoter, interacting with two distinct repressors 
of concentration R1 and R2, then we assume a change in concentration of the product to be 
given by 

9 



Note that we are ignoring any possible post-transcription factors, which might lead to non- 
proportionality between expressed mFWA and protein production. 

A Test of the Equation 

In a preliminary trial, we considered two coupled equations each of the form of eq.7. 
We assumed an external protein had a temperature sensitive activity and was the activator of 
one of the proteins. We found that results of the form of one of individual tracks of 
expression data could be readily generated. It was readily apparent that to fit all the data 
simultaneously and account for all of the data and using only internally consistent 
equations would be exceedingly difficult. 

THE PROTOTYPE GENETIC ALGORITHM 

In order to solve the inverse problem, we have elected to use a genetic algorithm. In 
our judgment the key to the genetic algorithm is to find a proper representation of the 
network structure (colloquially referred to as the "wiring diagram") that is consistent with 
the genetic algorithm approach. 

Summary of the Genetic Algorithm Procedure 

We initialize the algorithm by generating an initial population of possible solutions 
to the inverse problem. That is, each member of the initial population represents a possible 
"wiring diagram" generated at random and a set of parameters for that wiring diagram, also 
generated at random. Then the differential equations for each member of the population are 
solved for 26 degrees Celsius for 48 hours. At that time the temperature is changed to 37 
degrees and the solutions are continued forward for one, four, and 10 additional hours. A 
cost function is calculated by taking the square of the difference of the log of the data less 
the log of the calculated (model results) ratios of the expressed genes at 37 degrees to the 
expressed genes at 26 degrees. These residuals are summed over all 22 genes and all three 
time-points (one hour, four hours, and ten hours). We sort the initial population by costs 
and discard that half of the population whose members have the highest costs. 

Then the genetic algorithm begins a loop where each pass through the loop is one 
generation. In each generation, the following occurs. First the algorithm selects which 
members of the population are going to be parents for the next generation. This selection is 
based on the cost function or fit to the data. Those with the best fit have proportionally 
greater probability of being parents. Parents are selected in pairs: a "mom'' and a "dad". 
Each pair of parents produce a pair of offspring. The portion of the population (one-half in 
our algorithm) from which parents are chosen and which are the top performers, remain into 
the next generation. Offspring replace the members in the lower half of the population; the 
bottom half performers. 

We describe each member by a "chromosome", which is a linear array of parameters 
that define the network and connection strengths. During "reproduction" a random point is 
chosen on the chromosome (crossover point) and all parameters to the left of that point for 
one offspring come from one parent and all parameters to the right of that point come from 
the other parent. This is reversed for the other offspring. 

After the crossover operation is complete, a final operation of mutation is performed. 
For a fixed mutation rate R, the number of mutations N in the population is given by N=R 
x(popu1ation size)x(number of parameters). The locations of these N mutations are 
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selected at random in the population's chromosomes. The mutated values are selected at 
random from the range of allowable values for that parameter. 

The above description is a general description of the genetic algorithm, which 
applies to most cases of its use. Unique aspects of the genetic algorithm used in our 
application will be discussed next. 

Unique Features Of The Prototype Genetic Algorithm 

Operators at each promoter. At each promoter we assume there are two operators. 
We will allow either one activator operator and one repressor operator or two repressor 
operators. 

The real parameter chromosomes. Eq. 7 (or 8) has five parameters. The 
parameters b, cm, cl , and c2 are associated with the promoter and the parameter kp is 
associated with the protein produced. The parameter cm is the generic parameter for protein 
interaction strength, which denotes CAR, cm, CA, and CR above. Without loss of generality 
we may set the parameter b equal to 1 because we will be dividing each solution at 37 
degrees by the solution at 26 degrees. The solutions will have terms proportional to the 
terms in eq. 7 with b and cm and hence we can divide both numerator and denominator of 
the ratio by b and redefine a new parameter cp=cmlb. Thus there are three parameters (cp, 
cl , and q) associated with each promoter and one parameter kp associated with each 
protein. We define an array k2 of the kp with length 22, which is the number of expressed 
mRNA and is assumed to also equal the number of proteins produced (maxgene). That is 
k2=(kplJP2, ...., kp,maxgene) where mgene=22. Likewise there are arrays 
(chromosomes) for the promoter parameters where the number of promoters is denoted 
bynopromoter and is equal to 13. These additional chromosomes are kl=(cl,l, c1,2, ...., 
C1,13), kl'=(c2,1, C2,2, ......, a,13), and x2max=(Cp,l3 Cp,2, ......., Cp,13). 

The range of the real parameters. Genetic algorithms were originally developed for 
application to problems with binary values of the parameters. They were subsequently 
extended to problems with integer values and then to problems in which the parameters take 
on real values. Other search or optimization algorithms can find real parameters on an 
unrestricted domain. The simplest genetic algorithms assign the values of the parameters 
from a restricted domain with fixed ranges. For this exercise we have taken this approach. 
In the results shown here, in the initialization, crossover, and mutation operations, we have 
limited the values of k2 to the range 0.05 to 5.0 and the values of k l  and k l '  to the range 
0.01 to 10.0. We used 0.01 for the lower value of the range of x2mx. We performed one 
set of trials using 10.0 for the upper bound of the cp in x2-x , and a second set of trials 
using 100.0. The range of k2  was decided based on the time behavior in Fig. 1. For the 
other real parameters, we assumed one to two orders of magnitude around the value of b 
should be a sufficient range. In future work on GA's applied to gene networks, adaptive 
strategies for real parameters in which mutations etc are allowed to occur outside of the 
initialization range might be considered. 

The "wiring diagram" chromosomes are the most difficult part of the data structures. 
We will turn to them next. 

The promoter-membership chromosome. We assume the gene associated with 
each protein must "belong" to (or be downstream and under at least partial control of) a 
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promoter. We assume this because the data suggests that each of the 22 genes is under 
some kind of regulation. So we define a chromosome array of magene entries called 
prombelong. First, we conceptually assume the promoters are numbered from 1 to 
nopromoter. Then at initialization, each entry in prombelong is assigned at random a 
value between 1 and nopromoter. This is the number of the promoter to which the 
gene/protein "belongs". 

The network-connection chromosome. Recall that we assume that there are two 
operators at each promoter. We need a chromosome, which specifies which protein 
activates or represses which operator. To accomodate this requirement, we define an array 
listprotatop, which contains 2*nopromoter entries. We adopt the convention that 
first pair of entries are entries for the activator and repressor operators of the fist  promoter, 
the second pair of entries in listprotatop is the entries for the activator and repressor 
operators of the second promoter, etc. The odd entries are for the activators and the even 
entries are for the repressors. The value of the entry in listprotatop is the number of 
the protein, which interacts with that operator. These entries are initialized for the first 
generation. Constraints on how these entries are chosen are discussed below. 

Renaming the promoters. In initial trials of the genetic algorithm, we discovered 
that the algorithm had difficulty with the monstrous combinatorics of the problem as stated 
thus far. We need to avoid unnecessary degrees of freedom. The random naming of the 
promoters was a source of unnecessary and potentially harmful extraneous combinatorics. 
To keep an example simple, suppose that there were seven geneslproteins, which could 
belong to four promoters. Thus a possible prombelong would be (3,4,4,1,3,4,3). Another 
possible prombelong would be (4,3,3,2,4,3,4). Note that these two prombelong's are 
actually equivalent topologically. Thus we might have two very good solutions, defined by 
these two chromosomes and their associated chromosomes k 1, listprotatop, etc. 
These two solutions might actually lie very close to each other and both might be suitable 
candidates for parenthood for the next generation. However a crossover in prombelong 
would destroy the topology in the offspring and might very well produce two very bad 
solutions. Hence we need a promoter-naming scheme in which two topologically equivalent 
prombelong's would have the same entries. The solution we use is that at the end of each 
generation, just before the cost function is evaluated for the new generation, the promoters in 
each prombelong are renamed with the following convention. The groups of 
gene/proteins belonging to each promoter are ordered according the value of the lowest 
numbered member. The number of the promoter that each group of gene/proteins belong 
to, is fixed as the ordinated number of the group. In our example of seven genes and four 
promoters, in the first instance the genedproteins 1,5, and 7 belong to promoter 3; 2,3, and 
6 belong to 4; and 4 belongs to 1. In the renamed system 1 , 5 ,  and 7 would belong to 1; 2, 
3, and 6 would belong to 2; and 4 would belong to 3. In the second instance, genedproteins 
1 , 5, and 7 belong to 4; 2,3, and 6 belong to 3; and 4 belongs to 2. In the renamed system 
1,5, and 7 would belong to 1; 2,3, and 6 would belong to 2; and 4 would belong to 3. 
Hence in both instances the renamed prombelong would be (1,2,2,3,1,2,1). Using these 
renamed promoters, the values of listprotatop and the real chromosomes kl, etc. 
would also be permuted to preserve topology of the network. 

here, we assume that an efficient way for the cell to manage the response to changes in the 
current value of the temperature is for the activity of a special protein to be extremely 
sensitive to temperature and that this one protein act as a messenger to all the systems of the 
cell. Thus we assume for this initial exercise that the activity of an external protein (not one 
of the 22 in Table 1 and 2) is very sensitive to temperature and activates or represses one or 
more of the glycolysis proteins, which in turn affect the rest of the glycolysis system. This 

Temperature dependence of glycolysis expression. For our initial exercise reported 
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protein (23) is treated as a forcing protein in the set of coupled differential equations. The 
value of the activity is 1 at 26 degrees before the temperature change. The value of the 
activity is cp, 14 after the temperature change. In other words, we store the activity of the 
external protein at 37 degrees in the chromosome x2-x in the (nopromoter+l) position. 

We make two remarks about the temperature assumption. First, we are ignoring any 
sensitivity of the couplings themselves to temperature. This assumption could be a source 
of error in the computations described below and might make an exact fit of the data 
impossible. A future exercise would be to relax this assumption and see if the fit improves. 
One consideration in deciding to ignore temperature dependence of the couplings is that 
allowing dependence could potentially double the number of parameters and might prove an 
insurmountable obstacle for the genetic algorithm. At the beginning of the exercise we did 
not know whether this was the case or not, and so we elected the conservative approach. 

The second remark is that it should be a straightforward modification to substitute 
the assumption that one of the glycolysis proteins (one of the 22) is the one that signals the 
temperature change rather than an external protein. One would need an "it" parameter to put 
into a chromosome to determine which protein is "it". Then the reaction strength wherever 
"it" coupled to an operator could be modified with temperature change. 

Two repressors vs an activator and a repressor. A priori we anticipate 
(hypothesize) that two operators at each promoter are all that will be necessary to describe 
the data. However, inspection of the Fig. 2, especially Fig. 2f, suggests that there may be 
some cases in which two repressors at one promoter might perform better and other cases in 
which an activator operator and a repressor operator at one promoter might be a better 
description. So we allow the genetic algorithm to have this flexibility. We implement this 
flexibility by always fixing the even operators (2,4, ... 26) in listprotatop as repressor 
operators. However, the odd operators (1,3,5, ...., 25) can be either activator operators or 
repressor operators. The signal, which carries this distinction is the sign of c1,i in the kl 
chromosome. If c1,i is positive then the protein is taken as an activator, and we use eq. 7 for 
promoter i .  If c l  ,i is negative, then the protein is regarded as a repressor and we use eq. 8 
for promoter i. 

If crossover occurs at a position i in kl and both parents have positive cl,i, then 
both offspring will have positive C1,i. If both parents have negative values of C 1 , i  

(repressors), then both offspring will have negative values of c1,i. If one parent has a 
positive value of c1,i and one a negative value, then one offspring will have a positive value 
and one a negative value. 

The crossover rule for real parameters. As stated above, the parameters preceding 
the crossover site come from one parent; the parameters following the site come from the 
other parent. For logical parameters (TRUE or FALSE values) and for integers, crossover 
occurs BETWEEN parameters on the chromosome. However, for real parameters 
crossover occurs AT a particular parameter. This difference is because real parameters 
usually adjust the form of existing functions and a blend of values between that of the two 
parents to the offspring provides the algorithm with a "fine tuning" knob. Integers usually 
determine the combinatorics and set the form of the functions to be tested. 

Assume crossover occurs at real parameter a, ( a D m  and aMoM).  In general, the 
parameter a for the two new offspring (ai and a2) is given by 
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This is the case for chromosomes x 2 m x  and kl'. However, for the chromosome kl with 
entries C1,i , we first calculate the absolute values of the offspring parameters by using 
absolute values of aDAD and aMOM in eq. 9. Next, to determine which offspring 
parameter gets the minus sign and which offspring gets the positive sign, we calculate the 
values in eq. 9 using the algebraic values of a D m  and UMOM, not the absolute values. 
Call these values asignl and ~ s i g n 2 .  Whichever offspring has the lower value of asign 
receives the minus sign; whichever offspring has the higher value of asign gets the positive 
value. 

Restrictions on the interactions in protein regulation of gene expression (the wiring 
diagram). Protein regulation of genetic expression has many different modes of operation. 
For example, some genes are self-activating. Some proteins activate many different genes. 
Other proteins repress many different genes. Some proteins can both activate and repress. 
Given this range of mode of action and not knowing what possible restrictions might govern 
genetic regulation in the glycolysis network, we elected to find solutions with several 
different restrictions on the mode of action of the proteins. There are five classes of 
restrictions, which are differentiated within the computer code by the integer variable 
irestrict. Table 3 contains the description of the restrictions on protein regulation of 
genetic expression determined by the value of irestrict. For this exercise, we have 
only enforced the restrictions on the results of the crossover operation and mutation of 
offspring. We have relaxed these constraints on the results of the mutation operation on 
parents. The effects of enforcing the restriction on the results of the mutation operation on 
the parents can be investigated more thoroughly at a later time if warranted. 

Implementation o f i r e s t r i c t .  At the end of each generation, we employ "fixupl' 
routines to modify the offspring to bring them into line with the restrictions in Table 3. For 
irestrict=l, we first fixup any instance in which a protein activates and represses the 
same promoter. Next we fixup any instance in which either an activator activates more than 
one promoter or an activator also represses. These instances are "fixed" by changing 
entries in listprotatop. Finally we fix any case in which a protein activates the 
promoter its gene belongs to. This last is implemented by changing the membership entry 
of the promoter in prombelong. For i r e s t r i c t = 2 ,  as before, we change entries in 
listprotatop so that no protein activates and represses the same promoter. We then 
adjust prombelong, if necessary, so that no protein activates the promoter its gene 
belongs to. For irestrict=3 and 4, we introduce a new chromosome, denoted by 
prottypeact. The chromosome prottypeact is an array of TRUELFALSE logical 
values each of which designates whether the protein is an activator or a repressor. An entry 
of TRUE in position i indicates that protein i is an activator; a FALSE entry indicates it is a 
repressor. There are ma.xgene+l entries in prottypeact. The additional entry 
designates whether the external protein is a repressor or an activator. After each 
crossover/mutation operation, the new prottypeact takes precedence over 
listprotatop. We then adjust listprotatop accordingly to bring it into 
conformity to the restrictions with Table 3. 

Model equations. Consider protein j produced by gene j in the 
imember of the population of chromosomes. It belongs to promoter 
i=prombelong(j,imember). The proteins controlling promoter i are given by 
listprotatop. Let 
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k = listprotatop (2(i  - 1) + 1,imember) 

I = listprotatop (2i, imernber) 

Then the equation for the rate of change in the concentration of j is given by 

(10) 

1 - kp, j ~ j  I 

c,; >O, k > 0,E > O  

c,,i < O , k > 0 , 1 > 0  

c,,; > 0, k > 0, E = 0 

c , , ~  < 0, k > 0, E = 0 

k = O , l >  0 

k = 0 , 1 = 0  

Single Chromosome vs Multiple Chromosomes 

Genetic algorithms face a daunting task of exploring extraordinarily complicated 
multi-dimensional "surfaces" to find the global optimum points on these surfaces. Some 
experimentation and theoretical investigations have gone into studying how well GA's work 
under various types of approaches. Work to date holds that GA's accumulate good 
substrings of the chromosome, which are recombined in various combinations by the 
crossover procedure. If each chromosome is treated independently such that a cross over 
occurs within each chromosome of a multiple set, then ''good" combinations of GA "genes" 
(model parameters) can get separated from each other very readily. If one the other hand, all 
of the GA "genes" are in one chromosome, then only one crossover will occur for each 
pairing and "good" substrings can stay together easier. According to this argument, the best 
performance is expected if all the multiple chromosomes are concatenated into one long 
chromosome. 

We have elected to try both approaches. So in the Results section to follow, we will 
report on solutions found using one long chromosome consisting of all the real, integer, and 
(where appropriate) logical chromosomes. In this approach there is only one crossover 
point for each pairing of parents. We will also report on the results from the approach of 
treating each chromosome as independent from the others. In this approach, there is one 
independent crossover point within each of the six (or seven for irestrict=3 or 4) 
chromosomes. 
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Table 3. Restrictions on offspring on protein regulation of genetic expression determined 
by the value of irestrict. For this preliminary exercise no restrictions were applied to 
mutations of parents. 

irestrict Restrictions 

1 1. No protein activates two or more genes. 
2. No protein both activates and represses. 
3. No protein activates its own promoter. 

2 1. No protein activates its own promoter. 
2. No protein activates and represses the same promoter. 

1. Each protein is either an activator or a repressor. 
2. No protein activates its own promoter. 

3 

4 1. Each protein is either an activator or a repressor. 

5 1. No restrictions. 

RESULTS 

Costfinction. Let x@') denote the observed expression of gene i at time j at 
temperature T and mg(T) denote the result of the model for the same variable. The range of 
the number of genes is from 1 to Nand the range of the number of time points of 
observations is from 1 to M. Then the data available for this study was of the form 
Rij=ln[xij(37)/xij(26)]. Let the grand mean of all the observed ratios be denoted by p 

The total sum of squares used to calculate the variance is given by 

Denote the log of the ratios of the modeled results by Q~=ln[m~(37)/m~(26)]. Then the 
sum of squares of the residuals is given by 

s = C ( R , - Q J  
ij 

We define the fraction of the variance explained by the model as r2 

2 S 
y = I - -  z 
We use S as the cost function upon which to sort the members of the population at each 
generation. That is, the members preserved for the next generation have the lowest cost and 
hence maximum 4. 
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The total sum of squares used to calculate the variance for the data in Table 2 is 
Z=11.393. 

Tabulation of results. In Table 4 we show the results of the genetic algorithm 
broken out by the restrictions on the form of the regulations allowed and whether a single 
chromosome or multiple chromosomes were used. We also give the mutation rate used to 
get this result. We found that the results were highly sensitive to the mutation rate and the 
results reported here are for the mutation rates that produced the best cost function. The full 
chromosomes for the best two members of the population for each case are given in 
Appendix A. 

5 for irestrict=5, which is the case such that the network chromosomes have no 
restrictions. This was found by the Multiple Chromosome approach. However, in general 
it appears that the Single Chromosome approach produces slightly better results on a 
slightly more consistent basis. 

We see in Table 4 that the solution that accounts for most of the variance is solution 

In Table 5 we show the prombelong arrays for each solution as numbered in 
Table 4. Recall prombelong fixes membership of the genes to the promoters. The 
names (numbers) of the promoters are irrelevant. The important result is the groupings of 
genes defined by prombelong. We see that ADU are included in the same group three 
time; BE is grouped together once; CT is grouped together 7 times; FK is grouped together 
6 time; G is isolated by itself only twice; HP are grouped together 8 times; IM are grouped 
4 times; JO is grouped once; L is isolated by itself 9 times; NS is grouped only once; Q is 
isolated by itself 10 times; R is isolated twice; and V is isolated 7 times. 

In Table 6 we show the listprotatop array for the 11 solutions mentioned in 
Table 4. Any instance of violation of the restrictions given in Table 3 arrives in the 
solutions through mutations of parents. While there may be "Selection pressure" for such 
violations, it is not as strong as it appears at first glance. For example in solution 1, the last 
two promoters apparently violate the restriction that no protein both activates and represses. 
However upon examination of the sign of the c1 for the last two promoters, in both cases 
these promoters have two repressor operators at that location. 

In Table 7, we give the signs of the el's in the kl array. These are very useful in 
interpreting the listprotatop array. We give the activity of the putative external protein 
at 37 degrees relative to its activity at 26 degrees. Note that most solutions give an increase 
of about a factor of 2; however one solution gives about a 14 fold increase in activity and 
another solution gives a reduction of about a half. 

plots of the three best solutions as indicated by their 1-2 and the corresponding data points. 
In the main the best few models do a good job fitting the data. At a few data points the 
models are a little weak. 

The full details of all 1 1  solutions are given in the appendix. In Fig. 2, we show the 
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Table 4. Best cost function found for each restriction type (Table 3). Associated mutation 
rate which produced cost and associated 1-2 are shown also. All values were found using an 
upper bound of 100.0 on CP except as noted. Results are broken out by Single 
Chromosome approach and Multiple Chromosome approach. 

Solution i r  estr ict Mutation rate cost t-2 

Multiple Chromosomes Approach 

1 0.004 2.349 0.79 
2 0.008 2.695 0.76 
3 0.005 2.279 0.80 
4 0.007 2.895 0.75 
5 0.008 1.907 0.83 

Single Chromosome Approach 

6 1 0.0075 2.178 0.8 1 
7 2 0.008 2.293 0.80 
8 3 0.007 2.227" 0.80 
9 3 0.0075 2.3507 0.79 
10 4 0.0065 2.115 0.81 
11 5 0.006 2.242 0.80 

*We obtained this value using an upper bound of 10.0 on cp. 
TBest solution obtained for irestrict=3 with an upper bound of 100.0 on cp in the 
Single Chromosome approach. 

Table 5. The prombelong array for the 11 best solutions (lowest cost, highest r2) as 
found by the genetic algorithm. See Table 4. 

Solution prombelong 
A B C D E F G H I J K L M N  O P  Q R S T U  V 

1 1 2  3 3 4 2 5 6 7 8 2 9 7 10 4 6 11 4 12 2 3 13 
2 1 2 3 4 5 2 5 6 3 2 2 7 8 9  5 1 0 1 1 5  7 1 2 1 9  
3 1 2 3 4 5 3 2 6 7 2 2 8 9 1 0 5 1 1 1 2 5  1 3 3 1 1 3  
4 1 2  2 3 4 2 5 6 7 2 2 8 9 10 4 6 11 4 12 2 3 13 
5 1 2 2 1 3 2 3 4 5 2 6 7 8 9  3 4  1 0 1 1 1 2 2 1 1 2  
6 1 2 3 1 4 2 4 5 6 3 2 7 6 8  4 5  9 4 1 0 3 1 1 8  
7 1 2  2 3 4 2 5 6 7 4 5 8 9 10 4 6 11 4 12 2 3 13 
8 1 2 2 3 4 2 4 5 6 2 7 8 6 9 1 0 5  1 1 4  1 2 2 1 1 3  
9 1 2 2 3 4 5 4 6 7 2 2 7 8 9  4 6  1 0 1 1 9 1 2 1 1 3  
10 1 2 3 1 2 3 4 5 6 2 3 7 8 9 1 0 5  1 1 4  1 2 6 1 1 3  
11 1 2  3 1 4  2 4 5 6 7 2 8 6 9 10 11 12 4 13 3 1 1 2  
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Table 6a. The listprotatop array for the 13 promoters for the 11 solutions. The gene 
numbers given in the odd locations are activator proteins if cl positive, else repressors. The 
gene numbers in the even locations are repressor proteins. 
Soln. listprotatop 

Promoters 

Operators 
1 2 3 4 5 6 7 8 9 10 11 12 13 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 
1 21 1 19 23 22 23 20 22 6 17 4 10 14 17 18 23 5 17 15 7 3 7 10 10 2 2 
2 16 23 16 22 5 20 23 16 13 23 5 15 20 14 20 7 20 5 9 3 17 9 13 23 5 15 
3 17 23 5 4 19 6 1 23 12 23 12 23 12 19 4 4 12 19 22 11 19 6 22 9 18 9 
4 23 9 7 23 9 23 23 17 11 23 11 2 3 21 13 21 17 21 20 9 22 9 13 20 14 20 
5 22 22 9 23 11 19 16 14 12 21 14 19 18 18 12 14 19 13 14 13 23 19 23 9 6 20 
6 7 19 4 22 11 23 9 23 4 22 12 4 17 4 1 18 14 13 16 18 8 23 2 4 20 17 
7 13 13 5 1 2 3  18 12 23 5 1 5 1 2 0  1 1 1 19 10 11 21 17 11 6 21 1 5 
8 23 17 11 16 18 23 12 23 2 1 11 15 12 23 9 15 22 13 12 23 22 13 11 7 4 7 
9 19 23 12 23 19 23 12 23 12 23 20 4 20 18 12 19 17 2 22 9 13 23 18 23 15 9 
10 12 23 15 23 2 15 2 22 1 2 2  2 15 10 17 17 15 19 20 2 23 14 20 20 10 14 10 
1 1  5 12 14 22 15 22 10 22 13 14 10 15 23 15 23 14 9 18 23 22 6 16 7 13 14 18 

Table 6b. This table is the same as Table 6a, except it is rewritten to clarify the proteins , 
which control the operators. As before, the proteins at the odd operators are activator 
proteins if cl positive, else repressors. The proteins in the even locations are repressor 
proteins. The external protein 23 is designated by X. 
Soln. listprotatop 

Promoters 

Operators 
1 2 3 4 5 6 7 8 9 10 11 12 13 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 
1 U A S X V X T V F Q D J N Q R X E Q O G C G J J B B  
2 P X P V E T X P M X E O T N T G T E I C Q I M X E O  
3 Q X E D S F A X L X L X L S D D L S V K S F V I R I  
4 X I G X I X X Q K X K B C U M U Q U T I V I M T N T  
5 V V I X K S P N L U N S R R L N S M N M X S X I F T  
6 G S D V K X I X D V L D Q D A R N M P R H X ~ D T Q  

8 X Q K P R X L X B A K O L X I O V M L X V M K G D G  
7 M M E A X R L X E A E A T A A A S J K U Q K F U A E  

9 S X L X S X L X L X T D T R L S Q B V I M X R X O I  
10 L X O X B O B V A V B O J Q Q O S T B X N T T J N J  
11 E L N V O V J V M N J O X O X N I R X V F P G M N R  
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Table 7. The signs of the cl's in the kl array. If cl is negative for that promoter, then the 
odd operator given in Table 6 is a repressor operator. If cl is positive then the odd operator 
for that promoter given in Table 6 is an operator for activation. We also include the activity 
of the external protein at 37 degrees relative to its activity at 26 degrees. 

Solution Signs of c l  in kl array Activity 
external 
protein 

1 2  3 4 5 6 7 8 9 1 0 1 1 1 2 1 3  
1 + + - + + + + + - - + - -  2.1117 

2.9511 - + + - + + - - + + + - +  
3.6087 

2 
3 - + - + + + + - + + - + -  
4 - - - - + + + + - - + + +  5.9769 

1.8267 5 - + + - + - - + + + - + +  
6 + - + + - + - + + + + - +  2.3496 
7 - + - + + e + - + - + + +  2.6066 
8 - + + + + - I - + + + + + + +  9.4696 
9 - + - + + + + + + + + - -  2.6897 
10 + - + + - + - - + + + - +  14.5612 
11 + + + + + + + - - + + - -  0.4889 

DISCUSSION 

The genetic algorithm does indeed find apparent sets of equations, which produce 
results that do a remarkable job at reproducing the data. However several critical 
observations are in order. 

First, it might be incorrect to refer to these results as solutions, meaning that extema 
have been found. Note that the several values of x2mx crowd the upper bound of the 
range available to it. It may be the case that there are no true extrema. We have 66 data 
points and 62 real parameters and 47 integer parameters. 

found by the GA, it is also clear that many solutions are found which produce very similar 
results. They obviously can't all be the correct description of the true dynamics of the 
genetic network. A classic problem with genetic algorithms is that there is no guarantee that 
they will converge to the global maximum. 

Secondly it is evident that while many promising patterns emerge from the results 

However, what the GA does provide is a group of possible solutions, which can be 
falsified with more experiments. In particular "knocked-out gene" experiments offer a 
good possibility to make progress. The models found initially by the GA can be adapted to 
particular knock-out experiments by setting appropriate cp 's for the appropriate gene 
expression equations to zero. Resulting runs of the models can be compared to 
experimental results. In this way some models can be rejected and others provisionally 
accepted. As more information is gathered in this way, the GA can be altered to generate 
new models in case the true global optimum was not found in the first round. That is, if by 
new experiments, one can exclude certain possibilities or fix some portion of the network 
the GA can be modified to honor this information. For example, if one determined by some 
independent means, such as further experimentation, that two genes must belong to the same 
promoter, one could generate all initial chromosomes with this property and exclude 
mutation in that region of the chromosome. Thus only solutions with the property in 
question could be found. 



In short we suggest that the real power of this approach is in the iterations possible 
between experiment and models that could ultimately determine the interactions in genetic 
regulation. 

Once the correct equations are found, a state-based description could be used to 
encode the information contained in the ODE'S. Such an encoding could be used in higher- 
level models in which it is unnecessary to simulate the details of gene-regulation, but in 
which the results of gene regulation are critical. 
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Appendix 

The following are the detailed results of the 11 solutions found by the genetic 
algorithm. These solutions are referenced in the text in Table 4. In each case the genetic 
algorithm code printed out the two best solutions found at the end of the run. 

Solution 1. 

generation= 10800 
imember= 1 k l =  3.66973-002 1.0016E-002 -0.40743 1.0022E-002 
1.00393-002 1.3267E-002 1.0233E-002 0.41129 -1.0855 -0.15029 
1.00023-002 -0.57609 -0.29920 

inember= 1 k l ' =  3.98213-002 2.8010 3.3703 8.1945 0.84960 
0 .71181  0.36806 9.9529 0.63750 2.5089 0.93491 0.64774 0 .42153 

imember= 1 x2max= 10.357 60.901 12 .559  99.879 70.207 74.799 
28.615 15 .645  55 .878  26.072 64 .425  99.248 99 .865  2.1116 

inember= 1 k2= 7.91133-002 4.7153 0.20904 2.1871 4.9820 4.9952 
4.9903 1 .9917 1.0184 0.47868 0.30230 0.40430 0.89654 0.82771 
2.8338 0.66469 4.9984 4.9974 1.6760 4.9857 0.96324 1.5567 

imember= 1 l is tprotatop= 2 1  1 1 9  23  22 23  20 22 6 17  4 1 0  
1 4  1 7  1 8  23  5 1 7  15 7 3 7 10  1 0  2 2 

imember= 1 prombelong= 1 2 3 3 4 2 5 6 7 8 2 9 7 1 0  4 
6 11 4 12  2 3 13 

irnember= 2 k l =  3.65533-002 1.00163-002 -0.40743 1.00223-002 
1.00393-002 1.35993-002 1.02333-002 0.41129 -1.0855 -0.15029 
1.00023-002 -0.57609 -0.29920 

irnember= 2 k l ' =  3.98543-002 2.8010 3.3703 8.1945 0.84958 
0 .71433 0.36825 9.9529 0.63750 2.5089 0.93491 0.64784 0.42153 

inember= 2 x2max= 10.364 60 .901  12.559 99.879 70.207 72.834 
28.761 15 .645  55.878 26.072 64 .425  99.248 99.865 2.1116 

i m e m b e r =  2 k2= 7.59433-002 4.7153 0.20904 2 .1873 4.9820 4.9952 
4 .9903 0.72854 0.69500 0.47868 0 .63573 1 .6017 0.68416 0.82114 
2 .8338 1 .1031  4.9984 4.9974 1 .6759 4.9857 0.96322 1.5567 

irnember= 2 l is tprotatop= 2 1  1 1 9  23  22 23  20 22 6 1 7  4 1 0  
1 4  1 7  18 2 3  5 1 7  15 7 3 7 10  1 0  2 2 

imernber= 2 prombelong= 1 2 3 3 4 2 5 6 7 8 2 9 7 1 0  4 
6 11 4 12  2 3 13 

g e n e r a t i o n =  10800 
c o s t m i n =  2.3487 costmean= 4.3249 coststddev= 12.056 e n d  



Solution 2 

generation= 11750 
imember= 1 kl= -0.11400 1.0343E-002 2.4763E-002 -0.44840 1.0041E- 
002 5.97413-002 -0.16311 -0.74530 1.00623-002 8.19003-002 1.0062E- 
002 -0.62432 5.9741 
imember= 1 kl'= 0.12381 0.53694 2.9520 0.88175 1.7221 9.34783- 

imember= 1 x2max= 34.601 95.913 90.977 13.925 72.472 10.440 
85.508 99.676 99.978 68.565 99.983 12.337 10.440 2.9511 

002 2.6270E-002 1.2201E-002 2.0471 0.19986 1.7822 0.41384 9.3478 

imember= 1 k2= 0.70473 1.4632 0.57315 4.0772 4.9632 0.23188 

0.36756 4.9214 4.6095 0.85651 0.33105 0.47778 0.54377 4.9877 
0.26745 6.89683-002 4.8357 0.11296 0.28879 0.35478 1.3332 0.10234 

imember= 1 listprotatop= 16 23 16 22 5 20 23 16 13 23 5 
1 5 2 0 1 4 2 0  7 2 0  5 9 3 1 7  9 1 3 2 3  5 1 5  

imember= 1 prombelong= 1 2 3 4 5 2 5 6 3 2 2 
7 8 9 5 1 0 1 1  5 7 1 2  1 9  

imember= 2 kl= -0.27026 1.3002 1.88183-002 -0.32426 1.0058 - 
0.14131 -0.73773 1.20143-002 8.62623-002 1.00923-002 1.9278 - 
0.61402 -1.5804 
imember= 2 kl'= 0.12874 0.44003 2.9928 0.77031 1.7369 

1.4673 
imember= 2 x2max= 45.325 66.697 93.830 15.584 87.782 
56.422 99.659 97.719 66.131 99.226 6.1271 13.806 25.724 
2.9644 
imember= 2 k2= 0.13705 0.24452 0.60667 0.78171 4.9638 8.4974E- 
002 0.25618 0.69104 4.8797 0.49112 1.2146 3.5867 1.3602 
0.10008 0.98113 4.7324 0.55298 1.0640 1.3024 0.48105 0.74245 
4.9284 
imember= 2 listprotatop= 16 23 16 22 5 20 23 16 13 23 
20 14 20 7 20 5 9 3 2 2  9 1 0  5 13 23 8 5 

2.5463E-002 1.0446E-002 2.0171 0.30988 1-7544 1.6103 0.42072 

imember= 2 prombelong= 1 2 3 4 5 2 5 6 3  2 2  
6 7 8 5  9 10 5 11 12 1 

8 
costmin= 2.6948 costmean= 5.5560 coststddev= 7.8041 end 

generation= 11750 

Solution 3 

generation= 11750 
imember= 1 kl= -1.13143-002 1.0003 -1.7609 1.00943-002 1.0004 
0.21651 1.0110E-002 -0.22920 1.12593-002 0.48571 
-0.48690 1.0015E-002 -0.41776 
imember= 1 kl'= 0.16430 0.14333 4.58603-002 0.15254 0.91452 
0.10096 4.0675 0.29303 6.8063 1.0694E-002 0.81579 2.1554 
0.22047 
inember= 1 x2max= 3.6681 99.818 99.957 2.0768 34.967 
2.6535 93.413 99.480 6.7040 12.478 74.252 99.955 99.955 
3.6086 

I 



i m e m b e r =  1 k2= 0.58115 2.5330 0.20394 0.56259 4.9986 0.37572 
0.17290 0.26692 4 .9993 0.22230 4.9583 1.5551 0.20882 0.69979 
0.18917 2.4194 0.54359 4.9993 4 .9981 0.18820 2.8670 4.9713 
i m e m b e r =  1 l istprotatop= 17 23  5 4 1 9  6 1 2 3  12  23  
12  23  1 2  1 9  4 4 12  1 9  22 11 1 9  6 22 9 18 9 

2 2  i m e m b e r =  1 prombelong= 1 2 3 4 5 3 2 6 7  
8 9 1 0  5 11 12  5 13 3 1 13 

imember= 
F F F F T T  F 

1 prottypeact= T F F F T F F T F F F T F F T T 

imember= 2 k l =  -1.13149E-002 1.0003 -1.7609 1.00943-002 1.0004 
0 .21651 1.0110E-002 -0.22920 1.12593-002 0.48571 ' 
-0.48690 1.0015E-002 -0.41776 
i m e m b e r =  2 k l ' =  0.16430 0.14333 4.58603-002 0.15254 0.91452 

0.22047 
i m e m b e r =  2 x2max= 3.6681 99.818 99.957 2.0768 34.967 
2.6530 93 .411  99.480 6.7040 12.877 74.252 99 .955  99.955 
3.6086 
i m e m b e r =  2 k2= 0.58115 2.3812 0.19585 0.56259 4.9986 0.37572 
0.17290 0.26642 4.9993 0.22230 4.9583 1.5551 0.20882 0.69979 
0.18917 1 .4279 0.54359 4.9993 4 .9981 0.18820 2.8670 4.9713 
i m e m b e r =  2 l i s tprotatop= 1 7  23  5 4 1 9  6 1 23  12  23  
12  2 3  1 2  1 9  4 4 1 2  1 9  22 11 1 9  6 22 9 18 9 

0.10096 4.0675 0.29303 6 .8063 1.06943-002 0.81213 2.1554 

imember= 2 prombelong= 1 2 3 4 5 3 2 6 7  2 2  
8 9 1 0  5 11 12  5 13 3 1 1 3  

imember= 

generation= 11750 

2 prottypeact= T F F F T F F T F F F T F F T F F F F F T T F 
costmin= 2 .2791 costmean= 4.8344 coststddev= 8.5988 e n d  

S o l u t i o n  4 

g e n e r a t i o n =  11750 
i m e m b e r =  1 k l =  -2.1436 -1.94933-002 -0.15891 -0.10783 1.1018E-002 
0 .26941  1.04613-002 1,46893-002 -1.7944 
-1.4162 1.03613-002 0.70719 1.0647 
imember= 1 k l ' =  2.04093-002 0.19700 0.13416 2.9304 0.21747 
0.23335 0.73710 5.9874 0.57953 0.73091 3.2017 3 .8906 6.0614 
i m e m b e r =  1 x2max= 0.79578 99.346 6.6280 96.733 83 .232  
38.853 98 .710  9.8187 64 .233  99.552 99.449 61.110 90.493 
5 .9768 
i m e m b e r =  1 k2= 0.74352 0.14980 4.9502 0.66052 0.30582 0.67115 
0.36199 0.74526 4.9085 0.67343 3.1090 2.3710 0.37069 4.7033 
0.13472 9.28893-002 4.9766 0.27605 0.65800 4.9725 0.40730 
4 -9184 
i m e m b e r =  1 l is tprotatop= 23  9 7 

23  9 23  23  1 7  11 
23  11 2 3 2 1  13 
2 1  1 7  2 1  20 9 22 

9 13 20 14  20 

i m e m b e r =  1 prombelong= 1 2 2 3 4 2 5 6 7 2 2  
8 9 1 0  4 6 11 4 1 2  2 3 1 3  



imember= 1 prottypeact= F F T F T T F T F F T T T TcT F F F F F F T F 

imember= 2 kl= -2.1436 -1.9443 -0.15891 -0.10783 1.1018 0.26941 

imember= 2 kl'= 2.04093-002 0.19700 0.13416 2.9304 0.21747 
0.23335 0.73710 5.9874 0.57953 0.73047 3.2017 3.8989 6.0606 
imember= 2 x2max= 0.79578 99.346 6.6280 96.733 83.232 
38.853 98.710 9.8187 64.233 99.552 99.449 61.110 90.487 
5.9768 
imember= 2 k2= 0.74352 0.14980 4.9502 0.66052 0.30582 0.67115 
0.36199 0.74526 4.9085 0.67343 3.1090 2.3710 0.37069 4.7033 

4.2428 
inember= 2 listprotatop= 23 9 7 23 9 23 23 17 11 23 
11 2 3 21 13 21 17 21 20 9 22 9 13 20 14 20 

1.0461E-002 1.4689 -1.7944 -1.4162 1.0388 0.71220 1.0647 

0.13472 9.28893-002 4.9766 0.56514 1.4271 4.9726 0.40730 

3 4 2 5 6 7  2 2  imember= 2 prombelong= 1 2 2 
8 9 1 0  4 6 11 4 12 2 3 13 

imember= 
F F F F F T  F 

generation= 11750 

2 prOttypeaCt= F F T F T T F T F F T T T T T F 

costmin= 2.8949 costmean= 6.6092 coststddev= 12.786 end 

Solution 5 

generation= 11750 
imember= 1 kl= -5.8843E-002 1.0302 1.01953-002 -1.3302 1.0344 - 
0.14141 -0.10197 2.2302 1.23813-002 1.00893-002 
-0.96643 2.97533-002 2.0110 
imember= 1 kl'= 0.10928 3.6005 5.3482 0.18998 0.51007 0.61138 
0.10263 0.38183 0.94683 1.9899 1.4412 2.9062 1.7017 
imember= 1 x2max= 97.066 93.040 96.736 10.876 42.813 
91.417 96.281 23.435 98.236 96.618 95.847 96.525 0.98895 
1.8267 
imember= 1 k2= 0.96101 1.5615 0.65137 1.8467 0.96878 1.9681 
0.76346 1.0749 4.2623 1.2756 4.9415 0.85900 4.1242 4.9788 

0.31067 
imember= 1 listprotatop= 22 22 9 23 11 19 16 14 12 21 
14 19 18 18 12 14 19 13 14 13 23 19 23 9 6 20 

6.48713-002 0.37187 1.4270 0.23831 4.9824 0.40617 0.64253 

1 3 2 3 4 5  2 6  imember= 1 prombelong= 1 2 2 
7 8 9 3  4 10 11 12 2 1 12 

imember= 2 kl= -5.88763-002 1.0451 1.0196E-002 -1.3375 1.0344 - 
0.14107 -0.10200 2.2259 1.24853-002 1.00893-002 -0.96643 2.97523-002 
-8.5529 
imember= 2 kl'= 0.10907 3.5944 5.3489 0.18926 0.50988 0.59948 
0.10256 0.38183 0.94682 1.9567 1.4411 2.8945 1.0384 
inember= 2 x2max= 97.070 92.991 96.736 10.826 43.117 
91.084 96.420 23.434 98.236 96.618 95.847 96.525 1.9836 
1.8267 



imember= 2 k2= 0.94451 0.84119 1.3451 0.76921 1.4675 1.9860 
0.15592 1.2508 4.3040 0.74624 4.9415 0.85900 4.0703 4.9788 
0.83191 0.37005 2.5886 0.23831 4.9822 0.22763 0.64253 0.31067 
imember= 2 listprotatop= 22 22 9 23 11 19 16 14 12 21 
14 19 18 18 12 14 19 13 14 13 23 19 23 9 3 9 

2 6  imember= 2 prombelong= 1 2 2 1 3 2 3 4 5  
7 8 9 3  4 10 11 12 2 1 12 

generation= 11750 
costmin= 1.9070 costmean= 7.6448 coststddev= 28.000 end 

Solution 6 

generation= 11550 
imember= 1 kl= 1.02183-002 -5.8965 1.0457E-002 1.02043-002 - 
0.37717 1.03783-002 -0.18220 1.0418 1.0001E-002 1.64343-002 1.4257 
-2.5969 2.4823 
imember= 1 kl'= 0.19810 0.69386 7.81443-002 4.0744 0.64698 

0.58185 
imember= 1 x2max= 3.1460 99.697 38.583 97.786 18.859 
99.462 98.021 75.180 99.220 62.132 1.0765 1.7902 1.4551 
2.3495 
imember= 1 k2= 1.0332 0.11732 0.18000 0.82540 8.5563 2.2768 
0.42388 0.20928 4.9932 1.4881 4.9867 4.9908 0.93315 4.9918 
0.13158 1.2850 4.1625 4.9930 0.33685 0.37576 1.2531 4.9102 
imember= 1 listprotatop= 7 19 4 22 11 23 9 23 4 22 
12 4 17 4 1 18 14 13 16 18 8 23 2 4 20 17 

0.81741 0.20981 2.1100 0.63073 0.20437 0.23977 3.56193-002 

imember= 1 prombelong= 1 2 3 1 4 2 4 5 6  3 2  
7 6 8 4  5 9 4 1 0  3 1 1  8 

imember= 2 kl= 1.02183-002 -5.8965 1.04573-002 1.02043-002 - 
0.37717 1.03783-002 -0.18220 1.0418 1.00013-002 1.64343-002 1.4257 
-2.5969 2.4823 
imember= 2 kl'= 0.19810 0.69386 7.8144E-002 4.0744 0.64698 

0.58185 
imember= 2 x2max= 3.1460 99.697 38.583 97.786 18.859 
99.462 98.021 75.180 99.220 62.132 1.0765 5.9486 1.4551 
2.3495 
imember= 2 k2= 1.0332 0.11732 0.18000 0.82540 8.5563 2.2768 
0.42388 0.20928 4.9932 1.4881 4.9867 4.9908 0.93315 4.9918 
0.13158 1.2850 4.1625 4.9930 0.33685 0.37576 0.57551 4.9102 
imember= 2 listprotatop= 7 19 4 22 11 23 9 23 4 22 
12 4 17 4 1 18 14 13 16 18 8 23 15 23 20 17 

0.81741 0.20981 2.1100 0.63073 0.20437 0.23977 3.56193-002 

imember= 2 prombelong= 1 2 3 1 4 2 4 5 6  3 2  
7 6 8 4  5 9 4 1 0  3 1 1  8 

generation= 11550 
costmin= 2.1780 costmean= 4.6843 coststddev= 11.469 end 

Solution 7 

generation= 11750 
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imember= 1 k l =  -5.06433-002 7.9873 -0.85612 1.00163-002 1 .0063  

i m e m b e r =  1 k l ' =  4.81383-002 0.14774 1.45613-002 3.2654 1.1603 

3.2864 
i m e m b e r =  1 x2max= 99.810 6.0274 16 .466  99.403 99.070 
6 .3695 91.877 98.717 18 .021  23.662 99.566 98.127 96.613 
2.6066 
i m e m b e r =  1 k2= 1.4330 3.1239 2.0248 4.2757 4.9547 0.70885 

0.21932 1 .1550 0.31922 1 .9885 0.19694 2.9156 4.9770 1.0276 
4.9604 

5 1 2 0  1 1  1 1 9  10  11 2 1  1 7  11 6 2 1  1 5 

0.59033 0.12060 -0.50596 1.00753-002 -0.15827 1.0365 0.15984 1 .0647 

5.92823-002 0.25782 0.42805 3.62093-002 0.15972 2.1869 3.2170 

0.10839 1 .7740 9,13583-002 0.24743 4.9832 3.7686 0.77127 

imember= 1 l is tprotatop= 13 13 5 1 23  18 12  23  5 1 

imember= 1 prombelong= 1 2 2 3 4 2 5 6 7  4 5  
8 9 1 0  4 6 11 4 12  2 3 13 

i m e m b e r =  2 k l =  -5.06433-002 7.9873 -0.85612 1.00163-002 1 .0063 

i m e m b e r =  2 k l ' =  4.81383-002 0.14832 1.49413-002 3.2549 1.5610 

3.2864 
imember= 2 x2max= 99.810 6.0274 16 .466  99 .403  99.070 
6 .3695 91.877 98 .717  18.085 23.662 99.566 97.852 96.613 
2 .6066 
i m e m b e r =  2 k2= 1.4330 2.7688 0.40638 0.77896 4.9547 0.71579 
0.32702 2 .1661 0.92549 0.24293 4.9832 3.7887 0.77127 0.15968 
1 .5014 0.11337 1 .9885 0.19694 2.9156 4.9770 1 .0276 4.9604 

5 1 2 0  1 1  1 1 9  10  11 2 1  22 11 6 2 1  1 5 

0 .60363 0.12918 -0.50596 1.00753-002 -0.15885 1 .0023 0.15984 1 .0152 

6.18503-002 0 .28946 0.47054 3.62093-002 0 .15263 1.3499 3.2104 

i m e m b e r =  2 l i s tprotatop= 1 3  1 3  5 1 23  1 8  1 2  23  5 1 

i m e m b e r =  2 prombelong= 1 2 2 3 4 2 5 6 7  4 5  
8 9 1 0  4 6 11 4 12  2 3 1 3  

g e n e r a t i o n =  11750 
costmin= 2.2933 cos tmean= 5.3868 coststddev= 8.9520 e n d  

S o l u t i o n  8 

g e n e r a t i o n =  11750 
i m e m b e r =  1 k l =  -4.92883-002 1.1012 1.63873-002 1.01413-002 2.3602 

0 .17294 1 .0185 
i m e m b e r =  1 k l ' =  2.57283-002 0.30588 3.48543-002 0.14387 3 .0385 

2 .1502 
imember= 1 x2max= 2.7805 9.2519 0.89543 9 .9871 1 . 4 1 8 4  
9.9356 9.8973 9 .8985 6.0377 3.7494 9.9690 6.9566 9.9355 
9 .4695 
imember= 1 k2= 4 .3701 1.9492 0.85586 0.36459 0.18230 0.11337 
4.9825 1.6088 3.9267 1.0320 4.3911 4.5929 4 .8668 2.1138 
0 .31902 0.48317 0.15363 0.36969 0.99009 3.3107 0.42667 4.4825 

11 15 12  2 3  9 15 22 13 12  23  22 13 11 7 4 7 

1.00413-002 1.00013-002 1 .0273 6.97533-002 5.05173-002 1.0102 

8.22613-002 7.81993-002 7.1625 1.77133-002 0.31174 1 .4611 3.0910 

i m e m b e r =  1 l is tprotatop= 23  1 7  11 16  18 23  12  23  2 1 

i m e m b e r =  1 prombelong= 1 2 2 3 4 2 4 5 6  2 7  
8 6 9 1 0  5 11 4 12  2 1 13 



i m e m b e r =  
F 

1 prottypeact= F T T T T F T F T F T T F T F F F T T F T T 

imember= 2 k l=  -4.92883-002 1.1012 1.63873-002 1.01413-002 2.3602 

0.17294 1.0185 
imember= 2 k l ' =  2.57283-002 0.30588 3.48543-002 0.14387 3.0385 

2.1502 
imember= 2 x2max= 2.7805 9.2519 0.89543 9 .9871  1.4184 
9.9356 9 .8973 9.8985 6.0377 3.7494 9.9690 6.9566 9.9355 
9.4695 
imember= 2 k2= 4.3701 1.9492 0.85586 0.36459 0.18230 0.11337 
4.9825 1 .6088  3.9267 1 .0320 4.3911 4.5929 4.8668 2.1138 
0.31902 0.48317 0.15363 0.38969 0.99009 3.3107 0.42667 4.4825 

11 1 5  12  23  9 15 22 1 3  12  2 3  22 13 11 7 4 7 

1.00413-002 1.0001E-002 1 .0273 6.9753E-002 5.05173-002 1.0102 

8.22613-002 7.8199E-002 7.1625 1.77133-002 0.31174 1 .4611 3.0910 

imember= 2 l is tprotatop= 2 3  1 7  11 1 6  18 2 3  12  23  2 1 

imember= 2 prombelong= 1 2 2 3 4 2 4 5 6  2 7  
8 6 9 1 0  5 11 4 12  2 1 13 

imember= 
F T T F T T  F 

g e n e r a t i o n =  11750 

2 p r o t t y p e a c t =  F T T T T F F F T F T T F T F F 

costmin= 2 .2271 costmean= 6.2123 coststddev= 13.798 end 

S o l u t i o n  9 

g e n e r a t i o n =  11750 
inember= 1 k l=  -0.36623 4 .8621 -6.17333-002 1.0213E-002 4.0808 

0.22402 
i m e m b e r =  1 k l ' =  0 ,13593  0.29782 0.77513 1 .0270 0.19600 2.8596 
0.19553 2.2364 1.4979 1 .7645 5.3782 0.83968 0.49686 
i m e m b e r =  1 x2max= 15.086 91.487 2.7825 70.944 2.5887 
6.6934 98.851 78.557 75.489 99.478 50.877 99.427 98.366 
2.6897 
imember= 1 k2= 0.38780 2 .8691 3.9070 4.1174 0.57170 0 .85893 
0.51724 0 .36538 4.7496 2.1392 3.0897 4.9698 3.2737 0.10604 
4 .9651 0.59419 0.19340 0.30135 0.32289 4 .9901 4.5288 4.7998 
i m e m b e r =  1 l i s tpro ta top= 1 9  23  1 2  23  1 9  23  12  23  12  2 3  
20 4 20 18 12  1 9  1 7  2 22 9 13 23  18 2 3  15 9 

0.13586 1.00433-002 2.6518 0.37715 1.03173-002 0.31443 -0.10140 - 

inember= 1 prombelong= 1 2 2 3 4 5 4 6 7  2 2  
7 8 9 4  6 1 0  11 9 12  1 13 

imember= 1 po t typeac t=  F F T F T T T F F T T T T T F F 
T F F T T T  F 

imember= 2 k l =  -0.36623 4.8621 -6.17333-002 1.02133-002 4.0808 

0.22402 
inember= 2 k l ' =  0 .13593 0.29782 0.77513 1 .0270 0.19600 2.8596 
0.19553 2.2364 1.4979 1 .7645 5.3782 0.83968 0.49686 

0.13586 1.00433-002 2.6518 0.37715 1.03173-002 0 .31443 -0.10140 - 
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i m e m b e r =  2 x2max= 15.086 91.487 2.7825 70.944 2.5887 
6.6934 98 .851  78.557 75.489 99.478 50.877 99 .427  98 .366  
2.6897 
i m e m b e r =  2 k2= 0.38780 2.8691 3.9070 4.1174 0.57170 0.85893 
0.51724 0.36538 4.7496 2.1392 3.0897 4.9698 3.2737 0.10604 
4 .9651  0.59419 0 ,19340 0.30135 0.32289 4.9901 4.5288 4.7998 
i m e m b e r =  2 l i s tprotatop= 1 9  23  12  23  1 9  23  1 2  23  12  23  
20 4 20 1 8  1 2  1 9  1 7  2 22 9 13 23  1 8  2 3  15 9 

2 2  i m e m b e r =  2 prombelong= 1 2 2 3 4 5 4 6 7  
7 8 9 4  6 10  11 9 12  1 1 3  

i m e m b e r =  
T F F T F T  F 

g e n e r a t i o n =  11750 

2 prottypeact= F F T F T T T F F F F T T F F T 

costmin= 2.3500 costmean= 5 .2291 coststddev= 8.8258 end 

S o l u t i o n  1 0  

g e n e r a t i o n =  11750 
i m e m b e r =  1 k l =  0.87354 -0.61584 1.00033-002 0.20568 

0.10185 1.0044 
i m e m b e r =  1 k l ’ =  2.56463-002 8.9660 5.93463-002 9.8369 0.38131 

5 .2644 
imember= 1 x2max= 20.833 99.850 89.487 97.314 27.076 
60 .811  75.869 32.355 86.372 3.9077 99.422 90.475 5.2282 
14 .561  
i m e m b e r =  1 k2= 0.28185 4 .9371 0.22187 0.27129 0 .33001 0.36222 
9.61693-002 1 .5883  0.27890 4.9872 0.66809 3.3153 0.84835 
4.9964 0 .34271 1 .8395  0.81069 0.21127 4.9535 4.9524 0 ,38069 
4.9744 
$member= 1 l is tprotatop= 12  23  15 23  2 15 2 22 1 22 
2 15 1 0  1 7  1 7  15 1 9  20 2 23  1 4  20 20 1 0  14  10  

-1.2487 1.02043-002 -2.0319 -3.2447 1.00673-002 0.41088 1.0008 - 

0.34151 5.86743-002 4.8586 4.5348 0.12728 2.8454 0 .75341 

i m e m b e r =  1 prombelong= 1 2 3 1 2 3 4 5 6  2 3  
7 8 9 1 0  5 11 4 12  6 1 13 

i m e m b e r =  1 prottypeact= F T T F F T F T T F F T T T F F 
F F T F F F  F 

i m e m b e r =  2 k l =  0.87354 -0.61584 1.0003E-002 0.20568 

0.10185 1.0044 
i m e m b e r =  2 k l ‘=  2.56463-002 8.9660 5.93463-002 9 .8369 0 .38131 

5 .2644 
i m e m b e r =  2 x2max= 20.833 99.850 89.487 97.314 27.076 
60 .811  75.869 32 .355  86.372 3.9077 99.422 90 .475  5 .2282 
14 .561  
i m e m b e r =  2 k2= 0.29699 4 .9371 0.87777 2.4549 0.87525 0.22122 

-1.2487 1.02043-002 -2.0319 -3.2447 1.00673-002 0.41088 1 .0008  - 

0.34151 5.8674E-002 4.8586 4.5348 0.12728 2.8454 0.75341 

8.69333-002 0 .18331 0 .87363 4.9872 0.42155 3.3153 0 .84101 
4 .9964 0.34271 4.4286 0.81977 0.52467 4.9535 4.9524 9.5840E- 
002 4.9744 
i m e m b e r =  2 l i s tpro ta top= 1 2  23  15 23  2 15 2 22 1 22 
2 15 1 0  1 7  1 7  15 1 9  20 2 23  14  20 20 1 0  1 4  1 0  
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imember= 2 prombelong= 1 2 3 1 2 3 4 5 6  2 3  
7 8 9 1 0  5 11 4 12 6 1 13 

inember= 
F F T F F F  F 

generation= 11750 

2 prottypeact= F T T F F T T T T F F T T T F T 

costmin= 2.1147 costmean= 4.5859 coststddev= 16.858 end 

Solution 11 

generation= 11750 
imember= 1 kl= 1.82213-002 2.4964 0.13111 1.0011E-002 0.34349 

0.21515 
imember= 1 kl’= 0.14823 9.9674 1.4305 8.2252 7.8194 0.12294 

imember= 1 x2max= 0.94770 87.815 34.000 99.933 1.2931 
99.136 99.950 99.749 47.821 49.589 3.9650 99.789 99.212 
0.48897 
imember= 1 k2= 0.16014 7.8886 0.97200 0.88913 0.68481 4.0510 
4.9987 0.13482 3.0576 4.9990 6.4240 0.42457 4.9949 0.73580 
0.29662 0.17521 6.4196 1.4579 0.12596 0.71219 0.98504 4.9960 
imember= 1 listprotatop= 5 12 14 22 15 22 10 22 13 14 
10 15 23 15 23 14 9 18 23 22 6 16 7 13 14 18 

1.00163-002 0.11820 -0.68587 -0.21202 1.00843-002 5.1925 -1.1087 - 

8.80633-002 0.56706 8-83513-002 0.76788 0.12596 0.93842 0.31017 

imember= 1 prombelong= 1 2 3 1 4 2 4 5 6  7 2  
8 6 9 10 11 12 4 13 3 1 12 

inember= 2 kl= 1.8221E-002 2.4964 0.13111 1.0011E-002 0.34349 

0.21515 
imember= 2 kl’= 0.14823 9.9674 1.4305 8.2252 7.8194 0.12294 

imember= 2 x2max= 0.94770 86.963 35.780 99.933 1.2931 
99.136 99.950 99.749 47.821 49.589 3.9650 99.789 99.212 
0.48897 
imember= 2 k2= 1.7956 1.4753 0.30043 0.22577 0.68481 4.0510 
4.9987 1.9231 3.0576 4.9990 0.16076 0.42457 4.9949 0.73580 
0.29662 0.17521 1.9480 1.4579 0.11513 6.0957 0.98128 4.9960 
imember= 2 listprotatop= 5 12 14 22 15 22 10 22 13 14 
10 15 23 15 23 14 9 18 23 22 6 16 7 13 14 18 

1.0016E-002 0.11820 -0.68587 -0.21202 1.00843-002 5.1925 -1.1087 - 

8.80633-002 0.56706 8.8351E-002 0.76788 0.12596 0.93842 0.31017 

inember= 2 prombelong= 1 2 3 1 4 2 4 5 6  7 2  
8 6 9 10 11 12 4 13 3 1 12 

generation= 11750 
costmin= 2.2417 costmean= 4.3436 coststddev= 8.1630 end 



Approved for public release; further dissemination unlimited

UCRL-JRNL-203451

Variable Selection in
Canonical Analysis of Gene-
and Protein-Expression
Data: The Special Case of
Two Groups

J.R. Kercher , R.G. Langlois, B.A. Sokhansanj, C.F.
Melius, J.N. Quong, F.P. Milanovich, B.W. Colston, Jr.,
K.W. Turteltaub, A.A. Quong

Lawrence Livermore National Laboratory, Livermore, California
94551

This article was prepared for journal submission.

April 2004

Lawrence
Livermore
National
Laboratory

U.S. Department of Energy



DISCLAIMER
 
 This document was prepared as an account of work sponsored by an agency of the
United States Government.  Neither the United States Government nor the University of
California nor any of their employees, makes any warranty, express or implied, or
assumes any legal liability or responsibility for the accuracy, completeness, or usefulness
of any information, apparatus, product, or process disclosed, or represents that its use
would not infringe privately owned rights. Reference herein to any specific commercial
product, process, or service by trade name, trademark, manufacturer, or otherwise, does
not necessarily constitute or imply its endorsement, recommendation, or favoring by the
United States Government or the University of California.  The views and opinions of
authors expressed herein do not necessarily state or reflect those of the United States
Government or the University of California, and shall not be used for advertising or
product endorsement purposes.
 
 This is a preprint of a paper intended for publication in a journal or proceedings. Since
changes may be made before publication, this preprint is made available with the
understanding that it will not be cited or reproduced without the permission of the
author.
 



Variable Selection in Canonical Analysis of Gene- and Protein-

Expression Data: The Special Case of Two Groups

J. R.Kercher1, R.G. Langlois2, B.A. Sokhansanj3,

 C.F. Melius4, J.N. Quong4,5, F.P. Milanovich6, B.W. Colston, Jr.7,

K.W. Turteltaub2, A.A. Quong3,5

1Environmental Sciences Division, L-235,

2Biodefense Division, 3Chemical Biology and Nuclear Science Division,

  4Chemistry and Chemical Engineering Division, 6R Division, 7M Division

Lawrence Livermore National Laboratory, P.O. Box 808

Livermore, California 94551 USA

5Georgetown University, Lombardi Cancer Center, 3970 Reservoir Road, NW,

Washington, DC 20057 USA

Corresponding author: J.R. Kercher, jkercher@llnl.gov, (925) 422-1416

Keywords: bio-signature, canonical variate analysis, clustered data, discrimination,

Moore-Penrose, generalized inverse, biomarker, overfit

Running Head: Canonical analysis for singular within-group matrix



9/26/04   3:22 PM

1

ABSTRACT

We suggest a new two-stage method for the canonical analysis (CA) of data classified

into two groups (aka Fisher’s linear discriminant analysis FLDA) for which the number

of variables exceeds the number of observations.  The first stage finds the minimal least

squares solution to the canonical equation using the Moore-Penrose generalized inverse.

We use the results of the first stage to rank and truncate the variable list for input to the

second stage, a backward elimination (BE) CA.  The three ranking criteria are based on

sensitivities or correlations.  We apply this technique to two trial examples: protein-

expression in dialysis patients and gene-expression in tumors.  We compare the results to

a conventional two-stage canonical analysis consisting of a univariate signal-to-noise

filter and a BE FLDA.  In the first example, ferritin, interleukin 16, hepatitis-E virus

(orf2_6KD), and α-fetoprotein comprise a signature or a set of variables that

discriminates dialysis patients from controls (P<<0.0001).  In the second example, the

proposed technique successfully found combinations of variables (or signatures) that

discriminate between tumor types (P<<0.0001) and had canonical variates with signal-to-

nose ratios two to three times that of their average component.  In both examples of class

comparison, the statistics for performance (i.e., largest eigenvalue, Wilks ratio, average

signal-to-noise ratio of signature variables) of the new two-stage, MPGI-based method

exceed those for the conventional two-stage CA, indicating better discrimination and less

tendency to overfit than the conventional FLDA.  We find a nine-gene signature to

distinguish two classes of lung primary tumors, defined by a 17-gene clustering of the

tumors by Ramaswamy et al. (2003).
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INTRODUCTION

Three types of problems and supervised methods.  Three important problems in

the multivariate analysis of gene- and protein-expression experiments are "class

comparison", "class prediction", and "class discovery" (Simon 2003, Simon et al. 2003).

Class discovery is the appropriate domain of the unsupervised methods of clustering

(Simon 2003, Simon et al. 2003).  Class comparison and class prediction are the domains

of supervised methods (Radmacher et al. 2002).  Dudoit et al (2002) suggest a similar

tripartite division: "identification of new ... classes", "classification ... into known

classes", and "identification of ‘marker’ [variables] that characterize the different …

classes", which correspond to the class discovery, class prediction, and class comparison

divisions, respectively, of Simon et al. (2003).  Various supervised methods have been

reviewed and compared by Dudoit et al. (2002).  See Supplement Part A Section I for a

partial list of supervised methods.  Simon (2003), Simon et al. (2003), Radmacher et al.

(2002), Ambroise and McLachlan (2002), and Nguyen and Rocke (2002) have discussed

testing supervised methods. Some of the supervised methods are similar to each other or

are either generalizations or special cases of other methods.  For example, Simon (2003)

notes that diagonal linear discrminant analysis (a Maximum Likelihood method, Dudoit

et al. 2002) is similar to both the compound covariate predictor of Radmacher et al (2002)

and weighted voting of Golub et al. (1999).  Canonical analysis (CA) (Seal 1964),

canonical variate analysis (Krzanowski 2000), and canonical discriminant analysis

(Albert 1990) are synonyms for the multi-group generalization of Fisher's linear

discriminant analysis (FLDA).  Alternatively, FLDA is the special case of CA applied to

two groups (e.g., Srivastava 2002 p. 258), as shown explicitly in Suppl.A Sec. I.
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The overfit problem. A common thread that runs through discussions of class

prediction and class comparison for expression data sets is that the number of variables p

is typically much larger than the number of observations N (e.g., Radmacher et al, 2002,

Dudoit et al. 2002).  Simon et al. (2003) point out that for p>>N “overfit” can occur, i.e.,

"the model fits random variations within the original data that do not represent true

relationships that hold for independent data".  Overfit is a form of "capitalization on

chance" (e.g., Harris 2001).  Some authors refer to p>>N as a supersaturated design (e.g.,

Li and Lin 2002, Westfall et al. 1998).

Fisher’s linear discriminant analysis and overfit.  FLDA is often used to

discriminate two groups (Xiong et al. 2000, Xiong et al. 2001a, Dudoit et al. 2002).

Fisher (1936) originally devised FLDA as a non-probabilistic, geometrical, data-based

analysis.  Since then it has been shown that for normally distributed data, FLDA is the

best predictor of sample membership for many criteria (Krzanowski 2000 p. 356, Jobson

1992, p. 258).  However, Dudoit et al. (2002) note that the FLDA function is singular for

p>(N–2) and they find that FLDA is prone to overfit.  They find that restricting the input

variables to a small set improves class prediction of FLDA.

Current methods to address the overfit problem.  A common approach to avoid

overfit is to limit the number of variables used in the discrimination algorithm.  Finding

the subset to use is referred to as variable selection or subset selection.  Stepwise

techniques (i.e., stepwise, forward selection FS, backward elimination BE) have been

used for variable selection for discrimination and regression (e.g., McCabe 1975,

Hawkins 1976, Habbema and Hermans 1977, McHenry 1978, Westfall et al. 1998) and

have been reviewed and compared (Hocking 1976, Costanza and Afifi 1979, McKay and
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Campbell 1982, Krzanowski 2000).  Both FS (Xiong 2001a, Xiong 2001b, Ambroise and

McLachlan 2002, Quong et al. 2004), and BE algorithms (Ambroise and McLachlan

2002, Kozak et al. 2003) have been applied in expression studies.  Unfortunately stepwise

techniques for CA were originally designed for p ≤ N − h( ) where h is the number of

groups, and when applied to supersaturated designs just by themselves, can still lead to

overfit.  We demonstrate an example of this in the Results section.

Because the stepwise procedure by itself produces overfit if applied to the original

set of variables, often the variable list is first shortened using some univariate statistic to

select only the most desirable variables for input to the discriminant analysis procedure.

The selection statistics include the highest univariate signal-to-noise ratio (Sx, e.g.,

Ramaswamy et al. 2003), also known as prediction strength (Golub et al. 1999, Xiong et

al. 2001a), the BW ratio of Dudoit et al. (2002), t-tests (e.g., Xiong et al. 2001a, Kozak et

al. 2003), or Wilcoxin tests (e.g., Kozak et al. 2003).  We refer to these methods as two-

stage procedures in which stage one is a ranking procedure, based on a univariate

statistic, followed by truncation.  Stage two is a stepwise procedure on the truncated list.

 A new method.  In this paper, we suggest a new two-stage approach for CA for

the special case of two groups (i.e., FLDA) and apply it to class comparison; in a

companion paper, Kercher et al (2004) describe a generalization for the general case of

any number of groups and apply the method to class prediction.  We have restricted the

current paper to the special case of two groups because FLDA is an important technique

with many desirable properties, many practical applications have only two groups, and

for two groups we can prove or derive special results such as analytic expressions for

scaling properties, which give insight into the new method’s performance.
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The novel aspect of our approach is that we use the results of an approximate

multivariate solution to rank variables in the first stage, rather than a univariate statistic

as in conventional two-stage procedures.  In the case of two groups, the first stage of the

new method is a Moore-Penrose generalized inverse solution to the FLDA (MPGICA).

The second stage is a stepwise FLDA, either backward elimination (BECA) or forward

selection (FSCA).

We have two goals in this paper.  First, we describe the MPGI solution to the CA

problem for two groups and the two-stage procedure.  Second we show the analyses of

class comparisons for two example data sets (one protein- and one gene-based) in which

we compare the results of the new method with the results of a conventional two-stage

stepwise FLDA, i.e., BW-BECA. In the first stage in the conventional method, we use the

BW ratio of Dudoit et al. (2002) to rank and truncate the variable list.  The second stage

is the stepwise FLDA.  In the protein data set, we compare the new method with both the

conventional two-stage stepwise FLDA (BW-BECA) and a conventional one-stage

stepwise FLDA (FSCA-only), i.e., no pre-filtering with the BW ratio.

We note that Ambroise and McLachlan (2002) suggest that BE may incur less

bias than FS.  Except for one comparison to a pure FS exercise, we only present results

for BE.

EXPERIMENTAL PROCEDURE AND DATA

Rules-Based Medicine™ (RBM) protein data of dialysis patients

Dialysis patients are frequently subject to inflammation, malnutrition, and

cardiovascular problems (Sezer et al 2002, Don and Kaysen 2000, Zimmermann et al

2000, Freemont 2002).  Various workers have observed that these conditions give rise to
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several markers, which distinguish this population from the general population

(Beerenhout et al 2002, Drueke and Massy 2002, Borawski et al 2002, Hung et al 2002,

Level et al 2001, Massy and Nguyen-Khoa. 2002, Panichi et al 2001, Kato et al 2002,

Schwedler et al 2001, Schwedler et al 2002, Stenvinkel et al 2000).  Furthermore, the

dialysis treatment itself seems to have biomarkers associated with it (Freemont 2002,

Ikizler et al 2002, Tetta et al 2001, Memoli et al 2002, Schindler et al 2000, Horl 2002).

RBM used Luminex™ technology (reagent-coated fluorescent micro-spheres) to

detect levels of 165 different proteins or protein-associated ligands in blood.  Blood

samples were obtained with informed consent from nineteen normal volunteers to

constitute a control group and from eight dialysis patients to constitute a treatment group.

The blood samples were processed to yield frozen aliquots of serum as described

previously (Langlois  et. al 2004).  Frozen samples were coded before shipment to RBM.

so that the experimentalists were blinded as to which samples were treatment vs. control.

Our goal was to find a set of variables, which we refer to as a signature, which

discriminates dialysis patients from control subjects.

Microarray gene expression data of primary and metastatic tumors.

An important problem in cancer research is the origin of the metastasis process.

In particular, a fundamental question is whether signatures might exist that can predict

the likelihood of metastasis of primary tumors.  Ramaswamy et al. (2003) suggest that

such signatures do exist and have proposed a 17-gene candidate signature.  They

analyzed an Affymetrix Hu6800/Hu35KsubA-microarray data set (Dataset A) of 64

primary and 12 metastatic tumors from six sites of origin (breast, lung, colorectal,

prostate, uterus, and ovary) to find the 128 genes with the highest signal-to-noise ratios Sx
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between the primary and metastatic tumors.  Mapping these 128 genes to the

corresponding 169 genes in an Affymetrix U95A-microarray data set (Dataset B) of lung

primary tumors, they find a proposed 17-gene signature for discriminating between

"primary-type" and "metastatic-type" primary tumors.  We performed CA’s on the 128-

gene data set of the 64 primary and 12 metastatic tumors and the 169-gene data set of

lung primary tumors.

THE CANONICAL EQUATION

If data has been classified into discrete groups (e.g., control, treatment 1,

treatment 2, etc.), then canonical analysis is a multivariate technique designed to find the

linear combination of the original variables that optimizes the separation of the groups.

The between-group variance-covariance matrix and the within-group variance-

covariance matrix. The original data is represented by the matrix X with elements xij ,

which are the values of the variable i of observation or experimental unit j where i p≤ ,

j N≤ .  Let xs
j  denote the jth column of X.  The matrices W and B are the within-group

and between-group sum-of-squares-and-cross-products SSCP matrices, respectively. See

Suppl.A Sec. I for additional notation and definitions

The canonical equation.  Based on geometric arguments, Seal (1964) derives the

canonical equation (eq. 2) by finding a transformation to a new coordinate system (eq. 1),

which maximizes the between-group variance while holding the within-group variance

constant (eq. 3) along each axis in the new space.  Krzanowski (2000, p.294, p.370)

derives the canonical equation by introducing a transformation to the univariate case and

then appealing to the union-intersection principle to maximize the F value given by the

ratios of the between-group variance to the within-group variance.  Mardia et al (1979, p.
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338) derive the canonical equation by applying the likelihood ratio principle to the null

hypothesis Ho: the µµ ττ+ k lie in an r-dimensional hyperplane.

Let E be the matrix representing the transformation with matrix element Eij  and

let ei be the ith column vector of E.  The canonical variable y in the new space is given

by y E xT=  where the superscript T designates the transpose or

y x Eij kj ki
k

p

=
=
∑

1

(1)

for the new canonical variate i and observation j.  The canonical equation for ei is

B W e−( ) =λ i
i 0 (2)

There are p of these equations, one for each eigenvalue.  The normalization equations are

e WeTi i N h−( ) =1. (3)

These equations fix the scale by normalizing the eigenvectors.  In the standard canonical

analysis, one solves eqs. 2 and 3 and then uses eq. 1 to find the values of the observations

in the new coordinates.  If the number of degrees of freedom of the within-group variance

(N–h) exceeds p, then W is non-singular and eq. 2 can be solved by standard means.

However, in both of the example data sets to be analyzed here, the number of variables

exceeds the number of observations p>(N–h), W is singular, semi-positive definite, and

W–1 does not exist.  The singular nature of W rules out using standard techniques to

solve eq. 2, and we analyze the canonical equation with a different approach.

GENERALIZED INVERSE CA FOR TWO GROUPS AND p>(N–h).

Moore-Penrose solution to the canonical equation for two groups.

Singular value decomposition of W and B. To analyze eq. 2 when p>(N–h), we

first apply a singular value decomposition SVD on the matrices W and B.  Because B and
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W are symmetric, the SVDs are given by V WVT = ∆∆  and S BST = ΞΞ where the columns

of the p×p matrices V and S are denoted by vi and si, respectively.  The matrices V and S

are non-singular and orthogonal.  The matrices ∆∆∆∆ and ΞΞΞΞ are diagonal with the non-

negative eigenvalues δi and ξi, respectively, in descending order on the diagonal.

Typically, the number r of non-zero eigenvalues of W is given by r=(N–h).  However,

r<(N–h) is possible, but unlikely.  The number of non-zero eigenvalues of matrix B is

usually the number of degrees of freedom (h–1) of B.

Generalized inverse approach. For the case of two groups, the matrix B has one

non-zero eigenvalue, ξ1 with eigenvector s1.  The p-vector e1 can be expanded as a sum

of the eigenvectors of B.  That is, to find a vector a with components ai such that e Sa1 = ,

multiply both sides by ST .  Because S is orthogonal, we find a S eT= 1.  So B acting on e1

produces Be Bs s1
1 1

1= =∑a ai
i

i

ξ .  Thus, in the case of two groups, eq. 2 has the form

a1 1
1

1
1ξ λs We=  where a1, λ1, and e1 are unknowns.  Because we will renormalize the

solution for e1 by eq. 3, without loss of generality we can absorb a1, ξ1, and λ1 into e1

and the canonical equation (eq. 2) becomes

W ′e = s1 (4)

We will use the Moore-Penrose generalized inverse to solve eq. 4 because the MPGI is

unique, exists for all matrices, and is well-studied with many useful properties.  In

particular, A+b is the minimal least squares solution to Ax=b (e.g., Campbell and Meyer

1979 Thm 2.1.1.), where A+ is the MPGI of A.  See Suppl.A Sec. II for this theorem and

other properties of the Moore-Penrose inverse (Schott 1997).  If eq. 4 is consistent, i.e.,
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having an exact solution, then the MPGI also gives that solution.  Define the p×p

diagonal matrix R with elements Rij  as Rii i= −δ 1 for δi > 0, Rii=0 for δi = 0, and Rij=0 for

i≠j.  The matrix R is the MPGI of ∆∆∆∆.  Because W is a symmetric matrix, the MPGI of W

is given by W VRV T+ = . The minimal least squares solution to eq. 4 is given by

′ = =+e W s VRV s1 1T . (5)

The final form of vector e1 is found by renormalizing e′′′′  using eq. 3.  Once e1 is found,

eq. 2 yields λ1
1 1 1 1 1 1= = −( )e Be e We e BeT T T N h .  So λ1 specifies group separation.

Special properties of the generalized inverse canonical analysis.

 A family of solutions.  In the standard canonical analysis (nonsingular W) there is

one unique solution.  In the generalized inverse solution to the CA problem with singular

W, there is a family of infinitely many solutions. In Suppl.A Sec. III, we show that all

solutions to eq. 4 can be written in the form ′ = +e VRV s VYV sT T1 1 where Y is a

diagonal matrix whose r upper left diagonal entries Yii  are all zero and whose other

diagonal entries are arbitrary.  We also show that the solution that we use in eq. 5 is the

most conservative of all solutions for which Yii ≥ 0.

Dependence of solutions on variability of units or changes in scales.  Multivariate

techniques are often sensitive to the relative scale of the individual variables.  For

example, Hoppner et al. (1999, p. 8) point out that cluster analysis is sensitive to the

scales of the variables because of its reliance on distance measures.  Also, principal

components analysis, a multivariate technique for ungrouped data, is sensitive to the

relative scales used for the individual variables (e.g. Morrison 1990 p. 314, Krzanowski

2000 p. 66, Mardia et al. 1979 p.219).  The standard CA, which uses a nonsingular W
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matrix, is different from these other multivariate techniques in that the results are

independent of the relative scales of the variables (e.g. Mardia et al. 1979 p. 344).  In

Suppl.A Sec. IV, we demonstrate this result and that this argument does not extend to the

MPGI solutions of the non-standard CA with singular W.  That is, for the MPGI solution

for the singular W case, the results depend on the units chosen for each variable.  In

Suppl.A Sec. V, we show that the eigenvalues in the MPGI solutions depend on the

relative scale change.

Consider the following change in scale.  We pick a specific variable i and rescale

it (multiply all observed values of variable i) by a parameter (1+k); all other variables are

left as is.  Define Gi(k) to be the fraction of the distance between the two groups due to

variable i at scale factor (1+k).  In Suppl.A Sec. VI, we give an analytical formula for the

dependence Gi(k) on k using theorems from Meyer (1973).  While complicated, this

formula  for Gi (k) indicates that the generalized inverse method can give preference to

variables with larger scales.  The dependence of Gi (k) on k will depend on the covariance

structure of the data (i.e., W and W+ matrices) and the vector between the group means.

This formula indicates that Gi(k) is the ratio of two fifth order polynomials in k.  Thus,

Gi(k) may increase with k initially, but eventually Gi(k) will saturate with k and

asymptotically approach a limiting value.  In practice with real data, we find Gi(k)

approaches an asymptotic value as k increases and that this value is usually positive and

usually less than 1, but can be negative.  We find empirically that the asymptotic limit for
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the contribution of a variable is partially correlated with the univariate signal-to-noise

ratio Sx for the variable.

In Suppl.A Sec. VII, we derive an expression Gi(0) for the fraction of the distance

between the group means that is due to variable i for no scale change as a function of the

group means and W +.  The denominator in the expression is the generalized

Mahalanobis distance between the group means and the numerator is the fraction of

generalized Mahalanobis distance due to variable i.  If all variables have identical

univariate within-group variance, then the formula for Gi(0) is the product of Sx for i

times a linear combination of all the signal-to-noise ratios.  This linear combination is

different for each variable, making it difficult to predict an overall relationship.  We find

in the Results that the univariate Sx accounts for about 43 percent of the variance of Gi(0)

in the dialysis data set.  The univariate Sx is but one factor influencing Gi(0); the

multivariate correlations within the data are also important.

DESCRIPTION OF THE TWO-STAGE CA FOR p>(N–h)

New two-stage procedure: using MPGICA results in the stepwise algorithm

We use the generalized inverse canonical analysis results to rank the variables in

the first stage of the two-stage procedure.  Because the MPGI solution to eq. 2 is the best

solution in the sense of least squares, we want to select those variables that are most

important in the MPGI solutions for inclusion in the subsequent second stage BECA.

After ranking, we truncate the list of variables to the number of available degrees of

freedom (N–h) for use in the stepwise CA algorithm.  We use three different criteria for

ranking the variables.  In the Results section we will compare the results of this two-stage
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procedure for all three ranking criteria to the results of a conventional two-stage

procedure.  Algorithms to compute ranking criteria are given in Suppl.A Sec. VIII.

Criterion A: Sensitivity of the group separation to changes coefficients of e1.  In

this criterion we assume that those variables for which the Wilks ratio in canonical space

is most sensitive are the most important.  We use the sensitivity Γi  of the Wilks ratio to

the ith variable to rank the variables.

Criterion B: Absolute sensitivity.   For this criterion, we sort on Γ i , i. e., large

changes, either increases or decreases, in the group separation may be important.

Criterion C: Correlation. For this criterion, we assume that the correlation of the

original variable with the canonical axis produced by the MPGI CA determines its

importance.

We designate the new two-stage procedure as MPGICA-X-BECA for backward

elimination following the MPGI solution where X denotes criteria A, B, or C .

Conventional Two-Stage Procedure

The first stage of the conventional two-stage procedure consists of a ranking and

truncation algorithm.  We rank using the BW ratio of Dudoit et al. (2002).  The second

stage is a stepwise canonical analysis, here BECA.  We designate the conventional two-

stage procedure as BW-BECA (or equivalently BW-BEFLDA).

Inference Tests for the Stepwise Algorithms

Mathematical details of the inference tests can be found in Suppl.A Sec. IX.

Significance of eigenvectors (canonical axes). For each canonical analysis having

n nonzero eigenvalues, we perform n tests on the significance of the eigenvalues and
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eigenvectors (Cooley and Lohnes 1971 p. 249, Mardia et al. 1979 p. 343).  We use this

test as a first estimate as to which canonical axes we can discard as not significant.

Significance of individual variables: coefficients of eigenvectors. We test for

significance of each coefficient of the significant eigenvectors in the stepwise canonical

analyses.  Thus, we test for the significance of either the added or the eliminated variable

in the FS or BE procedure, respectively.  Rao (1970) formulated this test for two groups.

Hawkins (1976) and McHenry (1978) extended this test to an arbitrary number of groups.

We denote the P-value for this test as P iFt ( ) where i is the number of variables used in the

CA.  For brevity, refer to this test as RHM.  McLachlan (1980) has analyzed the error rate

for this test.  Hawkins (1976) suggested the use of Bonferroni adjustments for this test.

See Suppl.A Sec. IX for further discussion of the Bonferroni adjustment of P iFt ( ).

Confidence intervals for the group means.  We provide confidence intervals for

the group means in canonical space (Mardia et al. 1979 p. 345, Seal 1964 p. 137).

Separation of the groups.  Pairwise comparison. We conduct a pairwise

comparison of the means of all the groups.  This test is a Scheffe comparison F test on

the group separation (e.g., Hays 1994, p. 455) and post hoc on the variables, i.e.,

canonical axes, to be used (Harris 2001, p. 222).

Overall group differences. We use Wilks ratio Λ as one factor in deciding

between the stepwise CAs in the case of an equal number of variables for all three

criteria.  To compensate for an unequal number of variables, we use the rank of the

significance (P-value) of Wilks Λ using the F approximation for its distribution due to

Rao (1965, p. 471).  Denote the P-value found from this test as PFW l( ) where l is the

number of variables used.
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Implementation of the MPGI CA and the Stepwise Algorithms

Ideally, all variables should be measured in units in which the variance is identical

across all variables.  If there is no prior information on variance and all variables are

measured in the same units, we default to the native units; otherwise we standardize all

variables using the univariate within-group variance.  We give implementation details in

Suppl.A Sec. IX for the MPGI CA, the FSCA, and the BECA.

RESULTS AND ANALYSIS

Rules-Based Medicine, Inc.™ protein data of dialysis patients

Pretreatment of the data. The raw data consists of 161 protein measurements with

a mix of units including both absolute values of concentration (e.g., mg/mL, µg/mL,

ng/mL, etc) and relative scales using ratios with standards.  We first standardize the data

by setting the units for each variable such that the univariate within-group variance

equals 1.  See Supplement Part B Section X for details on pre-processing of the data.

Effect of scale on MPGI solutions.   For each variable in turn, we solve the

canonical equation using the MPGI for a variety of values of k to find the dependence of

Gi(k) on k where (1+k) is the scale factor multiplying the variable for all observations.

Recall that in the standard canonical analysis (i.e., nonsingular W, p N h≤ −( )) the factor

k has no effect on Gi(k).  In Fig. 1, we show a plot of Gi(k) as a function of k for the two

variables, ferritin and stem cell factor, which have the largest signal-to-noise ratios Sx of

5.6 and 3.7, respectively, and have the two largest Gi(k) at saturation.  At low values of k,

both variables contribute little to the group separation; at high values, both variables

dominate the group separation.  In Suppl.B Sec. X, we show plots of Gi(k) for other
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variables and tabulate the twenty variables with the highest maximum contributions to

group separation, i.e., maximum Gi(k) at high k. The correlation of the univariate Sx for

each variable with max Gi(k) and with Gi(0) is 0.857 and 0.662, respectively, with an r2

of 0.734 and 0.438, respectively.

Selecting canonical variates.  We analyze the RBM dialysis data set with the

MPGICA followed by backward elimination using all three criteria for ranking.  For

comparison, we also analyze the data with the conventional two-stage procedure, which

is the BE algorithm pre-filtered by the BW ratio, BW-BECA.  We show the P lFt ( ) for

rejecting the null hypothesis that the coefficient in e1 of the eliminated variable was

significantly different from zero in Fig. 2a and Fig. 2b for MPGICA-A-BECA (Criterion

A: sensitivity of Wilks ratio) and BW-BECA (conventional method), respectively.  The

last few variables eliminated are very significant.  As we eliminate variables, eventually

PFt(l) drops below some pre-selected critical value α and stays below α.  We set α=0.05.

We refer to the first eliminated variable, after which the PFt(l) stays below α, as the cutoff

variable.  In Fig. 2a and 2b, the cutoff variables are the fourth and the second variable,

respectively. In Suppl.B Sec. XI, we show plots of the P-values PFt(i) for the other

criteria and tabulate the coefficients of ei (canonical signature) and sensitivities of the

Wilks ratio for the variables at cutoff for all MPGICA-X-BECA and BW-BECA.  Note

that all cases indicate that ferritin is the dominant variable.

Class comparison for new method and conventional method. In Table 1 we show

the statistics for the results of the BE for the new two-stage method for all three criteria
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and the conventional two-stage FLDA.  The conventional method had the smallest

eigenvalue λ1, the highest Wilks Λ, and the highest ranking for the P-value of Wilks Λ at

cutoff.  Perhaps most importantly, the second variable chosen in the BW-BECA has the

lowest Sx in Table 1, suggesting that the conventional CA may be the most prone to

overfit.  All of the statistics in Table 1 suggest that the conventional method produced the

least desirable results.  Finally, all values in at least one of the two groups were greater

than the lower detection limit for all variables in Table 1, except for Parainfluenza_1.

This too indicates a relatively poor performance by the conventional method.

We show boxplots for the 19-member control group and the eight-member group

of dialysis patients for MPGICA-A-BECA and BW-BECA (conventional method) at

cutoff in Fig. 3a and 3b, respectively.  The gap between the medians of the groups for the

new method is larger than that for the conventional two-stage BECA.  In Suppl.B Sec.

XI, we show boxplots for CA’s for MPGICA-only, MPGICA-B-BECA and MPGICA-C-

BECA.  These plots show the improvement that the stepwise procedure adds to the MPGI

solution.  They also show that the new method, using either criterion B or C, produces

superior group separation than the conventional method.

Analyzing the canonical variates.  Even though the new two-stage BE procedure

uses different variables at cutoff for the three criteria, the canonical axes produced by the

new method for all three criteria are extremely similar.  The axes from the new method

are similar to the axis from the conventional method to a slightly lesser extent.  In

Suppl.B Sec. XI, we tabulate the correlations for the fifteen variables most positively

correlated and the ten most negatively correlated with the canonical axis (correlation

signature).  These results indicate that the canonical axes generated by the new method
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for all three criteria are almost identical and are similar to the axis from the conventional

method to a slightly lesser extent.  This suggestion is confirmed in Suppl.B Sec. XI where

we tabulate the Spearman rank-correlations between each pair of lists of the 161

correlations of the variables with the canonical axis.  For lists of 161 entries, these

correlations are all highly significant (P<<0.0001).

Comparison to conventional pure forward selection (no BW pre-filter).  We

compare an MPGICA-A-BECA to a pure forward selection procedure with no pre-filter

for the data of the dialysis study.  See Suppl.B Sec. XII for procedure and results.  The

results in Table 2 suggest that more exploitation of random fluctuations (overfit) is

occurring in the Bonferroni-adjusted FSCA than in the MPGICA-A-BECA.

Microarray gene expression data of primary and metastatic tumors.

Effect of scale.  Ramaswamy et al. (2003) extracted from their Dataset A an 128-

gene reduced data set with the best univariate Sx ratios, which separate primary from

metastatic tumors.  We use the MPGICA on the 128-gene data set, divided into primary

tumors and metastases, to examine the effect of rescaling the expression for any one gene

by the scale factor (1+k).  We plot the rescaled gene’s contribution to the total distance

between the two groups in Fig. 4.  In Fig. 4a we show the fraction of the total distance on

the canonical axis contributed by GenBank ID X82494, which reached the highest level

of contribution of all 128 in the set.   The maximum value for Gi(k), 34%, is substantially

lower than the 80% observed for ferritin in the dialysis data set.  Recall that Sx for ferritin

was 5.6 in the dialysis data set; by making its scale larger, the MPGI solution used mainly

this one variable.  In the tumor data set, the highest Sx was 0.707 for X82494.  Hence, no
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matter how large we make any one variable, several other variables contribute substantial

distances to the total distance between the two groups at optimal separation.  The variable

with the second highest contribution to the total distance of separation is shown in Fig. 4b

(GenBank ID S80437).  There are several instances of negative contribution to the total

distance.  The maximal such case is GenBank ID X18900, which makes a negative

contribution of about 19 percent of the total distance.

Class comparison: Separation of primary from metastatic tumors in canonical

space.  We performed the MPGICA-X-BECA and BW-BECA (conventional) analyses

on the 128-gene data set divided into two groups: primary tumors and metastases.  To

identify CA’s of interest, we find P-values PFt(i), which meet a critical value of α=0.05,

for the test on stepwise change in Wilks ratio at Bonferroni-adjusted cutoff, cutoff, and

low-end values just above cutoff.  We show comparative statistics of the CA’s in Table 3.

Table 3 indicates that the conventional method produces results that are less acceptable

than the results from the MPGI method.  Note also that the average Sx is slightly less for

the conventional method than for the MPGI solutions, indicating that the conventional

method may be more prone to overfit. We show boxplots for MPGICA-B-BECA and

BW-BECA (conventional) for the Bonferroni-adjusted cutoffs in Fig. 5a and 5b,

respectively, and for low-end variables in Fig. 5c and 5d, respectively.  Adding genes to

the set used for CA increases the separation of the groups relative to the size of the

groups.  For both the Bonferroni-adjusted and unadjusted cutoff, the medians for the

MPGI solutions are farther apart than the medians for the conventional solutions.  Good

separation occurs for low-end variables.  In Suppl.B Sec. XIII, we tabulate the e1 vector
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transformations (canonical signatures) for the CA’s, tabulate the 15 genes and ten genes

with the highest positive and highest negative correlation, respectively, with the

canonical axis, and show additional boxplots and graphs of the P-value PFt(i). The set of

genes with the highest absolute correlation (correlation signature) is a convenient tool to

describe the gradient that the canonical axis represents.

Lung data. Signatures for groups classified by clustering.  Ramaswamy et al.

(2003) used the 128 genes, identified in Dataset A, to extract the 169 corresponding

genes from Dataset B, the primary-tumor lung data for 62 patients, 31 with recurring and

31 with non-recurring tumors.  Using clustering, Ramaswamy et al. found a collection of

17 genes, which divided the 62 patients into two groups of 38 patients (group 0) and 24

patients (group 1) that had significant overlap with the non-recurrent and recurrent

groups, respectively.  We used the conventional BW-BECA and the three MPGICA-X-

BECA on this 169-gene data set grouped into cluster group 0 (38 patients) and the cluster

group 1 (24 patients).  The two smallest numbers of genes found that separate the two

groups with no overlap were the nine genes (PFt=0.05) and eleven genes (PFt=0.15) from

MPGICA-A-BECA and BW-BECA, respectively.  See boxplots in Fig. 6.  The results for

the conventional method are inferior to those of the MPGI approach.  The lists of genes,

lists of coefficients of e1, and plots of PFt(i) are given in the Suppl.B Sec. XIV.

DISCUSSION

Use of canonical analysis.  In the standard canonical analysis, in which p≤(N–h)

and W is nonsingular, one usually determines the significance of the axes, significance of

the group separation, etc.  In addition to these issues, in the case of p>(N–h) and W
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singular, because the number of variables in the list we draw from is so large, selecting

from it without causing random fluctuations to generate plausible, yet incorrect, results is

a serious problem.  Consider how the proposed new method addresses overfit.

The nature of the MPGI-BECA. The generalized inverse gives the best overall

approximate solution in the sense of least-squares to a set of canonical equations, in

which the solution is forced to include all variables.  We systematically order the

variables using the MPGI results so that only the most relevant subset, defined by criteria

A, B, or C, is used in the subsequent stepwise canonical analysis.  That is, the MPGICA

acts as a filter predicated on the property that the MPGI is the minimal least squares

solution to the canonical equation.  Or, alternatively, we can regard the BECA as a

refinement of the MPGICA solution.  Under the assumption that the variance is constant

across all the variables, variables with the largest values will tend to dominate the results.

This tendency is mitigated by correlations with other variables to produce the best overall

solution in the sense of least squares.  The variables that are discarded before the BE

canonical analysis are discarded on their lack of contribution to the MPGICA results.  In

contrast the conventional method discards variables on a univariate basis, which does not

take correlations with other variables into account.

We find that the new two-stage method using either criteria A, B, or C produces

results superior to the conventional method for the Wilks ratio statistic, group separation,

signal-to-noise ratio for the variables in the canonical signature, or rank of PFW.

Interpretation of the canonical axes.  Usually the single most important

description of the canonical axes are those variables that are highly correlated with the

axes.  Often the canonical axes represent gradients along which one or more processes
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change in importance.  This is the basis on which we can assign meaning to canonical

axes.  By noting which variables change along these gradients, sometimes we can infer

what underlying process (or processes) is associated with the axis.  It is interesting to note

that sometimes the variable that is most important (most highly correlated) on any one

axis is not necessarily the variable used to construct the axis.  Consider that the gene that

is most correlated with the canonical axis in Suppl.B Sec. XIII is J03464.  This gene was

not used to construct the axes.  Two types of signatures are those variables actually used

in the canonical transformations (canonical signatures) or those variables highly

correlated with canonical axes (correlation signatures).  The former is discrete and more

specific; the latter is robust with respect to ranking criteria.

Limitations of canonical analysis.  Like all supervised methods, canonical

analysis relies on external information of group classification to construct the

discrimination function.  While canonical analysis can aid in class discovery as an

auxiliary technique, it does not replace clustering.  Furthermore, CA results can be

sensitive to outliers and CA does not always perform well if normality does not apply or

if the covariance matrices are very different.  However, despite these limitations, we have

found it to be a useful tool that complements existing techniques.

Analysis of examples.  The dialysis patients were well discriminated from the

control subjects with relatively few protein-concentration variables.  For this data set

there are several biomarkers, i.e., single variables each of which individually

distinguishes the two groups.  The canonical analysis found signatures or combinations of

such biomarkers that enhanced group separation.  Different ranking criteria for variable

selection for the stepwise procedures led to similar canonical axes.  Unlike the dialysis
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data, for which several proteins had Sx>1, all variables in the 128-gene tumor data set had

signal-to-noise ratios less than 0.71.  The primary tumors, taken as a single group, were

well discriminated from the metastases; however, the tumor discrimination required

many more variables than the dialysis data.  Results for CA can differ for expression data

depending on either the type of variables, the type of classification to which the data has

been subjected, or the internal structure of the data.  Combinations of genes (or

signatures) in the tumor data had markedly better discrimination than individual genes.

Canonical analysis discriminated the two types of primary tumors in the proposed

classification of Ramaswamy et al. (2003).  We found a nine-gene signature for the two

types that was more parsimonious than the 17-gene signature proposed by Ramaswamy et

al. (2003).

We find that both the statistics for discrimination and the signal-to-noise ratios of

the canonical signatures for the new two-stage method are superior to those of the

conventional method in the examples shown here.  These results indicate that the new

method is more useful for class comparison than the conventional method and shows

promise to be less prone to overfit.
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 Table 1. Statistics for results of the MPGI-based, two-stage canonical analyses compared

to the results for a conventional two-stage stepwise CA with a univariate filter.

Canonical analyses are for dialysis data for eight dialysis patients and 19 control

volunteers.  The fourth column is the rank of the P-value of the Wilks ratio had the

variables been selected a priori.

Procedure/

Criterion

Canonical

eigenvalue

λ1

Wilks

ratio

Λ

Rank of P-

value of

Wilks

Cutoff variables Signal-to-noise

ratio

MPGI CA-A- 158.6 0.0063 2 Ferritin 5.59

BECA IL-16 2.27

Hepatitis.E.Virus.orf2.6KD 1.55

α-Fetoprotein 1.64

MPGI CA-B- 104.4 0.0095 3 Ferritin 5.59

BECA Hepatitis.E.Virus.orf2.6KD 1.55

Stem_Cell_Factor 3.74

MPGI CA-C- 85.1 0.0116 1 Ferritin 5.59

BECA Hepatitis.E.Virus.orf2.6KD 1.55

BW-BE CA 46.9 0.0209 4 Ferritin 5.59
(conventional) Parainfluenza_1 1.15
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Table 2. Comparisons of correlations with the canonical axis and signal-to-noise ratios

for variables selected by MPGI canonical analysis pre-filter for backward elimination CA

and for those variables selected by Bonferroni-adjusted pure forward selection canonical

analysis.  Results for dialysis study using RBM protein data.

Variable from

MPGICA-A-BECA

Correl-

ation

Univariate

Signal-to-

Noise ratio

Variable from

Bonferroni FSCA

(conventional)

Correl-

ation

Univariate

Signal-to-

Noise ratio

Ferritin 0.986 5.59 Ferritin 0.983 5.59

IL-16 0.926 2.27 Fibrinogen 0.432 0.525

Hepatitis_E_Virus(orf2_6KD) 0.855 1.55 Hepatitis_C_Core 0.504 0.568

α-Fetoprotein_ 0.852 1.64 PCNA 0.301 0.309
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Table 3. Comparison of statistics for MPGI-based, two-stage and conventional two-stage

canonical analyses of gene-expression data for 128-gene experiment for primary tumors

and metatstases (Ramaswamy et al. 2003).  Column 7 is the signal-to-noise ratio of the

resulting canonical variate.  The maximum univariate Sx is 0.707 for this data set.

Procedure/

Criterion

λ1 Wilks

ratio Λ

Rank of

PFW(l)

Number

of

variables

Average

univariate

Signal-to-

noise

ratio

CA

Signal-

to-noise

ratio

Bonferroni-adjusted cutoff

MPGI CA-A-BE CA 1.19 0.456 8 3 0.536 1.10

MPGI CA-B-BE CA 1.73 0.366 3 3 0.592 1.41

MPGI CA-C-BE CA 1.52 0.397 5 2 0.641 1.30

BW-BE CA

(conventional)

1.00 0.500 9 3 0.511 1.00

Cutoff

MPGI CA-A-BE CA 1.58 0.387 5 5 0.531 1.30

MPGI CA-B-BE CA 1.73 0.366 3 3 0.592 1.41

MPGI CA-C-BE CA 1.81 0.356 2 3 0.591 1.39

BW-BE CA

(conventional)

1.34 0.428 7 4 0.517 1.21

Low-end

MPGI CA-A-BE CA N.A. N.A. N.A. N.A. N.A. N.A.

MPGI CA-B-BE CA 3.27 0.234 1 11 0.563 1.93

MPGI CA-C-BE CA 2.49 0.286 4 8 0.572 1.60

BW-BE CA

(conventional)

2.53 0.283 6 12 0.526 1.64
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FIGURE CAPTIONS

Fig. 1. Plots of Gi(k) as a function of k for dialysis data, where Gi is the fraction of the

distance between the two groups in canonical space accounted for by variable i.  The

factor k multiplies the variable i in the X data matrix. (a) Ferritin is i=17.  (b) Stem cell

factor is i=53.

Fig.2. Plot of P-values PFt(i) for dialysis data in rejecting the null hypothesis that the

coefficient of the variable in the eigenvector of the canonical equation is not significantly

different from zero.   This test is from Rao (1970), Hawkins (1976), and McHenry (1978)

for variables added or eliminated from canonical analyses. (a) MPGICA-A-BECA

(backward elimination input pre-filtered by criterion A: [sensitivity of Wilks ratio] using

results of MPGI solution).  (b) BW-BECA (conventional backward elimination pre-

filtered by univariate BW ratio).

Fig. 3. Boxplots of the two groups (eight dialysis patients, 19 control subjects) of RBM

blood-serum protein data on canonical axis 1. Results are for (a) MPGICA-A-BECA

(Moore-Penrose CA followed by ranking using criterion A:[Sensitivity of Wilks ratio]

and truncation ofinput list for backward elimination CA) using cutoff CA at four

proteins; (b) BW-BECA (conventional two-stage backward elimination pre-filtered by

BW ratio), two proteins.  The bottom of each box corresponds to the 25th percentile; the

top of each box is the 75th percentile.  The horizontal line within the box is the median.

Any data point being a distance away from either the top or bottom by more than 1.5

times the distance between the top and bottom of the box is an outlier, designated by an

open circle.  The range of the remaining data is indicated by the horizontal bars.
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Fig. 4. Fraction Gi(k) of distance between the two groups of primary tumors and

metastases in canonical space due to one variable as a function of the scale factor k

multiplying that variable.  The distances are those produced by the generalized inverse

solutions to the canonical equation.  In Figs. 4a and 4b, genes 117 and 89, respectively,

are Affymetrix Hu6800/Hu35KsubA probes X82494_at, and S80437_s_at, respectively,

corresponding to GenBank ID's X82494 and S80437, respectively.

Fig. 5. Boxplots of metastases and primary tumors following backward elimination.  (a)

Results for MPGICA-B-BECA at three-gene unadjusted (and Bonferroni-adjusted) cutoff

step.  (b) Results for BW-BECA at the three-gene Bonferroni-adjusted cutoff step.  (c)

Results for MPGICA-B-BECA at the eleven-gene low-end step.  (d) Results for BW-

BECA at the low-end twelve-gene step.  Data from Ramaswamy et al. (2003) for 128

genes from their Dataset A for 64 primary tumors and 12 metastases.

Fig. 6. Result of backspace elimination canonical analysis at nine genes and eleven genes

in (a) and (b), respectively for lung primary data from 169-genes from Dataset B.  The

groups were those designated as cluster 0 or cluster 1 by Ramaswamy et al. (2003).  The

groups are the result of a clustering procedure. (a) MPGICA-A-BECA.  (b) BW-BECA

(conventional).
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Section I. Supervised methods, the canonical equation, and Fisher’s linear
discriminant analysis

Partial list of supervised methods.  The supervised methods include support
vector machines (SVM, e.g., Furey et al. 2000, Xiong et al. 2001, Moler et al. 2000,
Ambroise and McLachlan 2002), Fisher's linear discriminant function (or analysis)
(FLDA, Xiong et al. 2000, Xiong et al. 2001, Dudoit et al. 2002), logistic regression (LR,
Xiong et al. 2001, Kozak et al. 2003), linear predictor score (LPS,Wright et al 2003),
maximum likelihood discriminant rules (ML, Dudoit et al. 2002, Nguyen and Rocke
2002), penalized discriminant analysis (PDA, Kari et al. 2003), nearest neighbor (Dudoit
et al. 2002), partial least squares (PLS, Nguyen and Rocke 2002), classification and
regression trees CART (Dudoit et al. 2002, Zhang et al. 2001), compound covariate
predictor (Radmacher et al. 2002), polychotomous discrimination (Nguyen and Rocke
2002), and weighted voting (Golub et al. 1999).

Notation for the between-group variance-covariance matrix and the within-group
variance-covariance matrix. The original data is represented by the matrix X whose
elements xij  are the value of the variable i of observation or experimental unit j.  The
index i ranges from 1 to p where p is the number of variables and the index j ranges from
1 to N where N is the number of observations.  Let xs

j  denote the jth column of X.  The
original data has been classified into h groups of observations.  Denote the set of indices

of the observations of group k by J j is an observation in the kth groupk
j={ }xs where

k=1,...,h.  The number of observations in the kth group is nk.  The mean value of the
variable i (protein concentration, gene expression ratio, etc) in the kth group is
x n xi k k ij

j Jk

( )
∈

= ( ) ∑1  and the grand mean for the entire data set for the ith variable is given

by x N xi ij
j

N

= ( )
=
∑1

1

.  The deviation of the ith variable of the jth observation from the

grand mean is tij = xij − xi .  By adding and subtracting the group means from the

expression for tij  and multiplying tij  by itself and summing, we find a matrix equation

T W B X X X XW W
T

B B
T= + = + , in which T t til ij lj

j

N

=
=
∑

1

, Wil = xij − xi k( )( ) xlj − xl k( )( )
j =1

nk

∑
k=1

h

∑ ,

B n x x x xil k i k i l k l
k

h

= −( ) −( )( ) ( )
=
∑

1

, XB( ) = −( )( )ij k i k in x x , and XW( ) = −( )( )ij ij i kx x  where

j Jk∈ .  The matrix T is the total sum-of-squares-and-cross-products (SSCP) matrix. The
matrices W and B are the within-group and between-group SSCP matrices, respectively.
The matrices W and B are related to the within-group and between-group variance-
covariance matrices, respectively, by ΩΩ = −( )W N h  and ΘΘ = −( )B h 1 , respectively.

The degrees of freedom of W and B are df n N hW k
k

= −( ) = −∑ 1  and dfB=(h–1),

respectively.
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Assumptions of the canonical analysis.  The vector xs
j  is the jth instance

(observation) of the random variable x, which results from the model  x=µµµµ + ττττk + εεεε where
ττττk is the effect of the observation coming from the kth population out of a total of h
populations, µµµµ is the mean effect (grand mean of all populations), the vector εεεε is the error,
and j belongs to the kth group, j Jk∈ .  Each of the vectors x, µµµµ, ττττk, and εεεε have p
components corresponding to the p measured variables.  The vector εεεε is assumed to be
independent and to be distributed in the p dimensions as εε ΣΣ~ ,N p 0( )  where Np denotes

the p-variate normal distribution.  The null hypothesis for this model is

 Ho:τ1 = τ 2 =L= τ h = 0.

Maximizing the between-group dispersion. The canonical analysis procedure is to
find the transformation from the old set of measured variables (protein concentrations,
gene expression) to a new set (a linear combination of the old) such that in the new set
the between-group variance-covariance matrix is maximized (Seal 1964).  Let E be the

matrix representing the transformation with matrix element Eij  and let ei be the ith
column vector of E.  The variables in the new space are

y x Eij kj ki
k

p

=
=
∑

1

(S.1)

for the new variate i and observation j.  In the new space the between-group dispersion
along the ith canonical axis is

′ =
−

−( ) −( )( ) ( )
===

∑∑∑Πii l k l li m k m mi k
k

h

l

r

m

r

h
x x E x x E n

1
1 111

(S.2)

Taking the derivative with respect to Eij  to find the maximum dispersion produces an
unbounded solution.  To fix the scale to prevent unbounded solutions, we impose the
condition that the within-group dispersion along each axis must be one.  We use the
Lagrange multiplier technique to do this, which leads to p equations to differentiate, one
for each canonical axis.

D
h

x x E x x E n

N h
x x E x x E

i l k l li m k m mi k
k

h

l

r

m

r

i lj l k li mj m k mi
lmkj

=
−

−( ) −( )

− ′
−

−( ) −( ) −












( ) ( )
===

( ) ( )

∑∑∑

∑

1
1

1
1

111

λ
(S.3)

Differentiate eq. S.3 with respect to Eji , set the result equal to zero to find the maximum,
absorb the factors (h–1) and (N–h) into ′λ i  and we find the equation
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xj k( ) − xj( ) xm k( ) − xm( )Emink
mk
∑ − λ i xjl − xj k( )( ) xml − xm k( )( )Emi

lmk
∑ = 0 (S.4)

By holding i constant in eq. S.4 and varying j from 1 to p, we generate p equations, which
we can write as one generalized-eigenvalue vector equation

B W e−( ) =λ i i 0 (S.5)

The canonical eigenvalue equation. There are p of these equations (eq. 13), one
for each eigenvalue, and we can write all of them as a matrix equation

BE WE− =ΛΛ 0 (S.6)

where ΛΛΛΛ is the matrix whose diagonal terms are eigenvalues λi and whose off-diagonal

terms are zero.

Differentiating eq. S.3 with respect to λι  produces a normalization equation.

1
1

N h i i−
=e WeT (S.7)

where the superscript T designates the transpose.  This equation will be used to fix the
"length" of the eigenvectors.

In the standard canonical analysis, eqs. S.5 and S.7 are solved and then eq. S.1
can be used to find the values of the observations in the new coordinates.  Usually the tij
values (eq. 3) are transformed to the new space rather than the xij .  Up to this point we

have not made any assumptions about the nature of B and W.  If the number of degrees
of freedom of the within-group variance (N–h) exceed the number of variables p, then W
is non-singular and eq. S.5 can be solved by standard means.  For example eq.S.5
converts to

W Be e− =1
i iλ (S.8)

which is an eigenvalue equation for the matrix (W
–1

B) and which can be solved like any
other eigenvalue equation.  Also, techniques exist to solve eq. S.5 directly if B and W are
symmetric and W is positive definite.

However, in our case, because the number of variables greatly exceeds

observations, W is singular, semi-positive definite, and W–1 does not exist.  The singular
nature of W rules out using eq. S.8, and we must use different approaches to analyze the
canonical equation, eq. S.5.



5

7/12/04    1:00 PM

Singular value decomposition of W. Index the singular values and singular
vectors of W such that δ δi j≥  for i<j.  Thus, δi = 0 for i>r where r is the rank of W.

Equivalence of Fisher’s linear discriminant analysis to standard canonical
analysis for two groups.  The transformation to the first canonical axis in canonical
analysis is given by y i= e xT

s
1  (eq. 1, Kercher et al. 2004) and the canonical equation for

two groups is given by We s′ = 1 (eq. 4, Kercher et al. 2004) where e e1
1= ′c  and c1 is a

constant.  From eq. S.17 below we have s x x1
2 1 2= −( )( ) ( )c  where c2 is a constant and x i( )

is the group-mean vector for the ith group.  Hence y c c i= −( )( ) ( )
−

1 2 1 2
1x x W x

T

s.  On the

other hand Fisher’s linear discriminant function transforms xs
i  to a one-dimensional

space.  The transformation is w i= −[ ]( ) ( )
−x x W x

T

s1 2
1  (Krzanowski 2000 p. 356).  Except

for an inconsequential constant scaling factor, the transformation for CA for two groups
and Fisher’s linear discriminant function are identical.  The scaling factor is
inconsequential because it factors out of the discrimination decision (e.g., Srivastava
2002 p. 247-248.)

Section II. Properties of Moore-Penrose generalized inverse (MPGI)

For the convenience of the reader and because it is a central result that we use to
justify our use of the Moore-Penrose generalized inverse, we quote the definitions and
theorem from Campbell and Meyer (1979, p. 28) regarding the minimal least squares
solution to We s′ = 1.

"Definition: … Suppose that A ∈ Cm×n and b ∈ Cm.  Then a vector u ∈ Cn  is called a least
squares solution to Ax=b if Au − b ≤ Av − b  for all v ∈ Cn.  A vector u is called a
minimal least squares solution to Ax=b if u is a least squares solution to Ax=b and
u < w  for all other least squares solutions w."

"Theorem. … Suppose that A ∈ Cm×n and b ∈ Cm. Then A +b is the minimal least squares
solution to Ax=b.”

Throughout the paper and supplement, we use properties of the MPGI regarding
multiplying by a scalar, products of a matrix and MPGI of a matrix in various orders and
combinations, MPGI of MPGI of a matrix, transpose of MPGI, etc as stated in standard
texts.  For example, these results are given in Schott (1997, Chap. 5, Sec. 2 through 7)
and Campbell and Meyer (1979, Chap. 1 through 3).

Section III. An infinity of solutions.

Consider the generalized inverse approach in the case of two groups.  From
Kercher et al. (2004) we saw that the generalized inverse approximate solution to the
canonical equation was given by
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′ = + −[ ]e VRV s V I R V yT T1 ∆∆ (S.11)

where y is any vector.   In eq. 5 in Kercher et al. (2004) we chose the solution for which
y=0.  Note that while all solutions of the form of eq. S.11 give the same best approximate
solution to eq. 4 in Kercher et al (2004), eq. 5 is the solution of minimal length.

Now because WV [I–R∆∆∆∆]=V∆∆∆∆[I–R∆∆∆∆]=0, eq. 4 in Kercher et al (2004) remains
unchanged no matter what the value of y is.  Unfortunately, the original equation
canonical equation, eq. 2 in Kercher et al (2004), which eq. 5 was derived from, is not
invariant under changes in y.  We first note that, without loss of generality, we may

replace VTy by the vector ′ =y V yT  in eq. S.11.  Next note that without loss of
generality, we can assume that ′y  is of the form, ′ =yi 0 for i r≤ . Next we note that if we

assume that V sT 1 0[ ] ≠
i

, (which is the case in the example problems examined below),

then we may define the matrix Y with matrix elements Y yii i i
= ′ [ ]V sT 1  for i>r and Yij=0

for all other matrix elements.  That is, we may substitute y Vy VYV sT= ′ = 1 in eq. S.11
without loss of generality and find that ′e  is of the form ′ = +e VRV s VYV sT T1 1 where Y
is a diagonal matrix whose r upper-left diagonal entries are all zero.  The lower-right
(p–r) diagonal entries of Y can have any value.

Substituting the full solution for ′e  in eq. S.5 and taking the inner product with
′e T , we find the equation for λ to be

λ ξ
δ1

1
1 1

1 2

1

1 2

1

2

=
⋅( ) + ⋅( )















= = +
∑ ∑

sVRV s

v s
v sT

i

ii

r

ii
i

i r

p

Y .

We see immediately that λ1 is bounded below by 0 for all values of Yii .  If we restrict our

family of solutions to values of Yii ≥ 0, then λ1 is bounded below by

λ ξ δ1 1
1 2

0≥ ⋅( ) ≥∑ v si i iiY
i=1

r

for .  Hence the solution that we use in eq. 5 in Kercher et al

(2004) is the most conservative of all solutions for which Yii ≥ 0.  By conservative, we
mean producing the smallest value for the leading eigenvalue, which is proportional to
the dispersion between the groups.  Any solutions with all Yii ≥ 0 corresponds, via the
Moore-Penrose inverse, to a virtual within-group sum of squares matrix that is semi-

positive definite; any solution, for which some Yii<0, corresponds to a virtual within-
group sum of squares matrix that is not semi-positive definite.  Therefore we attach more
biological meaning to those solutions for which Yii ≥ 0.

Section IV. Independence of the standard CA solutions on the scale

In the standard canonical analysis in which p N h≤ −( )  and for which W is

nonsingular, consider that the expressions for W and B can be written as W X XW W
T=

and B X XB B
T=  where the matrix elements of XW are given by XW( ) = − ( )ij ij i kx x  and the
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matrix elements of XB are given by XB( ) = −( )( )ik k i k in x x  where i is the index for the

variables, j is the index of observations, nk is the number of observations in the kth group,
and j Xk∈ .   A change of scale (or units) is obtained by multiplying each variable by a

scale factor ki and this is equivalent to pre-multiplying the XB and XW matrices by the

square p×p diagonal matrix K  where the diagonal values of K  are given by the ki.  Thus

in a new system of units, the W and B matrices become√W KX X KW W
T=  and

√B KX X KB B
T=  and the canonical equation (eq. S.5) becomes √ √√ √√W Be e( ) − =

−1
0λ   or

K W K KBKe e− − − − =1 1 1 0√ √√λ , which simplifies to W B Ke Ke− ( ) − ( ) =1 0√ √ √λ .  We see

immediately that if we set e Ke1 1= √ (or √e K e1 1 1= − ) and λ λ= √ we recover the original
canonical equation.  Furthermore, the positions of the observations in canonical space
remain unchanged after the change in units.  That is, the vector form of eq. S.1 after a

change in units becomes √ √ √y e X K e KX e K KX e X yT T T T T T= =( ) = = =− −1 1 1 1 1 1  where the

matrix X has matrix elements X( ) = −
ij ij ix x .  Thus, we find that the positions of the

observations are unchanged in canonical space in the standard canonical analysis.

This argument does not apply to the generalized inverse method for the singular
W case.  The preceding argument hinges on the property of true inverses that

WK K W( ) =− − −1 1 1.  However, in general, for the Moore-Penrose inverse, we have

WK( )+≠K W− +1 .  More precisely, WK K W( ) =+ − +1 , if and only if, W WKK T+  is

symmetric (Schott 1997 Thm. 5.10).  But while W W+  and K 2 are symmetric,
W WKK T+  is not.  Hence we cannot use the preceding argument to show that the
solutions are invariant to scale changes when W is singular.

Section V. Dependence of λλλλ on K.

We note that in the preceding appendix we disproved a sufficient condition for
invariance of the solutions of the generalized inverse to changes in scales, which is
different from disproving a necessary condition.  So, we shall find the explicit
dependence of √λ  on K  in the generalized inverse approximate solution for the case of

two groups.  Define WK=KWK .  Using the result √′ = +e W KsK
1 and √e1 is related to √′e  by a

normalization constant, we find

λ ξ

ξ

= = = ( )

=

+ +

+ +

+ +

+

+

√ √
√ √
e KBKe
e KWKe

s KW KBKW Ks
s KW W W Ks

s KW Ks s KW Ks

s KW Ks

s KW Ks

T

T

T
K K

T
K K K

T
K

T
K

T
K

T
K

1 1

1 1 1

1 1 1 1

1 1

1
1 1

(S.12)

We can differentiate eq. S.12 with respect to ki, the ith diagonal term of K .  This leads to
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∂λ
∂

ξ ξ
√

ki
i i= −[ ] + −[ ]+ − + + − +2 21

1 1 1
1

1 1 1s K I W W D K W Ks s KW K D I W W KsT
K K K

T
K K K (S.13)

We see that if W is nonsingular, then WK  is nonsingular, which implies that W WK K
+ −= 1,

and therefore from eq. S.13, 
∂λ
∂

√

ki

= 0.  Otherwise, for the Moore-Penrose generalized

inverse, which we use when WK  is singular, eq. S.13 implies 
∂λ
∂

√

ki

≠0.

Note that if all diagonal elements of K  are equal to each other, say K=kI , then the

Moore-Penrose inverse has the property KWK IWI W( ) = ( ) =+ + − +k k2 2 .  We find that λ is
invariant under uniform scale changes for all variables, K=kI , i.e.,

√ √ √
√ √

λ = ′ ′
′ ′

= =

= = =

+ +

+ +

− + − +

− + − +

+ +

+ +

e KBKe
e KWKe

s KW IB IW Ks
s KW IW IW Ks

s I W B W Is
s I W W W Is

s W BW s
s W WW s

e Be
e We

T

T

T
K K

T
K K

T

T

T

T

1T 1

1T 1

1 1

1 1

1 2 2 1

1 2 2 1

1 1

1 1

k k

k k

k k k k

k k k k

λλ

This same result can also be obtained from eq. S.13 by noting that for K=kI , then D Ii →
when differentiating λ with respect to k.  Then using I W W WK K K−[ ] =+ 0 and the fact

that WK commutes with WK
+ because WK  is symmetric, eq. A.5 immediately implies that

λ does not depend on k.

Section VI. Explicit dependence of group separation on scales and variables.

We saw that in the standard canonical analysis for W nonsingular, the positions of
each sample in canonical space are invariant under change in the units or scales in which
the variables are measured, i.e., √y y= .  Now consider the separation of groups in the two-
group case using the generalized inverse approach when the number of variables exceeds
the number of observations.  Let L  be the vector difference of the means of the two

groups in the space of the original measurement variables.  So the components Li of L  are

given by L
n

x
n

xi ij
j J

ij
j J

= −
∈ ∈
∑ ∑1 1

1 21 2

.  Let K  be a scale factor matrix in which all diagonal

elements are equal to 1 except for the ith diagonal element, which is equal to (k+1), i.e.,

K I d d T= + k i i where di is the unit vector in the ith direction or ith variable.

Note that for all this section the ith direction in measured-variable space is a
special direction in which the scale has been multiplied by k.  We show in the next

section that s1=cL  where c is a normalization constant.  The contribution of the jth
variable to the separation of the two groups in transformed canonical space is given by
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Τ j j j j j j jL L L= ∝ ( )( ) ∝+ +√ √e d s KW Kd L KW KdT T
K

T
K

1 1 .  Then the ratio of the contribution of

the ith variable to the total separation of the two groups is given by

G
L

L

L
i

i i i

i i

i i= =
+

=
+

+
⊥

+

+

+
Τ
Τ

L KW Kd
L KW KL L KW Kd

L KW Kd
L KW KL

T
K

T
K

T
K

T
K

T
K

 where L d⊥
≠

=∑L j j
j i

 and

L L d= +⊥ Li i

To develop an explicit expression for the dependence of Gi on k, we will use a
representation of the Moore-Penrose inverse developed by Meyer (1973) for modified
matrices.  See Campbell and Meyer (1979, Thm 3.1.3) for applications.  The matrix

WK=KWK  can be written in the form

W KWKK = =

• +( ) •
• • • • •

+( ) • +( ) • +( )
• • • • •

• +( ) •























=

• • •
• • • • •

• •
• • • • •

w w k w

k w k w k w

w w k w

w w

w w w

w

i p

i ii ip

p pi pp

i

i ii ip

p

11 1 1

1

2

1

11 1

1

1

1 1 1

1

11

1

1
2

0 0 0

2

0 0

• •























+ +( )























= +

w w

kw

kw k k w kw

kwpi pp

i

i ii ir

ri

L

M O M M M

L L

L M L

M O M O

W ΦΦ

The second matrix ΦΦΦΦ is of rank 2, which can be seen by finding that there are only two
nonzero eigenvalues.  We will make the following decomposition of KWK
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W KWK W

W

K = = +























+ +( )























= +

k

w

w

w

k w k w w

k

w

w

w

i

ii

ri

i ii ir

i

ii

0 0

0

0 0

0 0 0

1

0 0 0

1

1

1

L L

L M M M

M M M M

M M M M M

L L

L L

M M M M M

L L

L L

M M L L M

M

M

riri

i ii ir

i i i i

k w k w w

k k























( ) +























+[ ]( )

= + ( ) + ( )

0 1 0

0

1

0

11L L

M

M

L L

W w d d zT T

where the vector wi is given by w T
i i ii irw w w= ( )1 L L and the vector zi is given

by z w di i ii ikw= + .  We can write P W w dT= + ( )i ik  and then note that wi is in the range

of W w Wi R∈ ( )( )  and zi is in the range of PT.  These observations indicate that we

should use Thm 3 and Thm 5 from Meyer (1973) for the first and second augmentation
calculation, respectively.  That is we apply Thm 3 and Thm 5 iteratively, so that

P W
W W d w W W

d W w

w W W w I W W d d W w W w

w W W w d I W W d d W w

d

T

T

T T

T T T

+ +
+ + +

+

+ + + + +

+ + + +

= +
−( )

+

−
( ) −( ) + +( )[ ]
( ) −( ) + +( )

×

k I

k

k k

k k

k

i i

i i

i i i i i i

i i i i i i

1

1

12 2

2
ii i

i i
i ik

k
T

T
T T

I W W d

d W w
w W W d W

−( )
+

+












+

+
+ + +

1

(S.14a)

and

W KWK P
P P z d I PP

z P d

d I PP d P P z z P d P d

z P P z d I PP d

K

T T

T

T T T

T T T

+ + +
+ + +

+

+ + + + +

+ + +

= ( ) = + ( ) −( )
+

−
−( ){ } ( ) + +( )[ ]

( ){ } −( ) + +

k

k

k k k

k k

i i

i i

i i i i i i

i i i i

1

1

1

2

2 zz P d

z P P z

z P d
d I PP z P

T

T T

T
T T

i i

i i

i i
i ik

k

+

+ +

+
+ +

( )





×

( )
+

−( ) +














2

1

(S.14b)
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While the formulae for P+ and (KWK )+ are cumbersome, they possess the important
characteristic that they are well-behaved for small k.  In fact, one can see by inspection

that both KWK P( ) →+ +  and P W+ +→ , continuously, as k → 0.  Note that

W W WW W W W W W+ + + + + += = =( )2
 and thus u W wj j= ( )+ 2

 where u j  is the jth

column of the matrix W +.  Also it can be shown that w W wT
i i iiw+ = , WW w w+ =i i ,

PP WW W W+ + += = , and z P w WT T
i i

+ += .  Using these relations we can simplify the

parts of the numerator and denominator of Gi to

L KW Kd
L P d P

w u d I W W d w W d

W w d I WW d d w W d

T
K

T T

T T T

T T

+ ⊥
+ +

+ +

+ + +

=
+( ) + +( )( )

−( ) + +( )
×

−( ) + +( )[ ]

i i
i i

i i i i i i

i i i i i i i

L
k k L

k k

k k L

1 1

1

1

2 2
 (S.15)

and
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+
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×
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where d P
d I W W d u d W w d W
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Section VII. Contribution of the separation of two groups from variable i.

For the case of two groups we can find the explicit formula for the contribution of
variable i to the total distance in canonical space between the two groups.  As argued by
Kercher et al (2004) the canonical equation for two groups is given by

W ′e = s1

where W is the within group sum of squares and cross products matrix and s1 is the
eigenvector of B with nonzero eigenvalue.  First find an explicit formula for the
eigenvector of B.  Note that B is given by

B = XBXB
T

where XB is given by

XB =

n1 x1 1( ) − x1( )
n1 x2 1( ) − x2( )

M

n2 x1 2( ) − x1( )
n2 x2 2( ) − x2( )

M

n1 xp 1( ) − xp( ) n2 xp 2( ) − xp( )



















where xi j( ) is the group mean for the ith variable for the jth group and xi  is the global

mean for the ith variable, nj is the number of members of the jth group.  We can rewrite

XB as

XB =
+

−( )

−( )
−

−( )

−
−( )

−( )
−

−( )














( ) ( )

( ) ( )

( ) ( )

( ) ( )

( ) ( ) ( ) ( )

n n

n n

x x

n

x x

n

x x

n

x x

n

x x

n

x x

n

p p p p

1 2

1 2

1 1 1 2

1

2 1 2 2

1

1 1 1 2

2

2 1 2 2

2

1 2

1

1 2

2

M M



















Consider any vector a with components ai.  Then

XB
Ta = n1n2

n1 + n2

x1 1( ) − x1 2( )( )
n1

x2 1( ) − x2 2( )( )
n1

L
xp 1( ) − xp 2( )( )

n1

−
x1 1( ) − x1 2( )( )

n2

−
x2 1( ) − x2 2( )( )

n2

L −
xp 1( ) − xp 2( )( )

n2



















a1

a2

M

ap

















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or

X aB
T =

+

−( )
− −( )



















=
+ −











( ) ( )
=

( ) ( )
=

∑

∑
n n

n n

n
x x a

n
x x a

n n

n n

n

n

i i i
i

p

i i i
i

p
1 2

1 2

1
1 2

1

2
1 2

1

1 2

1 2

2

1

1

1

ψ

where

ψ = xi 1( ) − xi 2( )( )ai
i =1

p

∑
Therefore

 

XBXB
Ta = n1n2

n1 + n2

x1 1( ) − x1 2( )( )
n1

x2 1( ) − x2 2( )( )
n1

M

−
x1 1( ) − x1 2( )( )

n2

−
x2 1( ) − x2 2( )( )

n2

M

xp 1( ) − xp 2( )( )
n1

−
xp 1( ) − xp 2( )( )

n2





























ψ n1n2

n1 + n2

n2

− n1








or

XBXB
Ta = ψn1n2

n1 + n2( )

x1 1( ) − x1 2( )( )
x2 1( ) − x2 2( )( )

M

xp 1( ) − xp 2( )( )



















Hence B transforms any vector to a vector proportional to s1 where s1 is

s x x1

1 1 1 2

2 1 2 2

1 2

2 1 2=

−( )
−( )

−( )





















= −[ ]
( ) ( )

( ) ( )

( ) ( )

( ) ( )c

x x

x x

x x

c

p p

M
(S.17)

where c2 is a normalization constant.  Now the contribution to the distance between the

means that is due to variable i is proportional to ′ei xi 1( ) − xi 2( )( ) where ′ei  is the ith
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component of ′e , the solution to We s′ = 1.  Then the fraction of the distance between the
means that is due to variable i is given by

Gi 0( ) =
′ei xi 1( ) − xi 2( )( )
′ej xj 1( ) − xj 2( )( )

j =1

p

∑
Let L  be the vector with components Lj = xj 1( ) − xj 2( )( ) and we select the minimal length

least squares solution of eq. S.11 so that

′e = W +s1 = cW +L

So Gi(0) is given by

Gi 0( ) = Lidi
TW +L

LTW +L
where di is defined in the previous section.  Note that Gi(0) is the fraction of the total
generalized Mahalanobis distance that is due to component i or variable i.

Section VIII. Filtering Generalized Inverse Canonical Analysis Results for Variable
Selection in the Backward Elimination Algorithm

Criterion A: Sensitivity of between-group SSCP.  In this criterion we assume that
those variables to which the between group variance in canonical space is most sensitive
are the most important.  Calculate Λorig orig orig orig= +det detW W B  where

Worig lm ls
T

sj s k mo
T

oj o k
j

N

s o

p

E x x E x x( ) = −( ) −( )( ) ( )
==
∑∑

11,

 and

Borig lm ls
T

s k s mo
T

o k o
k

h

s o

p

E x x E x x( ) = −( ) −( )( ) ( )
==
∑∑

11,

.  Then selecting variable i set ′Eil =1.1Eil  for

all l from 1 to (h–1) and ′Ejl = Ejl  for all l and for j ≠ i .  Then define

Λnew orig orig new= +det detW W B  where Bnew lm sl s k s om o k o
ks o

E x x E x x( ) = ′ −( ) ′ −( )( ) ( )∑∑
,

.

Define the sensitivity to the variable i as

Γ Λ Λ Λi orig new orig il
l

il
l

il
l

E E E= −( )[ ] ′ −






















∑ ∑ ∑ =10⋅ −( )Λ Λ Λorig new orig .  After

calculating the sensitivities of all the variables, we sort on the sensitivities and retain only
the (N–h) largest.  These variables are used in the stepwise procedure.  To calculate the
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sensitivity of the between-group distance, let D E x xorig j j j
j

= −( )( ) ( )∑ 1 1 2  and

D E x xnew j j j
j

= ′ −( )( ) ( )∑ 1 1 2 .  Define ′ = ⋅ −( )Γi new orig origD D D10

Criterion C: Correlation.  For this criterion, we assume that the correlation of the
original variable with the significant canonical axes produced by the MPGICA
determines its importance.  In criterion C, we set a significance limit of α.  If the
canonical axis has P

χ 2 i( ) < α , then it is included.  The correlation of variable k is found

for each of these significant axes and the maximum correlation is used.  That is,

RS corr x x x E x x x x E x xC k k
i

kj k
j

N

il
T

lj l
l

p

kj k
j

N

il
T

lm l
l

p

m

N

, ,= ( ) = −( ) −( )












−( ) −( )










= = = ==

∑ ∑ ∑ ∑∑e xT

1 1

2

1 1

2

1

.
BW ratio of Dudoit et al. (2002).  Ramaswamy et al. (2003) used a univariate

signal-to-noise ratio Sx = µ1 − µ2( ) σ1 + σ2( ) where the subscripts refer to group number,
µ is the group mean, and σ is the standard deviation within the group.  For cases in which
the number of groups exceed two, we generalize the signal-to-noise ratio to the ratio of
the between-group variance to the within group variance for each variable i.

Si
2 = nki xi k( ) − xi( )2

k=1

h

∑






 xij − xi k( )( )2

j =1

N

∑ = B( )ii W( )ii .  This is the BW ratio of Dudoit et

al. (2002).  Note that this criterion does not use any information from the MPGI
canonical analysis.

Section IX. Inference Tests Used in the Generalized Inverse, Backward Elimination,
and Forward Selection Canonical Analyses Algorithms

Overall group differences. We use the F approximation due to Rao (1965, p. 471)
for the distribution of Wilks ratio to find the probability of error for rejection of the null
hypothesis that all group means are identical.  In the standard canonical analysis when
variable selection is not an issue, this test gives an indication of the overall nature of the
group separation.  Wilks ratio is given by Λ l = detW detW + B  for l variables.  Denote
the probability found from this test as PFW l( ).

Significance of eigenvectors (canonical axes). The hypothesis tested is that the
means of the groups all lie in an r-dimensional hyperplane.  The test works by sorting the
eigenvalues largest to smallest.  The test of significance is made sequentially on all the
eigenvalues remaining to be tested.  So the first test is the probability of error in
accepting all the n eigenvectors as a group.  If that test is significant, then the test is made
on eigenvalues 2 through n.  If these cannot be rejected as a group, then the next test is
made on eigenvalues 3 through n, and so on.  At the kth test, we test for whether the
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(n–k+1) remaining eigenvectors significantly discriminate using Bartlett's chi-square
approximation.  We denote the probability of χ 2  for eigenvalues j through n as Pχ 2 j( ) .

This test is in standard texts, e.g., Cooley and Lohnes  (1971, p. 249) or Mardia et  al.
(1979, p. 343).

Significance of individual variables: coefficients of eigenvectors. We test for
significance of each coefficient of the significant eigenvectors in the generalized inverse,
backward elimination, and forward selection canonical analyses.  Rao (1970) points out
that individual coefficients of eigenvectors are not defined.  Only ratios of coefficient of
eigenvectors are defined.  As a consequence, Rao asserts we can only test on the
significance of a coefficient relative to other coefficients. So suppose that (i–1) variables
out of p ≤ N − h( ) are included in a group used in a multivariate analysis.  Rao (1970)
originally developed this test for two groups.  Hawkins (1976) and McHenry (1978)
extended the test to multiple numbers of groups.  Define Λ i −1 as Wilks ratio for the group
of (i–1) variables.  To test if a new particular variable is significant enough to be added to
the group, denote Wilks ratio for the new set, which includes this new variable added to
the previous (i–1) variables as Λ i .  Define ti = Λ i Λ i −1 .  Then the F-statistic for the

significance of this particular ith variable is given byF = 1− ti( ) ti[ ] N − h − i +1( ) h −1( )
where ν1 = h −1 and ν2 = N − h + i +1 with probability denoted by PFt i( ) . The
implementations of the stepwise procedures calculate this statistic with and without the
Bonferroni adjustment.

Bonferroni adjustment of PFt(i).  Bonferroni adjustments are known to be
conservative.  In fact they are sometimes referred to as a “protection rate” (e.g., Hays
1994, p. 451).  Hays (1994 p. 451) suggests that in “current practice” they are often
ignored for small numbers of tests.  The most conservative approach, if Type I errors are
of primary concern, is to use the Bonferroni adjustments always, no matter whether the
forward selection or backward elimination is used or what the value of (N–h) is.  The few
cases analyzed to date suggest that it is more desirable to use the Bonferroni adjustment
in the forward selection CA than in the backward elimination CA.  Also, as the number
(N–h) of variables in the “short list” increases, the desirability of using the Bonferroni
adjustment also increases.

MPGI canonical analysis procedure. After reading in the data matrix X, we form
the within-group data matrix XW.  We perform an SVD on XW using the routine DSVDC

from the Slatec Library Version 4.1.  We use DSVDC to calculate only the first N

columns of V and the eigenvalue matrix ∆W
1 2.  The eigenvector s1 can be calculated

directly from the group means as shown in Supplement Section VII.  The vector ′e  is

found from eq. 4 and normalized by eq. 3 to the vector e1.  Each observation is then
projected onto the canonical axis, using eq. 1.  The chi-square tests are calculated using
the Slatec Library version 4.1 routine DGAMIC.  The probabilities for the F-distribution
are calculated usting the Slatec Library version 4.1 routine DBETAI.  We then calculate
and display the four criteria for each of the original variables as described above.
Correlations for criteria C are calculated using the Slatec Library Version 4.1 routine
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DCOVAR.  We then sort the variables according to the chosen criterion.  We cut off this
list at (N–h) variables.

Backward elimination algorithm. Either backward elimination or forward
selection is then performed on this list of (N–h) variables.  In the backward elimination
procedure, we solve eq. 2 using RSG from the Slatec Library Version 4.1.  At step i in the
back elimination program, (N–h –i+1) variables are in the current list.  We calculate the
current value of Wilks ratio (or use the one calculated in the previous step for this list).
We then temporarily remove each variable from the current list, calculate Wilks ratio,
replace the variable and go to the next, until a Wilks ratio has been calculated with each
variable removed.  The variable associated with Wilks ratio closest in value to the current
value of Wilks ratio is removed.  The significance of this variable is calculated.  This
variable is the worst performing variable of the current set.  The canonical equation is
solved for this step, all statistical tests are calculated, and the positions of all observations
in canonical space are displayed.  Sensitivity analysis and correlations of all variables
with the canonical axes are calculated.  This completes one step.  The algorithm
iteratively repeats this step (N–h–1) times.  Then a canonical analysis is performed on the
one remaining variable for a final step.

Forward selection.  The forward selection algorithm is nearly the reverse of the
backward elimination algorithm.  Instead of eliminating a variable at each step, we begin
with no variables in the current set and add a variable at each step.  We add the variable
that produces the most improvement in Wilks ratio.  Significance tests and canonical
analyses are conducted at each step.  The first several steps are performed by exhaustive
search rather than by strict addition of one new variable.  The user determines the number
of steps performed by exhaustive search up to a maximum number of ten steps.
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Section X. Data handling and the effect of scale change on contributions to
intergroup distance from Dialysis study.

Data handling. The data are measurements of 165 proteins in blood serum of
eight dialysis patients and nineteen control subjects.  See Langlois et al. (2004) for
descriptions of sample preparation and handling. Rules-Based Medicine, Inc.™ (RBM)
measured the 161 protein concentrations using reagent-coated fluorescent micro-sphere
technology.  Analyte levels below the limit of detection of the analysis were reported as
“LOW”.  These LOW values were set to zero for the present analysis.  We eliminated
four variables from consideration that had either no or one non-zero value, leaving 161
proteins or protein ligands for canonical analysis.

In Fig. S.1 we show the effect of scale change on the contribution that each variable
makes to the distance between the means of the two groups in canonical space.  These
figures are in addition to the graphs for ferritin and stem cell factor shown in Kercher et
al. (2004).
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Fig. S.1 See caption next page.
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Fig. S.1. (Continued). These are additional graphs of the effect of changes in the scale
factor (1+k) on the contribution of each variable to the distance between the two groups
in canonical space for the RBM data of the dialysis experiment. Graphs for the two
variables with the largest asymptote fraction, ferritin and stem cell factor, are shown in
Kercher et al. (2004). Figs. S.1a, S1.b, S1.c, S1.d, and S1.e are for the five next largest
asymptotes. (a) Variable 31 in the data set used in the canonical analyses is interleukin-
16. (b) Variable 127 is Cytochrome P450. (c) Variable 87 is Hepatitis E Virus (orf2
6KD). (d) Variable 85 is Hepatitis A. (e) Variable 86 is Hepatitis E Virus (orf2 3KD). (f)
is the graph of the variable with the largest negative asymptote.  Note the vertical scale is
expanded by a factor of 10 in (f) compared to the other figures. (f) Variable 139 is HSP
90 α.
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Table S.1. The maximum fraction of the distance between the two groups, i.e., dialysis

patients and control group, (max Gi) due to the variable for large scale factor k.  The
variable number in columns one and four refer to its location in the original data set.
No. Variable Max

Gi

No. Variable Max

Gi

1 8 Ferritin 0.821 7
Brain-Derived_Neurotrophic
_Factor 0.394

5 7 Stem_Cell_Factor 0.731 109 Parainfluenza_1 0.371
3 2 IL-16 0.704 9 5 HIV-1_gp41 0.369

131 Cytochrome_P450_ 0.636 137 Histone_H3 0.363
9 1 Hepatitis_E_Virus_(orf2_6KD) 0.575 2 Alpha-Fetoprotein 0.354
8 9 Hepatitis_A_ 0.551 115 Rubeola 0.333
9 0 Hepatitis_E_Virus_(orf2_3KD) 0.510 112 Polio_Virus 0.330
6 0 Tissue_Factor 0.486 101 Influenza_A 0.284
5 2 Myoglobin 0.405 145 Insulin 0.282
9 2 Hepatitis_E_Virus_(orf3_3KD) 0.396 6 1 TIMP-1 0.281
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Section XI. Selecting canonical variates in RBM Dialysis data.

In Fig. S.2 we show the graphs of the P-value for the Rao-Hawkins-McHenry statistic
on the significance of added or eliminated variable in the stepwise procedures.
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Fig. S.2. Graphs of the P-value for the test of the null hypothesis that the variable added or
eliminated does not contribute significantly to the discrimination between the groups. (a)
MPGICA-B-BECA (Criterion B: Absolute sensitivity).  (b) MPGICA-C-BECA (Criterion C:
Correlation).  Data for RBM dialysis study.

Comment.  At each step eliminating a variable, the ratio det detW W B+  degrades
monotonically (gets larger).  However, how much it gets larger can fluctuate, depending on the
linear combinations of the variables in the old current list and the variables in the new current
list.
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Table S.2. Variables at cutoff for the two different stepwise procedures and four different

criteria.   Coefficients of the transforming eigenvector e1 for these variables are in
column two and four.   These are the results of stepwise canonical analyses on 161
proteins measured for eight dialysis patients and nineteen control subjects.

Variable Coefficient

of e1
Variable Coefficient

of e1

MPGICA-A-BECA:
Criterion A: Sensitivity of

Wilks ratio

MPGICA-B-BECA:
Criterion B

Absolute Sensitivity of
Wilks ratio

Ferritin 1.874 Ferritin 1.272
IL-16 0.913 Hepatitis_E_Virus_(orf2_6KD) 1.044
Hepatitis_E_Virus_(orf2_6KD) 0.831 Stem_Cell_Factor 0.459
Alpha-Fetoprotein_ –0.637

MPGICA-C-BECA:
Criterion C

Correlation with canonical
axis

BW-BECA
Signal-to-noise ratio pre-

filter (conventional)

Ferritin 1.385 Ferritin 1.114
Hepatitis_E_Virus_(orf2_6KD) 1.142 Parainfluenza_1 0.701
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Table S.3. Variables at cutoff for the two different stepwise procedures and four different
criteria for RBM protein data for dialysis study.  Sensitivities for these variables are in
column two and four. Sensitivities are the relative change in the Wilks ratio statistic per

relative change in the coefficient in e1 for the variable.  Formal expressions for the
sensitivities are given in the Supplement in Section VIII.

Variable Sens-
itivity

Variable Sens-
itivity

MPGICA-A-BECA: MPGICA-B-BECA

Ferritin 1.65 Ferritin 1.37
IL-16 0.348 Hepatitis_E_Virus_(orf2_6KD) 0.333
Hepatitis_E_Virus_(orf2_6KD) 0.215 Stem_Cell_Factor 0.327
α-Fetoprotein_ -0.161

MPGICA-C-BECA BW-BECA (conventional)

Ferritin 1.66 Ferritin 1.79
Hepatitis_E_Virus_(orf2_6KD) 0.383 Parainfluenza_1 0.245
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Table S.4.  Correlations of the fifteen variables most positively correlated with the
canonical axes for MPGICA-X-BECA and BW-BECA (conventional) in the dialysis
study using RBM protein data.  These variables increase in the direction of the dialysis
patients.

Protein, Ligand, or Antibody, etc Correl-
ation

Protein, Ligand, or Antibody, etc Correl-
ation

MPGICA-A-BECA MPGICA-B-BECA

Ferritin 0.986 Ferritin 0.988
Stem_Cell_Factor 0.965 Stem_Cell_Factor 0.969

IL16 0.926 Cytochrome_P450_ 0.919
Cytochrome_P450_ 0.913 IL-16 0.913

Tissue_Factor 0.897 Tissue_Factor 0.902

Myoglobin 0.892 Myoglobin 0.894

Histone_H3 0.871 Histone_H3 0.880

Hepatitis_A_ 0.862 Hepatitis_A_ 0.872

Hepatitis_E_Virus_(orf2_6KD) 0.855 α-Fetoprotein_ 0.863

α-Fetoprotein_ 0.852 Hepatitis_E_Virus_(orf2_6KD) 0.856

Hepatitis_E_Virus__(orf2_3KD) 0.844 HIV-1_gp41 0.847
HIV-1_gp41 0.832 Hepatitis_E_Virus__(orf2_3KD) 0.841

HSC_70 0.830 HSC_70 0.841
Sc-l70 0.826 Scl-70 0.838

Rubeola 0.818 Rubeola 0.823

MPGICA-C-BECA BW-BECA
(conventional)

Ferritin 0.989 Ferritin 0.994
Stem_Cell_Factor 0.956 Stem_Cell_Factor 0.948

Cytochrome_P450_ 0.922 Tissue_Factor 0.911
IL-16 0.911 Cytochrome_P450_ 0.909

Tissue_Factor 0.908 Myoglobin 0.896
Myoglobin 0.892 IL-16 0.885

Histone_H3 0.878 α-Fetoprotein_ 0.869

α-Fetoprotein_ 0.872 Histone_H3 0.863
Hepatitis_A_ 0.871 HIV-1_gp41 0.838

Hepatitis_E_Virus_(orf2_6KD) 0.855 HSC_70 0.836
HIV-1_gp41 0.849 Hepatitis_A_ 0.831

Hepatitis_E_Virus__(orf2_3KD) 0.846 Hepatitis_E_Virus_(orf2_6KD) 0.815
HSC_70 0.842 HSP_32_(HO) 0.815
Scl-70 0.832 Rubeola 0.803

Rubeola 0.810 Influenza_A 0.802

We have divided each of the four lists in Table S.4 into six sections: variables 1 and 2; 3
and 4; 5, 6, and 7; 8, 9, and 10; 11 and 12; and 13, 14, and 15.  For the three new two-
stage MPGICA-X-BECA’s in Table S.4, the variables are identical in each section; in
some sections the rankings of the variables are identical.  However, except for the first
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section, the memberships are not the same for the conventional method as for the new
method in any of the sections.  In fact, two variables (Hepatitis E orf2,3KD and ScI-70)
are dropped from the list of the new method and replaced by two others (HSP-32 and
Influenza A) in the list for the conventional method.

Table S.5.  Correlations of the ten variables most negatively correlated with the canonical
axis for both stepwise procedures for all four criteria.  These variables increase in the
direction of the control subjects.  These results are for RBM data for eight dialysis
patients and 19 control subjects tested for 161 proteins.
Protein, Ligand, or Antibody, etc Correl-

ation
Protein, Ligand, or Antibody, etc Correl-

ation
MPGICA-A-BECA MPGICA-B-BECA

Brain-Derived_Neurotrophic_Factor –0.814 Brain-Derived_Neurotrophic_Factor –0.816
Thrombopoietin –0.557 RANTES –0.545
RANTES –0.551 Thrombopoietin –0.544
von_Willebrand_Factor –0.496 von_Willebrand_Factor –0.499
ENA-78_ –0.465 IL-7 –0.447
IL-7 –0.464 ENA-78_ –0.442
MMP-9_ –0.396 IL-15 –0.377
IL-15 –0.377 MMP-9_ –0.376
GM-CSF_ –0.362 GM-CSF_ –0.365
Apolipoprotein_CIII_ –0.361 Apolipoprotein_CIII_ –0.355

MPGICA-C-BECA BW-BECA

Brain-Derived_Neurotrophic_Factor -0.812 Brain-Derived_Neurotrophic_Factor -0.798
RANTES -0.562 Thrombopoietin -0.551
Thrombopoietin -0.549 RANTES -0.546
von_Willebrand_Factor -0.505 von_Willebrand_Factor -0.499
ENA-78_ -0.479 ENA-78_ -0.471
IL-7 -0.471 IL-7 -0.465
MMP-9_ -0.388 IL-15 -0.379
IL-15 -0.376 MMP-9_ -0.374
GM-CSF_ -0.361 Apolipoprotein_CIII_ -0.358
Apolipoprotein_CIII_ -0.351 GM-CSF_ -0.358

Table S.6. Spearman rank correlations of the list of correlations of the variables with the
canonical axis for the new two-stage method using three different criteria for ranking and
the conventional BW-BECA with the BW ratio as a pre-filter.  These results are for the
dialysis data.
Procedure/Criterion MPGICA-A-BECA MPGICA-B-BECA MPGICA-C-BECA
MPGICA-B-BECA 0.999
MPGICA-C-BECA 0.999 0.999
BW-BECA 0.991 0.993 0.993
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Fig S.3. Boxplots of RBM dialysis data (161 proteins) canonical analyses. (a) MPGICA-B-
BECA. Criterion B: Absolute sensitivity.  Three proteins. (b) MPGICA-C-BECA. Criterion C:
Correlation.  Two proteins. (c) MPGICA only. No followup backward elimination. (d) BW-
BECA (conventional backward elimination with BW (Dudoit et al. 2002) ratio pre-filter.  Two
proteins.  See Table S.3 for the lists of proteins.
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Supplement Section XII.  Forward selection on the full set of variables with no MPGI
filter.

Consider the application of a pure forward selection procedure to the data for 161

variables in the dialysis study.  See Fig. S.4 for PFt(i).  At each step, we allow the
procedure to examine each of the variables remaining from the original set of 161, which
are not already included in the current set of variables.  We find that cutoff occurs at 23
variables out of a maximum possible number of variables that can be used of (N–h)=25.
The resulting separation of the groups is an unrealistically high overfit.  See boxplots in
Fig. S.5.  One solution to avoid this “capitalization on chance” is to use a Bonferroni
adjustment to the RHM test (Hawkins 1976) (Fig. S.6).  This adjustment reduces the
number of variables at cutoff to four.  See Fig. S.7 for new boxplot results.  We suggest
that the Bonferroni adjustment has substantially reduced the overfit, but has not
eliminated it. Because of the many variables to choose from, the Bonferroni-adjusted
FSCA can still exploit variation within the groups to construct linear combinations of
variables that reduce group width, leading to an apparent increase in group separation.
As shown in Table 2 in Kercher et al. (2004), the four variables used by the MPGICA-A-
BECA are all highly correlated with the canonical axis, and all have signal-to-noise ratios
greater than 1.54.  However, three of the four variables for the Bonferroni-adjusted FSCA
are weakly correlated with the axis and these three each have signal-to-noise ratios less
than 0.57.  These results suggest that in this instance more exploitation of random
fluctuations is occurring in the Bonferroni-adjusted FSCA than in the MPGICA-A-
BECA.
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Fig. S.4. Graph of the P-value implied by the Rao-Hawkins-McHenry statistic for forward
selection using all 161 RBM variables for the dialysis data of eight dialysis patients and 19
control subjects.  This test was originally devised for the number of variables being less than
the number of observations less the number of groups, i.e., p N h≤ −( )  for nominal test.  We
ignore this restriction and proceed formally.   Note cutoff is at 23 variables.
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Fig. S.5. Boxplots of the two groups (eight dialysis patients, 19 control subjects) using 161
proteins measured by RBM in forward selection canonical analysis.  We did not use the MPGI
canonical analysis as a filter.  Instead we relied solely on Rao-Hawkins-McHenry test to find
cutoff variable.  The resulting unrealistic overfit of the groups is due to “capitalization on
chance” by the forward selection algorithm, which selects variables whose linear combination
will reduce the size of the clusters in canonical space.
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Fig. S.6. Bonferonni-adjusted P-value for forward selection using all 161 variables with no
MPGI CA filter.  Note that the cutoff variable is now four rather than the 23 as shown in Fig.
S.4.  Analysis for dialysis study of eight dialysis patients and nineteen control subjects.
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Fig. S.7. Comparison of group separation from MPGICA-A-BECA to the group separation
from a pure forward selection CA using Bonferroni adjustment of the Rao-Hawkins-McHenry
test.  CA’s use RBM protein data from dialysis study.  In canonical units, the separation of the
two groups for MPGICA-A-BECA and Bonferroni-adjusted FSCA-only is 27 and 73,
respectively.
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Section XIII. Separation of primary and metastases tumors in canonical space.
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Fig. S.8. Plots of the P-value P iFt ( ) implied by the Rao-Hawkins-McHenry statistic for
rejecting the null hypothesis that the eliminated variable does not significantly improve
discrimination between the two groups: primary tumors and metastases.  These graphs are from
backward elimination canonical analysis following MPGICA where the variables were ranked
according to (a) criterion A: Sensitivity of Wilks ratio, (b) criterion B: Absolute sensitivity of
Wilks ratio,  and (c) criterion C: Correlation of the variable with the canonical axis.  (d)
Conventional BECA with univariate BW ratio pre-filter.  We select canonical analyses at 5, 11,
8, and 12 variables remaining for further examination.  Analysis of 128-gene data set derived
from Dataset A from Ramaswamy et al. (2003).
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Table S.7. Transformation vectors e1 (×10–2) for Bonferroni-adjusted cutoff B, unadjusted cutoff C,
and low-end variables L for MPGICA-A,B,C-BECA and BW-BECA (conventional).  Data consists
of 128 genes from Dataset A of Ramaswamy et al. (2003) for 64 primary tumors and 12 metastases.
Hu6800/HU35KsubA
 Accession

GenBank
Accession

B e1

terms
C e1

terms
L e1

terms
MPGICA-A-BECA : Sensitivity of Wilks ratio

RC_AA460436_at RC_AA460436_at 1.345 0.963 N.A.
U65410_at U65410_at 4.220 4.599 N.A.
Z74615_at Z74615_at 0.030 0.020 N.A.
K03515_at K03515_at 0.052 N.A.
AA412620_s_at AA412620_s_at 0.371 N.A.

MPGICA-B-BECA: Absolute sensitivity of Wilks ratio
X82494_at X82494 0.756 0.756 1.209

RC_AA195031_at AA195031 0.198 0.198 0.222

Z14244_at Z14244 0.162 0.162 0.169

RC_AA608850_at AA608850 0.159

RC_AA449951_at AA449951 –0.318

RC_AA400410_at AA400410 0.347

RC_AA100089_at AA100089 –0.226

Z74616_s_at Z74616 –0.046

RC_AA037386_s_at AA037386 –0.177

RC_AA412059_at AA412059 0.364

X85372_at X85372 0.393
MPGICA-C-BECA: Correlation with canonical axis

X82494_at X82494 0.917 0.802 0.708

RC_AA460436_at AA460436 1.515 1.481 1.475

U65410_at U65410 2.750 5.652

RC_AA449951_at AA449951 -0.304

L37747_s_at L37747 1.174

RC_AA428024_at AA428024 0.187

RC_AA037386_s_at AA037386 -0.144

AA486831_s_at AA486831 0.126
BW-BECA (conventional)

S80437_s_at S80437 0.075 0.067 0.103

U65410_at U65410 4.902 4.621 8.642

K03515_at K03515 0.081 0.079 0.078

D89377_i_at D89377 0.749 0.605

RC_AA009596_at AA009596 0.431

AA093131_at AA093131 –0.237

AA486831_s_at AA486831 0.200

RC_AA449951_at AA449951 –0.408

L37747_s_at L37747 1.521

J02783_at J02783 –0.028

AA096094_s_at AA096094 0.047

RC_AA037386_s_at AA037386 –0.148
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Table S.8. The fifteen genes with highest positive correlations and the ten genes with the
highest negative correlations with the canonical axis for the 128-gene primary/metastases
data set of Ramaswamy et al. 2003.  J03464 increases in the direction of metastases.  The
correlation values were averaged over all criteria. These correlations were averaged over
the five-gene, eleven-gene, and eight-gene CA’s for criterion A, B, and C, respectively,
listed in Table S.7.
GenBank ID Positive

Correlation

GenBank ID Negative

Correlation

J03464 0.632

AA400410 0.626 HG4660-HT5073 -0.263

AA460436 0.624 M83664 -0.268

X82494 0.608 M26061 -0.271

AA195031 0.592 U45974 -0.272

AA252812 0.589 U45448 -0.285

AA025213 0.568 M27830 -0.287

AA428024 0.563 S67156 -0.296

U75285 0.563 S72043 -0.298

AA236972 0.551 D43968 -0.312

Z74616 0.548 X66141 -0.334

AA449951 0.543

HG4264-HT4534 0.541

X85372 0.541

AA609674 0.540
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(d)

Fig. S.9. Boxplots of metastases and primary tumors following backward elimination. (a)
MPGICA-A-BECA, Bonferroni-adjusted cutoff at three genes. (b) MPGICA-C-BECA,
Bonferroni-adjusted cutoff at two genes. (c) BW-BECA, Bonferroni-adjusted cutoff at three
genes. (d) MPGICA-A-BECA, unadjusted cutoff at five genes.  Data from Ramaswamy et al.
(2003) for 128 genes from their dataset A for 64 primary tumors and 12 metastases.
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Fig. S.9 (continued). (e) MPGICA-C-BECA, unadjusted cutoff at three genes. (f) BW-BECA,
unadjusted cutoff at four genes. (g) MPGICA-C-BECA, eight genes (low-end). (h) BW-BECA,
twelve genes (low-end).
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Section XIV. Lung data. Signatures for groups classified by clustering
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Fig. S.10.  Significance of Rao-Hawkins-McHenry test (PFt(i) plotted against i.  We plot the P-
value if we reject the null hypothesis that the coefficient of the eliminated variable is zero.
These graphs are for the 169-gene, two-group case of primary lung tumors classified as either
Cluster 0 or Cluster 1.  These classifications result from clustering procedures.  Data for
canonical analyses are from Ramaswamy et al. (2003) Dataset B. (a) MPGICA-A-BECA. (b)
BW-BECA.
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Table S.9. Gene lists for canonical analyses, which separated the lung primary data into
the two clusters specified by the 17-gene signature of Ramaswamy et al. 2003.  The nine-
gene list on the left is from MPGICA-A-BECA and the eleven-gene list on the right is
from BW-BECA (conventional) with significance of eliminated variable at 0.05 and 0.15,
respectively.

MPGICA-A-BECA BW-BECA
Affymetrix

U95A
Accession

ID

GenBank
ID

Coefficients

of e1
Affymetrix U95A

Accession ID
GenBank

ID
Coeffiecients

of e1

40412_at AA430032 0.011362 41403_at X85372 0.0132239

32229_at AA608850 0.017517 32229_at AA608850 0.0186209

38216_at L40411 –0.046079 35138_at AA279205 –0.0387291

39122_at K03515 0.001449 38841_at AA609674 0.0165823

38429_at S80437 –0.001142 40825_at AA448655 –0.0078906

32847_at U48959 –0.007683 38654_at AA412059 0.0229312

38095_i_at M83664 –0.000688 40872_at AC002115 0.0010463

691_g_at J02783 –0.001306 AFFX_HUMRGE_M10098_M_at M10098 0.0232126

35710_s_at U95006 0.010342 41349_at L43964 –0.0203426

32825_at Y10807 –0.0040433

33433_at AA037386 0.0069268
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ABSTRACT

Canonical analysis (CA) discriminates observations classified into groups or

clusters.  However, gene- and protein-expression datasets often have such large numbers

of variables that the canonical equation is not directly soluble, and conventional stepwise

procedures are prone to overfit.  We propose a new method of CA for data classified into

two or more groups for which the number of variables (plus the number of groups)

exceeds the number of observations.  First, we find the least-squares solution to the

canonical equation by solving it exactly in the subspace given by the range of the within-

group variance matrix, which we refer to as the subspace canonical analysis (SCA).  We

rank the variables based on the results of the SCA using one of seven different criteria,

defined by sensitivities and correlations.  We then use the highest ranked variables as

input to a backward elimination CA (BECA).  In an example using TOF-SIMS protein

data, the misclassification rates for the seven criteria ranged from nine percent to 32

percent, which compare favorably to the 54 percent for the conventional BECA with a

univariate filter.  In this example, we also show that a test in the stepwise procedure could

distinguish faulty data from real data.  In a second example of micro-array measurements

of gene expression for two tumor types, primary and metastases, we find that the new

method outperforms the conventional method in class prediction for four of the six

ranking criteria.  Analyzing this data as seven groups (the metastases group and six

groups of primary tumors classified by origin), the metastases and up to three of the six

primary types, depending on the criterion, can be simultaneously discriminated.
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INTRODUCTION

Kercher et al. (2004) developed a new two-stage method of canonical analysis

(CA, Seal 1964) for the discrimination of two groups when p>(N–h), which is common in

gene- and protein-expression data sets, where p, h, and N are the number of variables

(features), groups, and observations, respectively.  We shall refer to their method as the

two-group procedure.  Canonical analysis is known under various names including

canonical variate analysis (Krzanowski 2000) and discriminant coordinates (Seber 1984).

When CA is applied to two groups it is also known as Fisher's linear discriminant

analysis (FLDA).  The two-group procedure was designed to reduce "overfit".  In this

paper we generalize the two-group procedure to an arbitrary number of groups and

consider the important problems of class prediction, overfit, and signal detection in class

discrimination.

The overfit problem. With the advent of modern analytical techniques, the number

of measured variables in gene- or protein-expression experiments can range from tens to

hundreds to thousands depending on the technology employed and the design of the

experiment.  Often the number of measured variables exceeds the number of observations

that can be made with limited resources.  Simon (2003), Simon et al. (2003), Dudoit et al.

(2002), Radmacher et al. (2002), Nguyen and Rocke (2002), and Ambroise and

MacLachlan (2002) point out that when p is greater than (N–h), it typically leads to

overfit for discrimination techniques.  Overfit is a type of "capitalization on chance" (e.g.,

Harris 2001), in which a multivariate procedure exploits random fluctuations in a set of

hundreds or thousands of variables to concoct a solution with apparently good

discrimination, but which is unreliable outside the original data set.



8/27/04  1:57 PM

3

The multiple-group problem.  While gene- and protein-expression experiments

frequently involve just two groups (e.g., malignant group/ benign group,

treatment/control, etc), they can often involve more than two groups.  For example a two-

by-two factorial design has four groups; in drug studies there can be many treatment-dose

levels; many types of tissue could be sampled in pathology studies; patients could be

categorized by types or severity of infections in immunological studies, etc.

Class prediction problem and CA. An important problem in gene- and protein-

expression studies is to predict group membership of an unknown observation given a

data set of observations with known group membership.  Typically one constructs a

discrimination function based on the data of known memberships (training set) and uses

this function to assign membership to unknown observations (test set).  Dudoit et al.

(2002) review several methods of discrimination for application to gene-expression

studies.  CA is a multivariate, supervised method for grouped data that maps observations

with a large number of variables to a new space, usually of far fewer dimensions, in

which the groups are optimally separated.  The CA specifies which variables are

important in discriminating between the groups and the significance of the separation of

the groups.  One can then classify unknown samples using the CA mappings.

The two-group procedure and its generalization to multiple groups.  In the

standard CA (Seal 1964, Krzanowski 2000), the number of variables p is less than or

equal to (N–h), W is nonsingular and W–1 exists where W is the within group sum-of-

squares-and-cross-products (SSCP) matrix in the canonical equation.  In this paper, we

shall assume p>(N–h), W is singular, and W–1 does not exist.  The standard methods of

CA depend on the nonsingularity of W.  However, the two-group procedure of Kercher et
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al. (2004) analyzes the canonical equation for singular W.  In the first stage of the two-

group method, they convert the canonical (eigenvalue) equation to a linear system, which

is possible in the two-group problem because of its special nature.  They then find the

minimal least squares solution using the Moore-Penrose generalized inverse (MPGI).

The two-group procedure selects the (N–h) most important variables in the MPGI

solution, and uses this shorter list as input to the second stage, which is a stepwise FLDA,

either a forward selection (FS) or a BE algorithm.

Here we generalize the two-group procedure to apply to any number of groups,

i.e., two or more.  In the first stage, we find the least-squares solution to the canonical

equation.  This reduces to solving an eigenvalue problem exactly in the subspace defined

by the range of W, which we refer to as the subspace canonical analysis (SCA). We use

the SCA solution to rank the variables in importance.  We truncate the list for input to the

second stage, which is the stepwise CA as in the two-group procedure.  In the

Supplement Section I, we show that, for the case of two groups, the SCA solution is

identical to the MPGI solution.

Contrast between the conventional method and the new method.  In a

conventional two-stage method for p>(N–h), the first stage sorts the variable list with a

univariate statistic such as the BW ratio of Dudoit et al. (2002).  The variable list is

truncated and then used as input to the discriminant procedure.  In contrast, the method

proposed here sorts the variables based on the results of the multivariate SCA, which take

into account the inherent multivariate correlations among the variables.  We propose

seven different criteria to rank each variable’s contribution to the SCA result.
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Goals. In this paper we describe the SCA procedure and the new two-stage

method.  We apply it to two example data sets: one of protein data (four groups) and the

other gene-expression data (two groups and seven groups).  In both cases we shall apply

the new method to class prediction and compare results to a conventional two-stage

method.  We also describe four new ranking criteria in addition to the three that were

used in the two-group procedure.

EXPERIMENTAL SYSTEMS AND METHODS

Mass spectrometry measurements of fragments of pure proteins.  The ability to

identify the constituents of intracellular components would have far reaching implications

on the study of cellular structure and function.  As a step towards this goal, Quong et al.

(2004) have investigated the use of Time-of-Flight, Secondary-Ion-Mass-Spectrometry

(TOF-SIMS) to find signatures for specific proteins.  Their data consists of four groups of

30, 30, 30, and 29 TOF-SIMS measurements on pure samples of cytochrome, insulin,

lysozyme, and myoglobin, respectively, using a PHI THRIFT III instrument.  We use

mass-to-charge (M/Z) ratios 50 to 400 amu/(positive electric charge).  The M/Z values

from 0 to 49 and from 401 to 1000 were discarded.

Microarray gene expression data of primary and metastatic tumors.  Ramaswamy

et al. (2003) have analyzed data of primary tumors and metastases to study differences in

their genetic expression.  First, they found the 128 genes with the highest signal-to-noise

ratio (Sx) between primary and metastatic tumors in Dataset A, which is Affymetrix

Hu6800/Hu35KsubA-microarray data for 64 primary and 12 metastatic tumors from six

different sites of origin (breast, lung, colorectal, prostate, uterus, and ovary).  They

investigated discrimination of primary tumors in other data sets using these 128 genes.
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We will analyze the 128-gene data set for two groups, i.e., the 64 primary and 12

metastatic tumors.  Using the transformation to canonical space found by the SCA-

BECA, we will make class predictions for the primary lung tumors from their Dataset B

and present the error rate.  We will also analyze the 128-gene data set of the 64 primary

and 12 metastatic tumors as a seven-group problem by dividing the primary tumors into

six groups based on their site of origin.  Finally we will analyze the data set of lung

primary tumors divided into the two groups: recurring and non-recurring.

ALGORITHM

The Canonical Aquation

In CA, one assumes that the random variables are independent and identically

distributed with a multivariate-normal distribution.  See Suppl. Sec. I for a brief review of

definitions and notation to be used.  The transformation to the canonical space y for the

p-vector of the ith observation xs
i  is given by

y E xTi
s
i= . (1)

where superscript T indicates the transpose.  Let ei be the ith column vector of E.  Then

the canonical equation is given by

B W e−( ) =λ i
i 0, (2)

where B is the between group SSCP.  The transformations are subject to the

normalization equations

 e WeTi i N h−( ) =1 (3)

Note that only (h–1) of the λi are nonzero.  Transforming either xs
i  or x xs s

i −( ) to the new

space by eq. 1 produces either absolute or relative (grand-mean centered at 0) scales,
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respectively, where xs is the p-vector sample grand mean.  The latter is more convenient

for exposition purposes; the former is more convenient to extrapolate to other data sets.

In this paper we assume that p>(N–h).  In which case, the p×p matrix W is

singular, i.e., the rank r of W is bounded by r N h≤ −( ) , and almost always, r=(N–h).

Subspace Analysis of the Canonical Equation for p>(n–h)

We first find the spectral decomposition of the symmetric matrix W, V WVT = ∆∆ .

The matrix V is nonsingular and orthogonal; and ∆∆∆∆ is the diagonal eigenvalue matrix of

W where ∆ii≥∆jj if i<j.  Define the r×r matrix ∆∆∆∆W such that (∆∆∆∆W)ij=(∆∆∆∆)ij for i,j≤r.  We

define RW W= −∆∆ 1 .  The p×p matrix R has elements (R)ij=(RW)ij for i,j≤r and (R)ij=0

otherwise; R is the MPGI of ∆∆∆∆.

Either the range of B lies entirely in the null space of W, ℜ B( ) ∩ ℜ W( ) = ∅ , or

the range of B lies, at least partially, in the range of W, ℜ B( ) ∩ ℜ W( )≠ ∅ .  We shall

assume the latter in this paper.  The point Bei lies in the range of B and the point λiWei

lies in the range of W.  Under the assumption ℜ B( ) ∩ ℜ W( )≠ ∅ , we can project the

point Bei orthogonally onto the range of W and set the projected point equal to λiWei.

Note that ei is then the least squares solution to eq. 2 because the sum of the squared

residuals is the squared Euclidian distance between Bei and λiWei, which is minimized

for this ei.  Thus, eq. 2 becomes

WW +Bei = λ iWei (4)
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where WW+ is the orthogonal projection operator onto the range of W (e.g., Schott 1977

p. 173) and W+ is the MPGI of W.  Because W is symmetric, W + = VRV T  (e.g., Schott

1997 p. 177).  Eq. 4 equates two vectors in the r-dimensional space of the range of W.

The bottom (p–r) rows of eq. 4 are identically 0 on both sides of the equation.  Thus, eq.

3 and eq. 4 together contain (p+1) unknowns and (r+1) equations for a vector ei and

scalar λi.  The system is underdetermined with (p–r) indeterminate unknowns.  The

normalization equation is of the form

eiTWei = eiTVV TWVV Tei = f iT∆f i = f r
iT∆Wf r

i = N − h (5)

where f r
i  is the first r components of the vector fi, which is defined as

f i = VTei , (6)

Also, define the vector f I
i  as the last (p–r) components of fi, i.e., f f fT

r
T

I
Ti i i= ( ), .  Eq. 5

indicates that the normalization equation only fixes the length of fr  with r components

and not fI  with (p–r) components.  The projection of ei onto the range and null space of

W is given by e WW e V fs r r
i i i= =+  and by e I WW e V fI I I

i i i= −( ) =+ , respectively, where

the p×r matrix Vr  and the p×(p–r) matrix VI  are the first r and the last (p–r) columns of

V, respectively.  Furthermore, fI  appears on the left side only of the first r rows of eq. 4,

but fr  appears on both sides.  The component of ei in the null space of W, eI
i , is

indeterminate.  If we transform eqs. 4 through 6 using y f fT
W r

T

I
Ti i= [ ]( )∆∆1 2 , then
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y f 0W
T

W W

T Ti i= [ ]( )∆∆1 2  is the minimal solution to the resulting canonical equation where

fW
i  is the exact solution to

R V BV f fW r
T

r W W
i

i
i= λ . (7)

So we restrict our solution to the projection of ei onto the range of W, i.e.,

e WW e V Rfs
i i i= =+ ∆∆  or e f V f 0 Vs

T T T T Ti i
W
i= =( ), .  We see that fW

i  is normalized by

eq.5.  The eigenvalue equation, eq. 7, has (h–1) nonzero eigenvalues λi and (r–h+1) zero

eigenvalues.  After finding fi, ei is reconstituted using eq. 6.  The (h–1) solutions of

interest, ei, are all least squares solutions to eq. 2 and all lie in the range of W.  In Suppl.

Sec. II, we prove that if the range of B is a subset of the range of W, then the solutions of

eq. 7 are exact solutions to eq. 2, the canonical equation.  We also show that the residual

vectors of eq. 2 all lie in the null space of W, and simplify eq. 7 for computation.

Statistical inference in the subspace method. The whole machinery of statistical

inference may be applied to the subspace canonical analysis.  See Suppl. Sec. III.

Statistical inference in the stepwise methods.  See Suppl. Sec. III for

implementations of the inference tests in the stepwise method, including definitions of P-

values associated with the tests, such as P iχ 2 ( )  for the significance of the eigenvectors

and PFW(i) for Wilks Λ for i variables remaining.  We use the test of Rao (1970),

Hawkins (1976), and McHenry (1978), which gives P-value P iFt ( ) in rejecting the

hypothesis that the ith eliminated variable does not significantly improve Wilks Λ.  At

each step in the BECA, we eliminate the least significant variable.  Rao originally
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developed this test for two groups; Hawkins and McHenry extended it to multiple groups.

Hawkins (1976) recommended Bonferroni adjustments be applied to P iFt ( ).

Implementation of the SCA-BECA Algorithm and Ranking Results of the Subspace

Canonical Analysis for Stepwise Algorithms

The SCA finds the least squares solution to the canonical equation.  These

solutions almost always have all p coefficients of ei be nonzero.  However, the removal

of most of the variables either does not materially change the solution or improves

discrimination.  Because the SCA solutions are the best solutions in the sense of least

squares, our goal is to remove those variables contributing least to the SCA solution.

Hence, we rank each variable by its contribution to the SCA solution, and then truncate

the resulting list at the maximum number of variables for which the standard CA applies,

namely (N–h).  Then this shortened list of variables is input for a stepwise CA, either

forward selection (FSCA) or backward elimination (BECA), which produces a final

variable list and associated CA.

We designate the new procedure as SCA-X-BECA where X refers to one of seven

different ranking criteria, which decides the importance of each variable to the SCA.

Criteria 1, 5, and 6, listed below, were used in the two-group procedure.  We introduce

the other four criteria here.  Implementation methods of the SCA-BECA algorithm and

details of the criteria are in Suppl. Sec. IV.

Criterion 1: Sensitivity of the Wilks ratio as the between-group SSCP responds to

changes in coefficients. This was designated as Criterion A in the two-group procedure.

Criterion 2: Eigenvector coefficient size.  Krzanowski (2000) has suggested that

the size of the coefficients in the eigenvector e, modified with the proper weighting to
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correct for the normalization equation, can be used to determine the importance of each

variable.  Quong et al (2004) use the squares of the coefficients to weight the relative

contribution of each original variable to the canonical variable.  We combine the two

notions to construct a ranking score for each variable in our second criterion.

Criterion 3: Probability of coefficients (Significance of eliminated variable) and

probability of Wilks ratio.  The probability of significance of variable k is based on the

coefficients of Vr , PFW(i–1) for the (i–1) variable set of the BE procedure, and PFt(i) for

the significance of the variable i .  Here we assume that the probability for the ith variable

is conditioned on the probability of significance of the (i–1)th set of variables.

Criterion 4: Cumulative probability of coefficients.  This is similar to Criterion 3,

except that we replace PFW(i–1) by the cumulative probability for (i–2) times PFt(i–1).

Criterion 5: Absolute sensitivity.  We sort on Γ i  in this criterion, which is related

to Criterion 1.  This was referred to as Criterion B in the two-group procedure.

Criterion 6: Maximum correlation. For this criterion and the next, we assume that

the correlation of the original variable with the significant canonical axes produced by the

subspace CA determines its importance.  In Criterion 6, we set a significance limit of α.

If the canonical axis has P
χ 2 i( ) < α , then it is included.  The correlation of variable k is

found for each of these significant axes and the maximum correlation is used.

Criterion 7: Total correlation.  This ranking criterion differs from Criterion 6

only in that we use the correlation summed across all the canonical axes weighted by the

estimated probability for that axis.  Note that for the case of two groups, Criterion 6 and
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Criterion 7 are identical.  These two criteria were referred to as Criterion C in the two-

group procedure.

Conventional two-stage canonical analysis.  The first stage of the conventional

two-stage CA is a univariate ranking and truncation algorithm.  After sorting the

variables on the univariate BW ratio of Dudoit et al. (2002) in descending order, we

select the first (N–h) variables for input to the second stage, which is a BECA.  See

Suppl. Sec. IV.

RESULTS AND ANALYSIS

Mass Spectrometry Measurements of Fragments of Four Pure Proteins.

Parameters for canonical analysis.  In this exercise, the number of measurements

is N=119, the number of groups is h=4, the number of variables is p=351, and the size of

the groups are n1=n2=n3=30 and n4=29.

Safeguards against analyzing noise.  The CA algorithms are very effective in

discriminating groups, especially when many variables are available from which the

algorithms may select.  Thus, one might question whether or not groups are being

artificially discriminated in data, which is essentially noise.  We investigate this problem

using the TOF-SIMS protein data.  In Fig. 1a, we show the positions in canonical space

resulting from the SCA of the four types of proteins.  Canonical space axes, defined by

eq. 1, are ordered by the size of the corresponding eigenvalues.  Canonical axis 1

separates myoglobin at one extreme and cytochrome at the other.  Insulin and lysozyme

are not distinguished on axis 1.  On canonical axis 2, insulin, lysozyme, myoglobin, and

cytochrome lie along a gradient at relatively evenly spaced intervals.
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Using this data, we make four artificial random groups.  Group 1, group 2, group

3, and group 4 consists of observations of cytochrome, insulin, lysozyme, and myoglobin

in the ratios of eight, eight, seven, seven; seven, seven, eight , eight; eight, seven, eight ,

seven; and seven, eight, seven, and seven, respectively.  In Fig. 1b, we show the positions

from the SCA of the random groups drawn on the same scale as Fig. 1a.  The random

groups are very tightly bunched together compared to the actual groups.  This is a very

encouraging result.  However if we plot the random groups at a finer scale of resolution,

as shown in Fig 1c, then a casual observer, not knowing that the groups were artificially

generated, might think Fig. 1c indicates that random group 2 and random group 4 are

separated on canonical axis 1 due to some real phenomenon.  We suggest there is a

safeguard to prevent one from drawing such a conclusion.  In Fig. 2 we show the P-value

P iFt ( )for rejecting the null hypothesis that the eliminated variable has not significantly

improved Wilks Λ, i.e., the test due to Rao (1970), Hawkins (1976), and McHenry

(1978).  In Figs. 2a and 2b we show this P-value for SCA-1-BECA for the original data

groups and for the randomized groups, respectively; in Figs. 2c and 2d, for the

conventional method, BW-BECA.  In the original data case, we find very high

significance (very low P-values) for about the first 20 or so variables, unlike the random

group case in which we find large values (and large fluctuations) of the P-value PFt(i)

even for very small numbers of remaining variables.  Similar results were obtained for all

criteria as shown in Suppl. Sec. V.  In Fig. 2a, note that, as variables are eliminated,

eventually there is an i such that P iFt ( ) <α  where α is some pre-chosen critical value and

for which P jFt ( ) <α  for all j<i.  We use α=0.05.  We refer to i as the cutoff variable.  We
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also refer to low-end variables as those remaining variables k for which P kFt ( ) <α  and k

just above i, i.e., k within about ten units or so of i.

The canonical spaces.  We show the position of the observations in the first two

dimensions in canonical space produced by the ranking from Criteria 1 (Sensitivity of

Wilks Λ) in Figs. 3a, 3b, 3c, and 3d for three, six, nine, and twelve fragments,

respectively, used in the CA.  Twelve variables is the Bonferroni-adjusted cutoff variable

for SCA-1-BECA for this data.  The average Bonferroni-adjusted cutoff for all criteria is

fourteen variables.  As fragments are added to the CA, the separation of the groups

increases in canonical space.  In Suppl. Sec. VI we show similar results when using

Criteria 6 (Maximum correlation) for ranking.  The plots for SCA-1-BECA are generally

similar to those for SCA-6-BECA, but they differ in some details.  For example, SCA-1-

BECA separates the insulin cluster from the lysozyme better than SCA-6-BECA.

A superficial examination of the variables used to construct the spaces for the

seven criteria suggests that differences between the spaces are pronounced (Suppl. Sec.

VII).  However if one examines the correlations of each measured variable with the

canonical axes, one finds that the canonical spaces produced by the different criteria are

remarkably similar (Suppl. Sec. VIII).  Based on the rank correlations of variables with

canonical axes, we conclude that Criteria 1 and 2 tend to produce spaces most similar to

the other spaces; followed by Criteria 4 and 6; then by Criteria 3 and 5 and BW-BECA;

and finally by Criterion 7 (Suppl. Sec. IX).  This result is the same for both axes.  Many

variables (i.e., 307, 331, 223, 315, 399, 398, and 355 M/Z), which are not used to

generate the axes, have higher correlations with the axes than the variables in the ei.
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In another test, we examine the 14-fragment CA for each of the seven criteria and

the conventional BW-BECA and compare the number of variables unique to that CA, i.e.,

not shared with any of the 14-fragment CA's of the other criteria (Suppl. Sec. X).  We

find that Criteria 1 and 2 produce lists of fragments that are most like the other lists,

followed by Criteria 3 and 4, Criteria 5 and 6, Criterion 7, and BW-BECA.

Class prediction in TOF-SIMS protein data. Four months after the initial TOF-

SIMS experiment, which produced the training-set data shown in Fig. 1a and Fig. 3, we

conducted another TOF-SIMS experiment to produce an additional data set (test set).

The test set had 20 observations (spectra) each for cytochrome, lysozyme, and insulin and

18 observations for myoglobin.  We assigned group membership for the 78 test-set

observations using the ei’s found with the training set.  For multivariate, identically

normally-distributed data, this assignment algorithm is equivalent to multivariate

discrimination analysis using the Mahalanobis distance.  We show the results of this class

prediction in Table 1 along with the Wilks Λ statistics for class discrimination for

Bonferroni-adjusted cutoff CA's. Criteria 1, 2 and 4 had a relatively low number of

misclassifications.  The conventional BECA had the most, with over a 50% error rate.

The conventional method also produced the worst Wilks ratio at Bonferroni-adjusted

cutoff.   Criterion 4 had the best Wilks ratio and the second best P-value for the Wilks

ratio test.  The criterion that achieved the best classification error rate with the lowest

number of variables used was Criterion 1: (Sensitivity of Wilks ratio).  We show the

actual mappings to canonical space for both the training set and test set for SCA-1-

BECA, SCA-2-BECA, SCA-4-BECA, and BW-BECA (conventional) in Figs. 4a, 4b, 4c,

and 4d, respectively.  The other four CA’s of Table 1 are shown in Suppl. Sec. XI.  We
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suggest that to construct a robust predictor, one should use a variety of runs over a wide

range of experimental conditions that cover the status of the reagents and the use of the

instruments. We also suggest that, despite the evident scatter in the test set, the method

itself shows good promise for producing reliable predictions of class membership.

 Microarray Gene Expression Data of Primary and Metastatic Tumors.

Class prediction by SCA/BECA for two groups.  We test class prediction by the

SCA-X-BECA method for micro-array data of primary tumors and metastases.  We

analyze the data set of Ramaswamy et al. (2003) comprising 128 genes from their Dataset

A with highest signal-to-noise ratios for the two groups of 64 primary tumors and 12

metastases.  In Table 2, we show the class predictions of the e1 mapping from the CA’s

of the 128-gene data set applied to the lung data set.  The lung data set (Dataset B)

consists of the gene expression on the Affymetrix U95A microarray for 62 primary lung

tumors: 31 recurring and 31 non-recurring.  Table 2 indicates that, for the Bonferroni-

adjusted cutoff, Criteria 1, 2, 4, 5, and 6 provide excellent class prediction and are

superior to the conventional BW-BECA.  The class predictions of Criteria 1, 4, 5, and 6

either meet or exceed those for the conventional method (BW-BECA) for cutoff and low-

end variables.  Both SCA-3-BECA and BW-BECA are inferior to the other criteria.  The

performance of Criterion 2 is very sensitive in this instance to the number of variables.

In Figs. 5 and 6 we show the boxplots for the training set and test set data for SCA-X-

BECA for Criteria 2, 4, and 5 and for the BW-BECA for the Bonferroni-adjusted cutoff

and low-end CA’s, respectively.  Figures for additional criteria are in Suppl. Sec. XII.

On closer examination, we find that the gene AA010619 dominates the results for the

lung primary tumor in Fig. 6a.  The expression values for this gene were different by an
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order of magnitude between the primary tumor data of the 128-gene data set and the lung

primary tumor data.  This change was coupled with a large coefficient in e1 for this gene

to produce a large effect along the canonical axis.  Criterion 2 was the only criterion for

which this gene appears in the variable list used in the CA’s of Table 2.  In Suppl. Sec.

XIII we give the transformations for the CA’s listed in Table 2.

Canonical axis for two groups.  We characterize the canonical axis by the

variables that are highly correlated with it.  In the Suppl. Sec. XIV, we give the 10 and 15

genes with the highest positive and negative correlation, respectively, with the canonical

axis for each of the criteria.  The same genes tend to show up on all or most of the lists

and in similar positions.  We found a similar result for the protein example

Effect of increasing variable count on predictability.  Kercher et al. (2004) found

for two groups that increasing the variable count within the same criterion usually

improves the group separation-group size ratio.  But as others point out (e.g., Dudoit et al.

2002), predictability is not stable under increases in the variable count.  In all cases,

which we have investigated to date, as we increase the number of variables beyond the

low-end region, predictability degrades.  We show examples in Suppl. Sec. XV.

Analysis of multiple groups: Seven groups. As an exploratory exercise, we

analyze the 128-gene data set for separation between the different types of primary

tumors and metastatic tumors.  Recall that the genes were selected on the basis of the

highest signal-to-noise ratios Sx separating metastases from primary tumors.  Here our

narrow goal is to see if the genes that best discriminate primary tumors from metastases

also discriminate between primary types.  In Fig. 7 we show the result of the subspace

CA.  Breast and lung tumors are not distinguishable in this CA.  Prostatic tumors and
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metastases are distinctly isolated from other groups.  The remaining groups are in varying

degrees of isolation and overlap.  When we use low-end or cutoff CA’s from the SCA-X-

BECA, we often find that lung tumors and breast tumors are in proximity or co-located

on the first canonical axis; the metastases and either the prostatic or uterine tumors are

isolated.  In Suppl. Sec. XVI we show P iFt ( ) from the test of Rao (1970), Hawkins

(1976), and McHenry (1978) against the number of remaining variables i, an example of

the tests for group separation on canonical axes, and tests of significance of eigenvalues

and eigenvectors in a BE case.

Lung data. Differences in two groups defined by recurrent/non-recurrent tumors.

The 169-gene lung tumor dataset of Ramaswamy et al. (2003) is composed of two groups

of 31 patients each; those with non-recurring and those with recurring tumors.  In Suppl.

Sec. XVII we show the results for a nine-gene and 18-gene CA from SCA-5-BECA.

While these results are suggestive, we are reluctant to accept them as indicative of a

signature for recurring/non-recurring tumors.  The graphs of P iFt ( ) as a function of i

(Suppl. Sec. XVII) show a similarity to Fig. 2b and Fig. 2d, which are known to be for

random groups.  The graph of PFt(i) for Criterion 5 is the one most suggestive of a real

effect.  If a true gene-expression difference exists between the recurring and non-

recurring cases, it may be that the appropriate gene-expressions are not included in the

data set.  One possible approach to explore this is to filter Data set B on the signal-to-

noise ratio for the recurring/non-recurring groups and investigate those genes.  This

exercise is beyond the scope of this paper.  These results are shown as an example in

which the methods in this paper may indicate that further analysis is required before one

accepts a signature.
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DISCUSSION

Use of the canonical analysis.  When using a standard CA (nonsingular W), one

usually wants to know how many significant dimensions are there in the new space;

which groups are significantly separated in the new space; whether the groups are purely

random; and what the biological or physical meanings of the axes are.  To help answer

these questions, it is pertinent to know what genes or proteins were used to generate the

new space, and which genes or proteins are important.  We have outlined a set of tests

and procedures to answer these questions.  Other important questions include whether the

results are reproducible; whether similar data sets produce similar spaces; and whether

the results are predictive.  The answers to these questions may require additional data to

test and compare results.  In the applications shown above, we have suggested possible

approaches to these questions and show how they can work in various circumstances.

In the nonstandard (singular W) CA, subset selection from the extensive list of

available variables, which avoids overfit, is a central problem.  We suggest that the

method proposed here is a promising approach for variable selection in the discrimination

and class prediction of gene- and protein-expression data.  We can either regard the SCA

as a filter for the input to the BECA or view the BECA as a refinement of the SCA.  In

either case, the SCA is the best solution in the sense of least-squares, and sorting on the

results of the SCA takes into account the multivariate correlations among the variables,

unlike the conventional BW-BECA, which just sorts on the univariate statistic BW.

Inferred properties of the canonical spaces; randomness and predictability. We

can draw some general inferences from the analyses shown here, subject to further

confirmation.  First, we suggest that if the Rao-Hawkins-McHenry test for significance of
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the eliminated variable is such that extremely low P-values are observed with few

remaining variables, then this is an indication that the grouped data is analyzable with the

variables measured in the data set.  Second, the BE procedure following the subspace CA

produces similar canonical spaces at the cutoff or low-end variables for all ranking

criteria.  Third, the use of Bonferroni-adjusted cutoff variables is protection for overfit.

Using cutoff or low-end variables is frequently safe, but more risk is entailed than with

Bonferroni-adjusted cutoff CA’s.  The SCA-X-BECA results for class prediction for

Criteria 1, 4, 5, and 6 are superior to those for the conventional BW-BECA.  For the

Bonferroni-adjusted cutoff CA, we find that SCA-2-BECA is also superior to the

conventional BW-BECA.  Criterion 2 is suspect for CA’s beyond the Bonferroni-adjusted

cutoff.  Criteria 3 and 7 are not satisfactory.  We suggest these results are obtained

because the SCA is the least squares solution to the canonical equation.

Remarks on the examples.  The two data sets are very different in their properties.

The groups in the data set of pure proteins produced by TOF-SIMS are well resolved

with fewer variables than the groups in the gene data.  We find it interesting that so few

protein fragments can so decisively separate the four types.  The new two-stage SCA-

BECA method proposed here shows promise for constructing discrimination functions to

classify protein samples.

The primary lung tumors are well predicted to be primary tumors.  The variables

in the 128-gene data set are insufficient to discriminate all seven groups of tumors

simultaneously if we group the primary tumors by sites of origin.  The metastases group

is discriminated and usually one or two of the primary types, but not all six primary types

simultaneously.  The Rao-Hawkins-McHenry test in the BE procedure indicates that
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further analysis of the two groups of lung tumors, designated as recurrent or non-

recurrent, is required.

Further work.  There are many problems attendant to the study of CA of gene-

and protein-expression data beyond the scope of the effort reported here that should be

examined.  For example, an area of considerable importance is the application of CA or a

similar procedure to repeated measurements.  This experimental design is quite common

when following the course of a disease.  Additional work must be done to apply CA

techniques to this design.

In the context of the examples discussed here much further work could be done.

For the protein case, testing on actual cell components should be a very interesting set of

exercises.  In the gene-data set example, Ramaswamy et al. (2003) had additional data

sets that could be investigated by the SCA-stepwise procedure for a more complete

picture of metastases/primary tumor discrimination or primary-type discrimination.

Another interesting exercise would be to use the 17 genes, which they propose as a

signature, in a standard CA on the original primary/metastases data set.  Also, the SCA-

BECA method could be applied to examine the differences between normal tissue and

tumors.  To avoid differences between normal tissue types confounding differences due

to cancer processes, pre-filtering the data for those genes associated with cancer

processes might be useful.
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Table 1. Statistics of the new canonical analysis method for seven sorting criteria and the

conventional stepwise method.  These CA’s occurred at cutoff in the Bonferroni-adjusted

critical value in the test by Rao (1970), Hawkins (1976), and McHenry (1978) for the

TOFS-SIMS analysis of four proteins (cytochrome, insulin, lysozyme, and myoglobin).

The training set consisted of 119 observations for the four proteins of 30, 30, 30, and 29

each, and the test set was 78 observations of 20, 20, 20, and 18.

Analysis
Method

Wilks ratio
Λ

Rank of

PFW

Number of
variables p

Number of
classification

errors
SCA-1-BECA 0.000218 3 12 1 1
SCA-2-BECA 0.000225 6 15 7
SCA-3-BECA 0.000158 4 15 2 4
SCA-4-BECA 0.0000491 2 18 1 1
SCA-5-BECA 0.0000577 1 16 2 5
SCA-6-BECA 0.000615 7 12 2 0
SCA-7-BECA 0.000283 5 13 2 2
BW-BECA
(conventional)

0.000850 8 12 4 2
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Table 2. Statistics of procedures for 128-gene data set of primary tumors and metastases

from Ramaswamy et al. (2003) for which canonical transformations were calculated.

Classification errors when applied to 169-gene data set of lung primary tumors are shown

in column 6.  For the class prediction test, the training set was 74 primary tumors of from

six sites of origin and 12 metastases; the test set was 62 primary lung tumors.

Procedure/
Criterion

Largest
eigenvalue

λ1

Wilks ratio Λ Rank of PFW
Number

of
variables

Number of
classification

errors

Cutoff variable for Bonferroni-adjusted critical values for PFt

SCA-1-BECA 1.19 0.456 14 3 0
SCA-2-BECA 1.52 0.397 7 2 0
SCA-3-BECA 0.533 0.652 18 2 2
SCA-4-BECA 1.15 0.464 12 2 1
SCA-5-BECA 1.73 0.366 5 3 0
SCA-6,7-BECA 1.52 0.397 7 2 0
BW-BECA
(conventional

1.00 0.500 15 3 2

Cutoff variable

SCA-1-BECA 1.58 0.387 1 0 5 0
SCA-2-BECA 2.02 0.331 2 4 62
SCA-3-BECA 0.635 0.612 1 7 3 3
SCA-4-BECA 1.79 0.358 8 4 0
SCA-5-BECA 1.73 0.366 5 3 0
SCA-6,7-BECA 1.81 0.356 4 3 0
BW-BECA
(conventional

1.34 0.428 1 3 4 0

Low-end variable

SCA-1-BECA NA NA NA NA NA
SCA-2-BECA 3.63 0.216 1 10 62
SCA-3-BECA 1.53 0.394 1 6 9 6
SCA-4-BECA 3.19 0.239 9 13 0
SCA-5-BECA 3.27 0.234 3 11 0
SCA-6,7-BECA 2.49 0.286 6 8 2
BW-BECA
(conventional

2.53 0.283 1 1 12 5
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Figure Captions

Fig.1.  (a) Scatterplot of TOF-SIMS data in the first two axes of canonical space as found

by the SCA.  (b) Scatterplot of first two canonical axes found by subspace canonical

anslysis for randomized groups using the same TOF-SIMS data as in Fig 1a.  Plots (a)

and (b) are shown at the scale of canonical units.  (c) Same data as in Fig. 1b, plotted at

finer scale.

Fig. 2. Graphs of the P-values PFt(i) for the null hypothesis that the eliminated protein

fragment does not improve the group separation plotted against the number of protein

fragments remaining in the set used for the standard canonical analysis.  We use the

calculation of Rao (1970), Hawkins (9176), and McHenry (1978). We show results for

actual data in (a) and (c), randomized data in (b) and (d).  (a) and (b) are for Criterion 1:

Absolute sensitivity of Wilks ratio in canonical space.  (c) and (d) are for the

conventional CA pre-filtered using BW ratio:  BW-BECA..

Fig. 3. Scatterplots of clusters of cytochrome, insulin, lysozyme, and myoglobin fragment

data in canonical spaces generated by BE using Criterion 1 (Sensitivity of Wilks ratio) to

sort fragments for inclusion in the BE procudure. Sensitivities are calculated based on

transformations from SCA.  Canonical analyses used three, six, nine, and twelve

fragments in (a), (b), (c), and (d), respectively.

Fig. 4. Projection of training set (open symbols) and test set (filled symbols) for four

proteins analyzed by TOF-SIMS for Bonferroni-adjusted cutoff CA’s.  See Table 1. (a)

SCA-1-BECA 12 fragments, (b) SCA-2-BECA 15 fragments, (c) SCA-4-BECA 18

fragments, and (d) BW-BECA 12 fragments.
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Fig. 5. Boxplots comparing original data set of primary tumors and metastases groups

(training set) and 169-gene lung primary tumor data (test set) from Dataset B on the same

axis in canonical space.  Data from Ramaswamy et al. (2003).  The lung primary data

was projected onto the axis using eq. 1 where the transformation matrix was found using

the primary tumors and metastases data from the 128-gene data set.  The top and bottom

of a box is the 75th and 25th percentile respectively; the horizontal line inside the box is

the median.  Any datum a distance away from either the top or the bottom greater than

1.5 times the distance between top and bottom is an outlier and shown by an open circle.

The range of the remaining data is shown by horizontal bars above and below the box.

These CA’s are for Bonferroni-adjusted cutoffs. (a) SCA-2-BECA, two genes, (b) SCA-

4-BECA, two genes, (c) SCA-5-BECA three genes, (d) BW-BECA, three genes

Fig. 6. As in Fig. 5, 128-gene primary tumor and metastases data was used as a training

set.  Transformations from training set CA’s used to project 169-gene lung primary tumor

data onto canonical axis.  Data from Ramaswamy et al. (2003).  (a) SCA-2-BECA 10

gene, (b) SCA-4-BECA 13 gene, (c) SCA-5-BECA 11 gene, (d) BW-BECA 12 gene.

Fig. 7. Subspace canonical analysis of 128-gene data set divided into seven groups: six

primary tumors (breast, colorectal, lung, ovary, prostate, uterus) and one metastases

group.
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PART A. METHODS OF ANALYSIS

Section I. Notation and Mathematical equivalence of MPGI CA and Subspace CA
for two groups.

Notation. We briefly introduce the notation needed for the subspace method.  Let the
original data be represented by the matrix X whose elements xij are the value of the
variable i of observation or sample j.  The index i ranges from 1 to p, and the index j
ranges from 1 to N.  Let xs

j  denote the jth column of X.  The original data has been
classified into h groups of observations.  Denote the set of indices of the observations of
group k by Jk where k=1,...,h.  The number of observations in the kth group is nk.  That

is, N nk
k

h

=
=
∑

1

.  The mean value of the variable i (protein concentration, gene expression

ratio, etc) in the kth group is x n xi k k ij
j Jk

( )
∈

= ( ) ∑1  and the grand mean for the entire data set

for the ith variable is given by x N xi ij
j

N

= ( )
=
∑1

1

.  The deviation of the ith variable of the

jth observation from the grand mean is tij = xij − xi .  Define the matrices XB and XW by

XB( ) = −( )( )ij k i k in x x , and XW( ) = −( )( )ij ij i kx x  where j Jk∈ .  Then the within-group

sum of squares and cross products (SSCP) matrix is W X XW W
T=  and the between-group

SSCP is given by B X XB B
T=  where superscript T indicates the transpose.  Note that the

rank of XW is at most (N–h) and therefore the rank of W is at most (N–h).

Singular Value Decomposition of W. Because W is symmetric, the SVD is given
by V WVT = ∆∆ ; the matrix V is nonsingular and orthogonal; and ∆∆∆∆ is a diagonal matrix
with the singular values δi  on the diagonal.  The columns of the p×p matrix V is denoted

by vj.   We assign the order of the eigenvalues such that δ δi j≥  for i<j.  Note that the

SVDs for W is equivalent to the eigenvalue equation WV = V∆ .  Typically, the rank
(number r of non-zero eigenvalues) of W is almost always (N–h), which is the number of

degrees of freedom of W, i.e., δi>0 for i r≤ .  All the other eigenvalues are zero, i.e,

δ j = 0 for j>r.  Define the r×r diagonal matrix with diagonal elements δi, i r≤ , as ∆∆W .

Define RW W= −∆∆ 1 .  Define the p×p matrix R such that R RW( ) = ( )ij ij
 for i r≤ , j r≤ ;

R( ) =
ij

0 otherwise.  The rank of B is almost always the number of degrees of freedom

(h–1) of B.

Equivalence of the MPGI CA and the Subspace CA in the case of two groups.  For the
case of two groups we demonstrate that the subspace CA is equivalent to the the Moore-
Penrose generalized inverse canonical analysis, which was proposed by Kercher et al
(2004a).  To solve the canonical equation for two groups

 Be–λWe=0 (1)
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for λ and e, where B is the between-group sum-of-squares-and-cross-products (SSCP)

matrix and W is the within-group SSCP, we first note only one eigenvalue ξ1 of B is non-

zero whose eigenvector we denote s1.  Note that B and W are both p×p matrices where p
is the number of variables measured at each sample; there are N samples and h groups.

For any nontrivial vector e, which is not orthogonal to the eigenvector s1, eq. 1 can be
transformed to

W ′e = s1 (2)

where constants λ, ξ1, and a1, the coefficient of e for s1 in the expansion of e in the
eigenvectors of B, have been absorbed into the vector ′e .  The least-squares solution to
eq. 2 is

′e = W +s1 (3)

where W+ is the Moore-Penrose generalized inverse (MPGI).  The singular value
decomposition of the symmetric matrix W (or spectral decomposition) is given by

VTWV = ∆ (4)

where the superscript T indicates the transpose, V is an orthogonal matrix and ∆∆∆∆ is a

diagonal matrix with r=N–h nonzero entries, ∆ii>0 for i=1,..., r.  All other entries of ∆∆∆∆ are

zero.  Denote the upper left r×r submatrix of ∆∆∆∆ as ∆∆∆∆W.  Define RW = ∆W
−1 and

R =
RW 0

0 0





.  Denote the first r columns of V as the rectangular matrix Vr  and the

remaining p–r columns as VI .  Now we may write W + = VRV T   (Schott 1997, Thm 5.7).
So eq. 3 becomes

′e = VrRWVr
Ts1 (5)

Now consider the subspace method as described in Kercher et al. (2004b).  Manipulate
eq. 1 to the form

VTBVV Te− λVTWVV Te = 0 (6)

and define
f = VTe, (7)
 then eq. 6 becomes

VTBVf − λ∆f = 0 (8)
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Let vector fr  denote the first r entries of f and the vector fI  denote the remaining p-r
entries of f.   So write eq. 8 as two equations

Vr
TBVr f r + Vr

TBVI f I − λ∆Wf r = 0 (9a)
and
VI

TBVr f r + VI
TBVI f I = 0 (9b)

We shall ignore the second equation, eq. 9b.  We pick the particular solution, fr=fW and

fI=0, where fW is the eigenvector solution to

Vr
TBVr f W − λ∆Wf W = 0 (10)

It is convenient to rewrite eq. 10 as

f W = λ−1RWVr
TBVr f W (11)

Now we can write the vector e (approximate) solution to eq. 1 using eq. 7 and eq. 11 as

e = Vr f W = λ−1VrRWVr
TBVr f W (12)

Now in the case of two groups as stated above, B transforms all nontrivial vectors, which

are not orthogonal to s1, onto s1.  Thus up to a constant of proportionality, which we
absorb into e, eq. 12 becomes

′′e = VrRWVr
Ts1 (13)

Note that eq. 5 and eq. 13 are identical.  This completes the demonstration that the
general subspace canonical analysis applied to two groups and the MPGI canonical
analysis for two groups are equivalent.

Section II. The nature of the subspace solutions to the canonical equation.

In this section we shall prove two closely related results.  The first result is that
the subspace method gives an exact solution if the range of W and the range of B are
identical.  The second result is that the if the residual vector of the subspace solution to
the canonical equation is nonzero, then it lies in the null space of W

Theorem 1. If we define fW as the solution to eq. 10 and fI=0 so that

 f =
f r

f I







=
f W

0






 (14)

and e is given by eq. 7, then

a) Be− λWe 2 = I − WW +( )Be
2

(15)

and
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b) if all the eigenvectors of B with nonzero eigenvalues belong to the range of W, then f
and e as defined give exact solutions to eq. 1.  Equivalently if the range of B is contained
in the range of W, then the subspace method gives an exact solution to eq. 1.

Proof.  Consider the squared residuals of eq. 1 given by the Euclidean vector norm

Be− λWe 2 = Be− WW +Be+ WW +Be− λWe
2

= Be− WW +Be
2

+ WW +Be− λWW +We
2

= I − WW +( )Be
2

+ WW + Be− λWe( ) 2

(16)

Now consider the second term in eq. 16.  Using eq. 4 and eq. 7 we rewrite the second
term as

WW + Be− λWe( ) 2
= V∆RVTBVV Te− λV∆RVTV∆VTe

2

= V
I r 0

0 0





VTBV

f r

f I







− λ
I r 0

0 0






∆W 0

0 0






f r

f I

















2 (17)

where I r  is the r×r identity matrix.  Now we use the subspace solution defined by eq. 14
and find

WW + Bes − λWes( ) 2
= V V r

TBVr f W − λ∆Wf W[ ] 2

= V ⋅ 0 2 = 0
(18)

where es denotes the subspace solution.  Thus we find

Bes − λWes

2 = I − WW +( )Bes

2
(19)

Now the SVD of B is given by STBS= Ξ where the columns of S, which are the

eigenvectors of B, are denoted si and the eigenvalues ξi are the diagonal elements of ΞΞΞΞ.
Only h–1 eigenvalues are nonzero.  The SVD of B is equivalent to the expansion

B = ξ is
isiT

i=1

h−1

∑ (19)

Now note that WW+ is the projection matrix onto the range of W by the Moore definition
of the Moore-Penrose generalized inverse.  Thus if all the eigenvectors of B belong to the
range of W, then

WW +si = si .  (20)
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for all i.  Thus I − WW +( )B = 0, and we find that Be− λWe 2 = 0.  Thus, we find that

the canonical equation eq. 1 is solved exactly if all the eigenvectors of B belong to the
range of W.

Theorem 2.   If we define fW as the solution to eq. 10 and fI=0 so that

 f =
f r

f I







=
f W

0






 

and e is given by eq. 7, then the residuals of the canonical equation eq. 1 as given by the
subspace solution (eq. 14) are either 0 or lie in the null space of W.

Proof.  Eq. 18 shows that the residuals have no components in the range of W.  Eq. 19
can be rewritten

Be We I WW Be I WW Be Wes s s s s− = −( ) = −( ) −( )+ +λ λ2 2 2

Thus, the length of the residual of the canonical equation is identical to the length of the
component of the residual in the null space of W.

Properties of Moore-Penrose generalized inverse.  In the main paper (Kercher et al.
2004b) and this supplement, we use properties of the MPGI found in standard texts; for
example, see Schott (1997, Chap. 5) or Campbell and Meyer (1979, Chap. 1 through 3).

Recasting the SCA for computation. In the standard CA, the canonical equation is

X X e X X eB B
T

W W
T= λ .  See Suppl. Sec. I for definitions of XB and XW.  When W is

singular, the canonical equation in the subspace method is V X X V f fr
T

B B
T

r W W W= λ∆∆ .
Denote the linear combination of variable measurements as the r×N matrix U, i.e.,
U V X U V X U V Xr

T
B r

T
B W r

T
W= = =, , .  The jth r-dimensional column u j  of U is given by

u j = Vr
Tx j .  Then the subspace canonical equation (Kercher et al. 2004b, eq. 7) is given

by
U U f fB B

T
W W W= λ∆∆ .  (21)

We note that Vr
T  transforms a p-vector measurement (column of X) into an r-vector

pseudo-measurement u, a column of U, each of whose r components is a linear
combination of the p measurements in the corresponding column of X.

Section III. Inference Tests Used in the Canonical Analyses Algorithms

Because each column of X is an observation and, by assumption, independent of
the other observations (columns) of X, then each column of U is independent of the other
columns of U.  The new model for the U measurements is given by
u = Vr

Tµ + Vr
Tτ k + Vr

Tε = ′µ + ′τ k + ′ε  where ′ε  is a random variable with the property
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′ε ~ Np 0,Σr( ).  We see that

Σr( )ij
= Var ′ε i ′ε j( ) = E ′ε i ′ε j( ) − E ′ε i( )E ′ε j( ) = E viTε ⋅ v jTε( ) − E viTε( )E v jTε( )

= vl
i

l=1

p

∑ vm
j

m=1

p

∑ E ε lεm( ) − E ε l( )E εm( )[ ] = Vr
TΣVr( )

ij

,

which applies to all instances of u (columns of U).  Although the U-variance matrix ΣΣΣΣr is
different from the X-variance matrix ΣΣΣΣ, all the draws of the random variable ′ε  are
governed by the same variance matrix.  Because of the independence and normality
properties of u, which are based on the independence and sums of normal distributions of
the components of x, the whole machinery of canonical analysis and statistical inference
may be applied to the subspace canonical equation, eq. 21.

At each step in the backward elimination (BE) algorithm, we perform inference

tests and find P-values for the significance of collections of eigenvectors P jχ 2 ( )( ) (e.g.,

Mardia et al. 1979 p. 343, Cooley and Lohnes 1971 p. 249); significance of individual
variables P iFt ( )( ) , i.e., coefficients of eigenvectors (Rao 1970, Hawkins 1976, McHenry

1978); pairwise Scheffe comparisons, which are post hoc on the variables, for differences
of the means of all group pairs (Harris 2001 p. 222); and significance of the Wilks ratio
P iFW ( )( ) (Rao 1965 p. 471).  In the latter test we only make use of rankings based on this

probability.  We also find confidence intervals for the group means for the CA at each
step (e.g., Mardia et al. 1979 p. 345, Seal 1964 p. 137).

Section IV. Implementation of the Subspace CA and Backward Elimination with
Ranking Criteria

Description of the Subspace Canonical Analysis Algorithm
Following Morrison’s (1990 p. 314), Krzanowski’s (2000 p. 66), and Mardia et

al.’s (1979 p.219) recommendations for principal components analysis, we recommend
that the data be used in the native units if all the units are the same for all variables and in
the absence of any additional information.  Otherwise, use any a priori knowledge to set
the scales of the variables such that they all have the same univariate variance.  If there is
no such a priori information and the units differ from variable to variable, then we
standardize the data such that the univariate within-group variance of each variable is
identical and set to unity.  In the examples in the main paper (Kercher et al. 2004b), we
work in the native units.  This recommendation is made because unlike standard
canonical analysis, the first stage of the two-stage procedure, i.e., the SCA algorithm, can
be sensitive to units.

Subspace canonical analysis procedure. After reading in the data matrix X, we
form the within-group data matrix XW.  We perform an SVD on XW using the routine

DSVDC from the Slatec Library Version 4.1.  We use DSVDC to calculate only the first

N columns of V and the eigenvalue matrix ∆W
1 2.  The matrix XB is formed, and then UB is

formed from XB and Vr .  Then matrices in eq. 9 are formed and the Slatec Library
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routine RSG is used to solve eq. 9.  The vectors ei and fW
i  are then normalized.  Each

observation is then projected onto each canonical axis, using eq. 1.  We then calculate
and display the eight criteria for each of the original variables as described above.
Correlations for criteria 6 and 7 and variances for the BW ratio are calculated using the
Slatec Library Version 4.1 routine DCOVAR.  Depending on the criterion chosen by the
user, we then sort the variables according to the chosen criterion.  We cut off this list at
(N–h) variables.

Backward elimination algorithm.
Begin the algorithm with (N–h) variables in the current list.  Calculate the CA for

the current list and calculate all the inference tests.  At each step, find the variable in the
current list that would change Wilks ratio Λ the least if it were removed from the current
list and calculate the P-value for the test due to Rao (1970), Hawkins (1976), and
McHenry (1978).  Remove that variable and repeat the algorithm until all variables are
removed.

Filtering Subspace Canonical Analysis Results for Variable Selection in the
Backward Elimination Algorithm

For the convenience of the reader, we reproduce the discussions of criteria 1, part
of criterion 6, and the BW ratio from the supplement to Kercher et al (2004a).

Criterion 1: “Sensitivity of between-group SSCP.  In this criterion we assume that
those variables to which the between group variance in canonical space is most sensitive
are the most important.  Calculate Λorig orig orig orig= +det detW W B  where

Worig lm ls
T

sj s k mo
T

oj o k
j

N

s o

p

E x x E x x( ) = −( ) −( )( ) ( )
==
∑∑

11,

 and

Borig lm ls
T

s k s mo
T

o k o
k

h

s o

p

E x x E x x( ) = −( ) −( )( ) ( )
==
∑∑

11,

.  Then selecting variable i set ′Eil =1.1Eil  for

all l from 1 to (h–1) and ′Ejl = Ejl  for all l and for j ≠ i .  Then define

Λnew orig orig new= +det detW W B  where Bnew lm ls
T

s k s mo
T

o k o
ks o i

E x x E x x( ) = ′ −( ) ′ −( )( ) ( )
≠
∑∑

,

.

Define the sensitivity to the variable i as

Γ Λ Λ Λi orig new orig il
l

il
l

il
l

E E E= −( )[ ] ′ −






















∑ ∑ ∑ =10⋅ −( )Λ Λ Λorig new orig .  After

calculating the sensitivities of all the variables, we sort on the sensitivities and retain only
the (N–h) largest.  These variables are used in the backward elimination.”

Criterion 2: Eigenvector coefficient size.  We use the eigenvector transformation
coefficients to rank the variables in this criterion.  Note that e = Vr f r  and so

 ej = f1vj
1+L+ f rvj

r .  We fix the ranking score RS for the kth variable to be

RS P j f v W N hk
j

h

ij ki ii
i

r

2
1

1
2 2

1

1 2, = − ( )[ ] −( )
=

−

=
∑ ∑χ

.  We sort on the ranking scores and retain only

the variables with (N–h) largest scores for use in the backward elimination.
Criterion 3: Probability of coefficients and probability of Wilks ratio   In this

criterion, it is assumed that the probability of significance of the variable k is estimated
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by Prob3
2

1

1 1 1 1 1,k ki FW Ft
i

r

v P i P i= − − − −( )[ ] − ( )[ ]{ }
=
∏ .  Here we treat 1− PFt i( )[ ]  as a

probability that is conditioned on the probability of the preceding collection of (i–1)
variables, which is assumed to be given by 1− PFW i −1( )[ ] .  As in criterion 2, it is

assumed that vki
2  gives the probability of the significance of the original kth variable

conditioned on the significance of the subspace variable i, over which we take the
product.

Criterion 4: Cumulative probability of coefficients.  This is similar to criterion 3,
except that it is assumed that the probability of the previous set of subspace variables is
the cumulative product of the probabilities of individual coefficients.  That is,

Prob4
2

11

1 1 1,k ki Ft
j

i

i

r

v P j= − − − ( )[ ]










==
∏∏ .

Criterion 6: Maximum correlation.  “For this criterion” and the next, “we assume
that the correlation of the original variable with the significant canonical axes produced
by the subspace CA determines its importance.  In criterion 6, we set a significance limit
of a.  If the canonical axis has P

χ 2 i( ) < α , then it is included.  The correlation of variable

k is found for each of these significant axes and the maximum correlation is used.  That
is, RS6,k =

i P
χ2 i( )<α



max corr xk ,e
Tix( ){ }  where

corr xk ,e
Tix( ) = xkj − xk( )

j =1

N

∑ Eil
T xlj − xl( )

l=1

p

∑








 xkj − xk( )2

j =1

N

∑ Eil
T xlm − xl( )

l=1

p

∑








2

m=1

N

∑ .”

Criterion 7: Total correlation.  This ranking criterion differes from criterion 6
only in that we use the correlation summed across all the canonical axes weighted by the

estimated probability for that axis.  That is, RS7,k = 1− P
χ 2 i( )[ ]corr xk ,e

Tix( )
i=1

h−1

∑ .  Note

that for the case of two groups, criterion 6 and criterion 7 are identical.
BW ratio.  “Ramaswamy et al. (2003) used a univariate signal-to-noise ratio

Sx = µ1 − µ2( ) σ1 + σ2( ) where the subscripts refer to group number, µ is the group
mean, and σ is the standard deviation within the group.  For cases in which the number of
groups exceed two, we generalize the signal-to-noise ratio to the ratio of the between-
group variance to the within group variance for each variable i.

Si
2 = nki xi k( ) − xi( )2

k =1

h

∑






 xij − xi k( )( )2

j =1

N

∑ = B( )ii W( )ii .  This is the BW ratio of Dudoit et

al. (2002).”
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PART B. RESULTS

Section V. Significance of eliminated variable in TOFS-SIMS protein data
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Fig. S.1. See caption on next page.
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Fig. S1. (continued).  Graphs of the P-values PFt(i) in rejecting the null hypothesis that
the eliminated protein fragment does not improve the group separation plotted against the
number of protein fragments remaining in the set used for the standard canonical
analysis.  We use probability calculation of Rao (1970), Hawkins (1976), and McHenry
(1978). These results are for actual data. Ranking criteria used to provide set of (N–h)
variables to backward elimination algorithm: (a) Criterion 2: Eigenvector coefficients, (b)
Criterion 3: Probability of coefficients (Significance of eliminated variable) and
probability of Wilks ratio, (c) Criterion 4: Cumulative probability of coefficients, (d)
Criterion 5: Absolute sensitivity of Wilks ratio, (e) Criterion 6: Maximum correlation of
variable with subspace CA axes, and (f) Criterion 7: Total correlation.
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Fig. S2. (continued).  Graphs of the P-values PFt(i) in rejecting the null hypothesis that
the eliminated protein fragment does not improve the group separation plotted against the
number of protein fragments remaining in the set used for the standard canonical
analysis.  We use probability calculation of Rao (1970), Hawkins (1976), and McHenry
(1978). These results are for randomly generated groups. Ranking criteria used to provide
set of (N–h) variables to backward elimination algorithm: (a) Criterion 2: Eigenvector
coefficients, (b) Criterion 3: Probability of coefficients (Significance of eliminated
variable) and probability of Wilks ratio, (c) Criterion 4: Cumulative probability of
coefficients, (d) Criterion 5: Absolute sensitivity of Wilks ratio in canonical space, (e)
Criterion 6: Maximum correlation of variable with canonical axes, and (f) Criterion 7:
Total correlation.
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Section VI. Canonical positions for TOFS-SIMS results for four proteins using
criterion 6: Maximum correlation with axes.

0

0

Cytochrome
Insulin
Lysozyme
Myoglobin

C
an

on
ic

al
 a

xi
s 

2

Canonical axis 1

6-10

6

-10

(a)

0

0

Cytochrome
Insulin
Lysozyme
Myoglobin

C
an

on
ic

al
 a

xi
s 

2

Canonical axis 1

6

6

-14
-14

(b)

0

0

Cytochrome
Insulin
Lysozyme
Myoglobin

C
an

on
ic

al
 a

xi
s 

2

Canonical axis 1

5-10

(c)

0

0

Cytochrome
Insulin
Lysozyme
Myoglobin

C
an

on
ic

al
 a

xi
s 

2

Canonical axis 1

5-10

-10

5 (d)

Fig. S.3. Scatterplots of clusters of cytochrome, insulin, lysozyme, and myoglobin fragment
data in canonical spaces generated by backward elimination using Criterion 6 (Maximum
correlation) to sort fragments for inclusion in the BE procudure. Sensitivities are calculated
based on transformations from subspace canonical analysis.  Canonical analyses used three,
six, nine, and twelve fragments in (a), (b), (c), and (d), respectively.
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Section VII. Correlations of variables in canonical signatures with canonical axes.

In Table S.1, we show the twelve fragments defining the twelve-variable CA’s for
SCA-1-BECA and SCA-6-BECA.  Only four fragments (82, 111, 180, and 253 M/Z) are

in common.  In the Table S.1, we show the sensitivity Γi of the Wilks ratio to changes in
the coefficients for each variable; a few variables have relatively high sensitivities, while
most variables have relatively modest sensitivities.  The sensitivity of one of the shared
variables (82 M/Z) changes sign from highly negative in the list for criterion 1 to slightly
positive in the criterion 6 list.  Also, the variable in both lists with the highest positive
sensitivity is not one of the four variables held in common.  These results might suggest
that the space generated by SCA-1-BECA could be different from the space generated by
SCA-6-BECA, but a more complete picture is shown in Suppl.B Sec. VIII in which we
show the 20 variables with the highest positive and the 20 variables with the highest
negative correlations with canonical axes 1 and 2 for the two spaces generated by SCA-1-
BECA and SCA-6-BECA.  This table shows a very high correspondence between relative
positions in the list of correlations with two axes for the two criteria.  This high degree of
correspondence is true for all fragment variables for these two criteria; note the
scatterplots of the ranks of correlation of each fragment with the canonical axes in the
figure Suppl.B Sec. VIII.  We note that the correlations are more consistent for canonical
axis1 than for canonical axis 2.  The correlation of the rankings is extraordinarily high for
both axes.  In Suppl.B Sec. IX, we give the Spearman rank correlations pairwise between
all seven criteria and the conventional procedure (BW-BECA) for canonical axis 1 and
canonical axis 2, respectively, for the BE CA at twelve variables.  For lists 351 elements
long, the P-values that these rank correlations are due to chance are putatively less than

10–12 for all entries in both tables in Suppl.B Sec. IX.  We can use the entries in Suppl.B
Sec. IX to get an indication for which criteria produce spaces that are similar to the
spaces that other criteria produce.  Criteria 1 and 2 tend to produce spaces that agree with
the other spaces the most, followed by Criteria 4 and 6, and then by Criteria 3, 5, and
BW-BECA.  Criterion 7 is least likely to produce spaces similar to the other spaces
produced.  This result is the same for both axes.

The table in Suppl.B Sec. VIII shows that many variables, not used to generate
the axes, have higher correlation with the axes than the variables in Suppl.B Sec. VII,
which were used to generate the spaces.  Most of the 40 variables were not used to

generate the CA spaces.  A variable does not have to be used in an ei of a CA to be
correlated with an axis in the new space if there are appropriate correlations with the
variables that are used.

In Suppl.B Sec. VIII, we also show the 40 variables with the highest positive or
negative correlations averaged across all criteria (columns nine through twelve).  These
results are for 12-fragment CA’s of the BE procedure.  We find that fragments 307, 331,
223, 315, and 399 M/Z and fragments 143, 183, 277, 257, and 72 M/Z are the five most
highly correlated with canonical axis 1 and canonical axis 2, respectively.  That is
myoglobin separates from the other protein along an axis highly correlated with 307, 331,
223, 315, and 399 M/Z; while secondarily, all four proteins separate from each other
along a gradient correlated with 143, 183, 227, 257, and 72 M/Z.
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Table S.1. Twelve protein fragments used in canonical analysis generating Fig. 3d
(Criterion 1) and Fig. 4d (Criterion 6).  Sensitivity of Wilks ratio (when between-group
SSCP changes) to changes in coefficients for fragments (Gi) is in column two.  The
sensitivity is the percent decrease in the Wilks ratio for a 1 percent increase in the
variables coefficients in the E matrix.  Correlations with each fragment to the first two
canonical axes are in columns three and four.  Column five gives the order in which the
variables were removed from the active list of variables in the BE.  Fragment 111 is the
last remaining fragment in both cases.

Fragment (M/Z) Sensitivity
Correlation with
canonical axis 1

Correlation with
canonical axis 2 Order remaining

Criterion 1: Sensitivity of between-group SSCP matrix

6 4 0.571 0.246 -0.345 7
7 2 0.463 0.214 -0.546 5
8 2 -2.808 0.135 -0.237 3

111 1.194 -0.531 -0.290 1
112 0.521 0.263 -0.290 9
136 2.061 0.424 -0.138 6
161 0.006 0.395 -0.357 8
180 0.537 0.329 -0.417 1 0
183 0.733 0.482 -0.587 4
253 0.169 -0.234 -0.042 1 2
282 0.226 -0.710 -0.133 1 1
329 0.716 -0.626 -0.144 2

Criterion 6: Maximum correlation with canonical axes

6 0 0.265 0.316 –0.563 3
8 2 0.142 0.081 –0.223 4

103 1.672 0.086 –0.469 6
111 0.541 –0.572 –0.239 1
147 -0.515 –0.563 –0.149 8
165 0.211 –0.621 –0.419 7
180 0.173 0.264 –0.424 1 2
203 0.469 0.323 –0.536 5
208 0.570 –0.589 –0.256 9
253 0.433 –0.274 0.005 1 0
257 0.369 0.146 0.601 1 1
328 0.531 –0.643 –0.086 2
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Section VIII. Correlations of variables with canonical axes.

Table S.2. The 40 highest correlations of canonical axes 1 and 2 with original variables for the
12-protein backward elimination CA’s shown in Fig. 3d (Kercher et al. 2004b) and Fig. S.3d.
The last four columns contain the correlations of the fragment variables averaged over all
criteria.  The fragment designations are in the columns labeled M/Z.  The correlations are in
the columns labeled by the canonical axis with which the fragment variable was correlated.
The average was taken over the 12-protein CA’s generated during the BE procedure of the
TOFS-SIMS data.

Criterion 1: Sensitivity of Wilks Criterion 6: Maximum corrrelation Average over all criteria
M/Z Axis 1 M/Z Axis 2 M/Z Axis 1 M/Z Axis 2 M/Z Axis 1 M/Z Axis 2

Negative correlations
307 -0.84 143 -0.60 307 -0.87 143 -0.61 307 -0.83 143 -0.59
331 -0.82 183 -0.59 331 -0.84 183 -0.60 331 -0.80 183 -0.58
223 -0.77 277 -0.58 223 -0.81 277 -0.57 223 -0.76 277 -0.57
315 -0.76 7 2 -0.55 315 -0.79 6 0 -0.56 315 -0.76 7 2 -0.52
399 -0.76 6 0 -0.54 399 -0.78 201 -0.54 399 -0.74 6 0 -0.52
398 -0.74 101 -0.53 398 -0.77 178 -0.54 355 -0.72 219 -0.52
355 -0.74 201 -0.53 355 -0.75 203 -0.54 398 -0.72 201 -0.52
330 -0.72 219 -0.52 330 -0.75 202 -0.54 330 -0.70 101 -0.51
281 -0.71 190 -0.52 356 -0.73 219 -0.53 281 -0.70 220 -0.51
282 -0.71 229 -0.52 5 7 -0.73 101 -0.53 5 7 -0.70 8 9 -0.51
5 7 -0.71 220 -0.52 282 -0.72 7 2 -0.53 282 -0.69 190 -0.51

356 -0.71 8 9 -0.51 281 -0.72 8 9 -0.53 8 5 -0.69 144 -0.50
8 5 -0.70 202 -0.50 8 5 -0.72 220 -0.53 356 -0.68 202 -0.50

358 -0.69 263 -0.50 358 -0.72 144 -0.52 357 -0.68 203 -0.50
357 -0.68 144 -0.50 357 -0.71 190 -0.52 358 -0.67 178 -0.50
371 -0.67 178 -0.50 371 -0.69 179 -0.51 371 -0.67 229 -0.49
383 -0.67 203 -0.50 383 -0.69 229 -0.51 383 -0.65 200 -0.49
388 -0.67 200 -0.50 397 -0.69 200 -0.51 207 -0.65 179 -0.48
207 -0.67 214 -0.49 207 -0.68 227 -0.51 385 -0.65 204 -0.48
385 -0.66 179 -0.49 385 -0.68 181 -0.51 301 -0.65 227 -0.48

Positive correlations
118 0.43 255 0.06 119 0.37 270 0.11 7 7 0.43 338 0.07
185 0.43 380 0.08 153 0.37 378 0.11 118 0.43 255 0.07
7 7 0.43 212 0.09 9 1 0.37 322 0.12 136 0.43 212 0.07

160 0.43 242 0.09 138 0.37 242 0.13 160 0.43 312 0.08
138 0.43 312 0.10 154 0.38 312 0.13 138 0.43 242 0.09
153 0.43 271 0.12 7 7 0.38 255 0.13 153 0.43 5 8 0.11
9 2 0.44 322 0.13 136 0.38 394 0.15 9 2 0.43 322 0.12

154 0.44 5 8 0.14 168 0.38 5 8 0.17 154 0.44 373 0.14
124 0.44 373 0.16 9 2 0.39 271 0.17 168 0.44 271 0.15
168 0.44 394 0.17 137 0.39 373 0.19 124 0.44 394 0.16
156 0.45 340 0.18 156 0.40 340 0.22 137 0.45 400 0.19
137 0.45 284 0.22 124 0.40 400 0.23 156 0.45 340 0.20
7 0 0.45 400 0.22 183 0.41 372 0.25 7 0 0.46 284 0.20

140 0.47 372 0.26 7 0 0.42 284 0.27 183 0.47 372 0.22
152 0.48 254 0.39 152 0.42 8 4 0.45 140 0.48 254 0.40
183 0.48 240 0.43 140 0.42 254 0.46 152 0.48 240 0.41
107 0.49 8 4 0.45 202 0.43 240 0.47 142 0.49 8 4 0.43
142 0.49 258 0.46 142 0.44 258 0.51 107 0.49 258 0.45
202 0.51 256 0.53 107 0.44 256 0.58 202 0.50 256 0.52
184 0.52 257 0.54 184 0.48 257 0.60 184 0.53 257 0.53
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Rank positions on canonical axis 2 for Criterion 1

(b)

Fig. S.4. Scatterplots of ranks of correlations of 351 fragments with canonical axes
comparing spaces determined from using Criterion 6 and Criterion 1 in selection for BE
procedure. (a) Ranks found for correlations of fragment variables with canonical axis1;
(b) canonical axis 2.
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Section IX. Spearman rank correlations pairwise between correlations on canonical
axes.

Table S.3. Spearman rank correlation for ranks of correlations of fragments with
canonical axis 1.  The value at the intersection of a row and a column is the Spearman
rank correlation of the ranks of lists of correlations of fragments with the canonical axis
produced by the two criteria listed in the row heading and the column heading. P-values

of these rank correlations are less than 10–12 for lists 351 elements long.  These axes were
generated by canonical analysis at twelve variables from the BE procedure for protein-
fragment variables in TOFS-SIMS analysis of four proteins.
Criteria/
Procedure

SCA-2-
BECA

SCA-3-
BECA

SCA-4-
BECA

SCA-5-
BECA

SCA-6-
BECA

SCA-7-
BECA

BW-
BECA

SCA-1-
BECA

0.9991 0.9985 0.9983 0.9911 0.9988 0.9916 0.9983

SCA-2-
BECA

0.9964 0.9993 0.9944 0.9987 0.9895 0.9988

SCA-3-
BECA

0.9949 0.9852 0.9971 0.9923 0.9960

SCA-4-
BECA

0.9949 0.9977 0.9891 0.9981

SCA-5-
BECA

0.9938 0.9726 0.9952

SCA-6-
BECA

0.9857 0.9996

SCA-7-
BECA

0.9845

Average correlations to other CA’s

SCA-1-
BECA

SCA-2-
BECA

SCA-3-
BECA

SCA-4-
BECA

SCA-5-
BECA

SCA-6-
BECA

SCA-7-
BECA

BW-
BECA

0.9965 0.9966 0.9943 0.9960 0.9896 0.9959 0.9865 0.9958

Rank order of correlations

2 1 6 3 7 4 8 5
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Table S.4. Spearman rank correlation for ranks of correlations of fragments with
canonical axis 2.  The value at the intersection of a row and a column is the Spearman
rank correlation of the ranks of lists of correlations of fragments with the canonical axis
produced by the two criteria listed in the row heading and the column heading. P-values

of these rank correlations are less than 10–12 for lists 351 elements long. These axes were
generated by canonical analysis at twelve variables from the BE procedure for protein-
fragment variables in TOFS-SIMS analysis of four proteins.
Criteria/
Procedure

SCA-2-
BECA

SCA-3-
BECA

SCA-4-
BECA

SCA-5-
BECA

SCA-6-
BECA

SCA-7-
BECA

BW-
BECA

SCA-1-
BECA

0.993 0.971 0.976 0.941 0.985 0.662 0.932

SCA-2-
BECA

0.952 0.976 0.959 0.991 0.603 0.949

SCA-3-
BECA

0.948 0.873 0.938 0.771 0.845

SCA-4-
BECA

0.970 0.981 0.570 0.891

SCA-5-
BECA

0.975 0.416 0.923

SCA-6-
BECA

0.562 0.947

SCA-7-
BECA

0.477

Average correlations with other CA’s
SCA-1-
BECA

SCA-2-
BECA

SCA-3-
BECA

SCA-4-
BECA

SCA-5-
BECA

SCA-6-
BECA

SCA-7-
BECA

BW-
BECA

0.923 0.9178 0.900 0.902 0.865 0.911 0.580 0.852

Rank order of correlations

1 2 5 4 6 3 8 7
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Section X. Comparison of fragment variables selected by different CA’s

In Table S.5, we show the fragments used by the CA’s in the BE when only 14
fragments remain.  At the bottom of the table, we give the number of unique fragments
for each criterion.  For example, the four M/Z fragments 66, 91, 159, and 170 are unique
to Criterion 4.  By this measure in the 14-variable case, Criteria 1 and 2 produce lists of
fragments that are most like the other lists, followed by criteria 3 and 4, followed by
criteria 5 and 6, followed by criterion 7, and BW-BECA.

Table S.5. Fragments selected in the BE at the common number of 14 variables.  Results
are from BE canonical analyses of four proteins using TOF-SIMS.

Criterion
1: Sens.

Criterion
2: Coeff.

Criterion
3: Prob
W and
axes

Criterion
4: Cum

Prob
axes

Criterion
5: Abs.
Sens.

Criterion 6:
Max.

Correl-ation

Criterion 7:
Total

Correla-tion
BW-BECA

(conventional)
6 4 5 2 5 2 6 0 5 2 6 0 5 7 107
7 0 5 7 6 1 6 1 5 7 8 2 7 7 111
7 2 6 4 7 0 6 6 5 9 103 8 4 143
8 2 7 0 8 2 6 9 6 1 111 8 7 152
8 4 7 1 8 4 7 0 6 9 147 108 164

111 8 2 9 6 7 1 7 0 164 121 165
112 8 8 108 7 2 7 1 165 126 168
136 9 5 113 8 4 8 4 180 128 183
161 120 120 9 1 119 203 136 191
180 129 131 111 136 208 183 193
183 136 145 121 142 253 184 215
253 143 147 159 151 257 193 244
282 183 165 170 167 282 204 291
329 207 183 183 207 328 241 316

Number of unique fragments
3 3 4 4 5 5 7 8
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Section XI. Class prediction in TOF-SIMS protein data
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Fig. S.5. (a) SCA-3-BECA 15 fragments, (b) SCA-5-BECA 16 fragments, (c) SCA-6-
BECA 12 fragments, and (d) SCA-7-BECA 13 fragments.
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Section XII. Class prediction in micro-array tumor data
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Fig. S.6. Training set consists of primary tumors and metastases shown on left. Test set is
shown on right consisting of lung primary tumors.  Data from Ramaswamy et al. (2003).  (a)
SCA-1-BECA Bonferroni-adjusted cutoff at 3 genes. (b) SCA-1-BECA Cutoff at 5 genes. (c)
SCA-2-BECA Cutoff at 4 genes. (d) SCA-3-BECA Bonferroni-adjusted cutoff at 2 genes.
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Fig. S.6 (e) SCA-3-BECA Cutoff at 3 genes. (f) SCA-3-BECA  9 genes. (g) SCA-4-BECA
Cutoff at 4 genes. (h) SCA-6,7-BECA Bonferroni-adjusted cutoff at 2 genes.
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Fig. S.6. (i) SCA-6,7-BECA Cutoff at 3 genes. (j) SCA-6,7-BECA at 8 genes. (k) BW-BECA
Cutoff at 4 genes.
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Section XIII. Transformation vectors e1 for primary and metastases data.

Table S.6. Transformation vectors e1 used to map microarray measurements to canonical space
for Table 2 in Kercher et al. (2004b).  Data from Ramaswamy et al. (2003).
GenBank ID e1

terms
Bonf.
Cutoff

e1

terms
Cutoff

e1

terms
Lowend

GenBank ID e1

terms
Bonf.
Cutoff

e1

terms
Cutoff

e1

terms
Lowend

SCA-1-BECA SCA-5-BECA
AA460436 1.344 0.963 X82494 0.756 0.756 1.209
U65410 4.220 4.599 AA195031 0.198 0.198 0.222
Z74615 0.030 0.020 Z14244 0.162 0.162 0.169
K03515 0.052 AA608850 0.159
AA412620 0.371 AA449951 -0.318

SCA-6,7-BECA AA400410 0.347
X82494 0.916 0.802 0.708 AA100089 -0.226
AA460436 1.515 1.481 1.475 Z74616 -0.046
U65410 2.750 5.652 AA037386 -0.177
AA449951 -0.304 AA412059 0.364
L37747 1.174 X85372 0.393
AA428024 0.187 BW-BECA (conventional)
AA037386 -0.144 S80437 0.075 0.067 0.103
AA486831 0.126 U65410 4.903 4.621 8.642

SCA-3-BECA K03515 0.081 0.079 0.078
AA609674 0.202 0.308 0.344 D89377 0.749 0.605
S80437 0.073 0.072 0.100 AA009596 0.431
L29433 –0.0494 -0.480 AA093131 -0.237
AA600140 –0.031 -0.078 AA486831 0.200
AA428172 0.090 AA449951 -0.408
AA400410 0.208 L37747 1.521
AA093131 -0.243 J02783 -0.028
U38864 -0.364 AA096094 0.047
K03515 0.050 AA037386 -0.148

SCA-2-BECA SCA-4-BECA
X82494 0.917 0.865 1.247 X82494 0.912 0.798 1.069
AA460436 1.515 1.293 1.162 AA496788 0.783 0.782 0.680
AA010619 0.773 1.090 U32645 0.840 0.753
M69177 -0.178 -0.222 L39833 –0.994 -1.007
AA496788 0.865 AA412620 0.483
AA491234 -0.201 AA100089 -0.126
X85372 0.465 AA428172 -0.073
AA485358 -0.153 X81900 0.038
AA296994 0.048 AA009596 -0.384
HG4264-HT4534 -0.182 AA598680 0.444

U23946 -0.433
U45974 0.119
X12458 -0.380
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Section XIV. Correlations of individual gene expression with canonical axis

Table S.7. Correlation Ci of gene variable i with canonical axis for the two-group
backward elimination canonical analyses shown in Table 2 (Kercher et al. 2004b).  We
show the 15 genes with the highest negative correlation.
GenBank ID Ci

GenBank ID Ci
GenBank ID Ci

GenBank ID Ci

Criterion 1: 5 genes Criterion 2: 10 genes Criterion 3: 9 genes Criterion 4: 13 genes

AA460436 -0.686 J03464 -0.632 AA400410 -0.673 J03464 -0.660
AA400410 -0.683 X82494 -0.632 AA460436 -0.668 X82494 -0.641
J03464 -0.675 AA460436 -0.606 J03464 -0.648 AA460436 -0.598
AA252812 -0.661 AA400410 -0.573 AA609674 -0.622 AA195031 -0.570
AA449951 -0.621 Z74616 -0.562 AA100089 -0.620 AA400410 -0.568
AA227448 -0.619 AA096094 -0.549 AA093131 -0.610 U75285 -0.544
AA025213 -0.619 L37747 -0.548 AA485358 -0.607 Z74616 -0.537
AA236972 -0.615 U75285 -0.543 AA296994 -0.602 AA025213 -0.537
U75285 -0.611 AA195031 -0.534 U75285 -0.600 AA598680 -0.536
AA195031 -0.610 AA025213 -0.528 AA096094 -0.600 U32645 -0.530
X85372 -0.604 AA608850 -0.526 X81900 -0.598 AA496788 -0.527
AA609674 -0.598 X85372 -0.526 AA236972 -0.591 AA621096 -0.517
AA009596 -0.597 AA010619 -0.519 AA496788 -0.591 AA227448 -0.516
Z74616 -0.596 AA496788 -0.519 S80437 -0.591 HG4264-HT4 -0.515
AA598680 -0.594 AA296994 -0.519 AA195031 -0.585 AA340293 -0.514

Criterion 5: 11 genes Criterion 6-7: 8 genes BW-BECA: 12 genes

X82494 -0.639 X82494 -0.662 J03464 -0.677
AA195031 -0.615 AA460436 -0.635 AA400410 -0.645
AA400410 -0.599 J03464 -0.628 AA460436 -0.607
J03464 -0.593 AA252812 -0.599 U75285 -0.593

HG4264-HT4534 -0.580 AA400410 -0.597 Z74616 -0.591
AA460436 -0.550 AA428024 -0.583 X85372 -0.587
AA025213 -0.545 L37747 -0.555 AA195031 -0.587
AA096094 -0.538 AA227448 -0.554 AA252812 -0.565
AA428024 -0.535 Z74616 -0.553 AA025213 -0.565
X85372 -0.532 AA195031 -0.552 AA093131 -0.561
Y10807 -0.532 U75285 -0.548 AA496788 -0.555
HG110-HT110 -0.530 AA025213 -0.540 L37747 -0.554
AA093131 -0.530 AA412620 -0.536 AA236972 -0.548
U51166 -0.529 U65410 -0.534 AA485358 -0.544
U75285 -0.529 AA486831 -0.531 S80437 -0.543
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Table S.8. Correlation Ci of gene variable i with canonical axis for the two-group
backward elimination canonical analyses shown in Table 2 (Kercher et al. 2004b).  We
show the 10 genes with the highest positive correlation.
GenBank ID Ci

GenBank ID Ci
GenBank ID Ci

GenBank ID Ci

Criterion 1: 5 genes Criterion 2: 10 genes Criterion 3: 9
genes

Criterion 4: 13 genes

AF001548 0.249 M26061 0.293 L29433 0.278 X91103 0.271
L40411 0.250 X91103 0.295 D43968 0.283 D38553 0.275
M27830 0.257 S72043 0.301 M26061 0.284 X14329 0.285
M26061 0.261 X14329 0.309 U45448 0.292 M26061 0.295
M83664 0.282 HG4660-HT5073 0.309 U38864 0.296 Y08639 0.296
D43968 0.290 AA156670 0.315 M27830 0.301 M83664 0.303
U45448 0.294 U45448 0.328 Y08639 0.309 S72043 0.306
S72043 0.302 D43968 0.339 S67156 0.343 U45448 0.324
S67156 0.321 U45974 0.339 X66141 0.365 D43968 0.369
X66141 0.337 X66141 0.371 S72043 0.371 X66141 0.412

Criterion 5: 11 genes Criterion 6-7: 8 genes BW-BECA: 12 genes

D38553 0.302 S79281 0.252 J04970 0.254
X87767 0.309 M26061 0.255 M83664 0.258
W52686 0.321 HG4660-HT5073 0.255 U45448 0.267
X14329 0.324 M10098 0.263 S72043 0.276
S72043 0.328 U45974 0.263 M63589 0.278

HG4660-HT5073 0.331 S72043 0.265 M27830 0.283
U45974 0.336 X94612 0.267 D43968 0.286
U45448 0.349 S67156 0.272 M26061 0.310
X66141 0.355 X66141 0.309 X66141 0.341
D43968 0.399 M27830 0.317 S67156 0.400
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Section XV. Overfit in class prediction as the number of variables increases

Effect of increasing variable count on predictability .  In Fig. S.7 we show the boxplots
and predictions for criterion 6-7 for 34 genes.  The predicted location for the lung
primary tumors has moved substantially away from the location of the 128-gene-data-set
primary tumors, though it does remain closer to the original primary tumor group than to
the metastases group.  In Fig. S.7 we show the boxplots and predictions for criterion 1
using 46 genes.  Here the original primary group and the metastases are separated, but the
predicted location of the lung primary tumors is far from both of the original primary
tumor group and the metastases group, and is even closer to the metastases group than the
original primary group.
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Fig. S.7. Boxplots of original data of primary tumors and metastases from 128-gene data
set used to find the canonical transformation to canonical space.  We also show
application of the transformation to lung primary tumor data from 169-gene data set. (a)
34-gene transformation found from Criterion 6: Maximum correlation. (b) 46 gene
transformation found from Criterion 1: Sensitivity of Wilks ratio. (c) 30-gene
transformation found from BW-BECA.
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Section XVI. Seven-group (six primary groups, one metastases group) canonical analysis
of 128-gene Primary/Metastases data of Ramaswamy et al. (2003).
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Fig. S.8. See caption next page.
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Fig. S.8. Scatter plots on canonical axis 1 and canonical axis 2 of seven group backward elimination
CA’s for selected results. (a) Criterion 4: (Cumulative probability of coefficients), 16 genes, (b)
Criterion 5: (Absolute sensitivity of Wilks ratio), 16 genes, (c) Criterion 6: (Maximum correlation
with canonical axes), 14 genes, (d) Criterion 7: (Total correlation with axes), 16 genes, (e) BW-
BECA 12 genes.
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Fig. S.9. See caption next page.
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Fig. S.9. Boxplots of seven group canonical analysis from backward elimination
procedure. Canonical axis 1 and canonical axis 2 are plotted in Figs. S6a, S6c, S6e, and
S6g and Figs. S6b, S6d, S6f, and S6h, respectively. (a) and (b) 16-gene, Criterion 4:
Cumulative probability of eliminated variable. (c) and (d) 16-gene, Criterion 5: Absolute
sensitivity of Wilks ratio. (e) and (f) 14-gene, Criterion 6: Maximum correlation. (g) and
(h) 16 gene, Criterion 7: Total correlation.
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Fig. S.10. See caption next page.



 34

8/27/04    2:00 PM

0

0.2

0.4

0.6

0.8

1

0 10 20 30 40 50 60 70

P
-v

al
ue

  
P

Ft
(i)

Number of variables remaining i

(e)

 

0

0.2

0.4

0.6

0.8

1

0 10 20 30 40 50 60 70

P
-v

al
ue

  
P

Ft
(i)

Number of variables remaining i

(f)

0

0.2

0.4

0.6

0.8

1

0 10 20 30 40 50 60 70

P
-v

al
ue

  
P

Ft
(i)

Number of variables remaining i

(g)

 

0

0.2

0.4

0.6

0.8

1

0 10 20 30 40 50 60 70

P
-v

al
ue

  
P

Ft
(i)

Number of variables remaining i

(h)

Fig. S.10. P-values of Rao-Hawkins-McHenry test (PFt(i) plotted against i.  We plot the
probability of error if we reject the null hypothesis that the coefficient of eliminated variable is
zero.  These are graphs are for the 128-gene, seven group case of primary and metastatic
tumors.  The seven groups are six primary groups (breast, colorectal, lung, ovary, prostate, and
uterus) and one metastases group.  Data for canonical analyses are from Ramaswamy et al.
(2003). (a) criterion 1, (b) criterion 2, (c) criterion 3, (d) criterion 4, (e) criterion 5, (f) criterion
6, (g) criterion 7, and (h) BW-BECA (conventional).
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Table S.9. Eigenvalues and significance of sets of associated eigenrvectors for canonical
analysis of 16 genes found in backward elimination based on criterion 4: (Cumulative
probability of coefficients) for seven tumor groups ( six primary types, one metastases
group) in 128-gene data set of Ramaswaamy et al. 2002.
Eigenvalue
number

Eigenvalue Significance
of
eigenvectors

χ2 Degrees of
freedom

P-values of

χ2

1 3.99 e
1
 through e

6 274.7 9 6 3.96E-19

2 2.94 e
2
 through e

6 171.8 7 5 1.46E-09

3 0.787 e
3
 through e

6 84.1 5 6 0.00892

4 0.528 e4, e5, e6 46.9 3 9 0.179

5 0.230 e5, e6 19.8 2 4 0.709

6 0.107 e6 6.53 1 1 0.836

Table S.10. Transformation vectors from gene-variables to canonical axes 1 and 2 for
canonical analysis of 16 genes found in backward elimination based on criterion 4:
(Cumulative probability of coefficients) for seven tumor groups ( six primary types, one
metastases group) in 128-gene data set of Ramaswaamy et al. 2002.
Affymetrix
Hu6800/Hu35KsubA ID

e1 e2

X82494_at 0.006884 -0.006973
AA093131_at -0.000241 -0.004587
AA171913_at -0.002699 -0.004506
U45974_at 0.000112 -0.004557
X94612_at -0.002056 0.013161
AA486831_s_at 0.000963 0.001844
M64497_at -0.002408 0.001700
RC_AA195031_at 0.001796 -0.000117
HG3242-HT3419_s_at 0.002040 0.007323
RC_AA411819_at -0.001357 0.003129
Z14244_at 0.002670 0.001699
RC_AA256996_at -0.000318 -0.005484
RC_AA449951_at -0.002753 -0.004342
RC_AA608850_at 0.002247 0.001565
RC_AA100089_at -0.001771 -0.002709
RC_AA400410_at 0.002671 0.004984
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Table S.11. Significance of group separation for canonical analysis of 16 genes found in
backward elimination based on criterion 4: (Cumulative probability of coefficients) for
seven tumor groups ( six primary types, one metastases group) in 128-gene data set of
Ramaswaamy et al. 2002. P-values in rejecting the null hypothesis that the groups means
are equal is at intersection of the two groups.  This is for separation on the first canonical
axis.
Group Primary

breast
Primary
colorectal

Primary
Lung

Primary
Ovary

Primary
Prostate

Primary
Uterus

Primary
Colorectal

0.08

Primary
Lung

0.89 1.00

Primary
Ovary

0.84 1.00 1.00

Primary
Prostate

0.82 1.00 1.00 1.00

Primaty
Uterus

0.94 0.99 1.00 1.00 1.00

Metastases 7.8E-12 5.4E-05 7.7E-08 1.3E-07 4.3E-07 1.1E-07

Table S.12. Significance of group separation for canonical analysis of 16 genes found in
backward elimination based on criterion 4: (Cumulative probability of coefficients) for
seven tumor groups ( six primary types, one metastases group) in 128-gene data set of
Ramaswaamy et al. 2002. P-values in rejecting the null hypothesis that the groups means
are equal is at intersection of the two groups.  This is for separation on the second
canonical axis.
Group Primary

breast
Primary
colorectal

Primary
Lung

Primary
Ovary

Primary
Prostate

Primary
Uterus

Primary
Colorectal

2.3E-04

Primary
Lung

1.4E-03 1.00

Primary
Ovary

3.5E-07 1.00 0.94

Primary
Prostate

2.7E-03 1.00 1.00 0.93

Primaty
Uterus

5.8E-09 0.61 0.31 1.00 0.32

Metastases 0.19 0.89 0.99 0.07 0.99 2.2E-03
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Table S.13. Significance of group separation for canonical analysis of 16 genes found in
backward elimination based on criterion 4: (Cumulative probability of coefficients) for
seven tumor groups ( six primary types, one metastases group) in 128-gene data set of
Ramaswaamy et al. 2002. P-values in rejecting the null hypothesis that the groups means
are equal is at intersection of the two groups.  This is for separation on the third canonical
axis.
Group Primary

breast
Primary
colorectal

Primary
Lung

Primary
Ovary

Primary
Prostate

Primary
Uterus

Primary
Colorectal

1.00

Primary
Lung

0.89 1.00

Primary
Ovary

1.00 0.94 0.65

Primary
Prostate

0.23 0.98 1.00 0.08

Primaty
Uterus

1.00 1.00 0.90 1.00 0.26

Metastases 1.00 1.00 0.99 1.00 0.54 1.00

There is no significant group separation of groups on the third axis   Thus we ignore any
inference from the tests on the axes that the third axes might be significant.

Table S.14. Eigenvalues and significance of sets of associated eigenrvectors for canonical
analysis of 16 genes found in backward elimination based on criterion 5: (Absolute
sensitivity of Wilks ratio) for seven tumor groups ( six primary types, one metastases
group) in 128-gene data set of Ramaswaamy et al. 2002.
Eigenvalue
number

Eigenvalue Significance
of
eigenvectors

χ2 Degrees of
freedom

P-value of

χ2

1
3.80 e

1
 through e

6
289.9

9 6
2.38E-21

2
2.80 e

2
 through e

6
189.5

7 5
7.01E-12

3
1.32 e

3
 through e

6
104.1

5 6
1.01E-04

4
0.473 e4, e5, e6

50.2
3 9

0.109
5

0.291 e5, e6
25.4

2 4
0.386

6
0.151 e6

9.02
1 1

0.620
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Table S.15. Transformation vectors from gene-variables to canonical axes 1 and 2 for
canonical analysis of 16 genes found in backward elimination based on criterion 5:
(Absolute sensitivity of Wilks ratio) for seven tumor groups ( six primary types, one
metastases group) in 128-gene data set of Ramaswaamy et al. 2002.
Affymetrix
Hu6800/Hu35KsubA ID

e1 e2 e3

D00654_at -0.000096 -0.000536 -0.000530
HG110-HT110_s_at -0.002557 0.001717 0.001197
AFFX-M27830_M_at -0.000028 0.000108 0.000268
X82494_at -0.006096 -0.006272 -0.000661
S80437_s_at -0.000879 -0.000125 0.000137
D31883_at 0.000802 -0.000523 -0.000068
Z74615_at 0.000271 -0.000161 -0.000027
RC_AA447110_at -0.002448 -0.007149 0.000475
D17408_s_at -0.000543 0.002284 0.000316
J02783_at 0.000066 0.000453 0.000120
RC_AA600140_at 0.000223 0.000737 -0.000393
RC_AA252812_at -0.002253 -0.015205 -0.000546
U09851_s_at 0.008552 -0.008028 -0.002839
AA412620_s_at -0.003713 0.005177 0.004497
AF001548_rna1_at -0.000253 0.000396 -0.000017
U48959_at 0.000913 -0.000644 0.000411

Table S.16. Significance of group separation for canonical analysis of 16 genes found in
backward elimination based on criterion 5: (Absolute sensitivity of Wilks ratio) for seven
tumor groups ( six primary types, one metastases group) in 128-gene data set of
Ramaswaamy et al. 2002. P-values in rejecting the null hypothesis that the groups means
are equal is at intersection of the two groups.  This is for separation on the first canonical
axis.
Group Primary

breast
Primary
colorectal

Primary
Lung

Primary
Ovary

Primary
Prostate

Primary
Uterus

Primary
Colorectal 0.78
Primary
Lung 1.00 0.39
Primary
Ovary 1.00 0.44 1.00
Primary
Prostate 0.22 1.00 0.051 0.06
Primaty
Uterus 1.00 1.00 0.99 0.99 0.89
Metastases 1.9E-08 4.9E-04 1.5E-09 2.0E-09 0.03 4.2E-06
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Table S.17. Significance of group separation for canonical analysis of 16 genes found in
backward elimination based on criterion 5: (Absolute sensitivity of Wilks ratio) for seven
tumor groups (six primary types, one metastases group) in 128-gene data set of
Ramaswaamy et al. 2002. P-values in rejecting the null hypothesis that the groups means
are equal is at intersection of the two groups.  This is for separation on the second
canonical axis.
Group Primary

breast
Primary
colorectal

Primary
Lung

Primary
Ovary

Primary
Prostate

Primary
Uterus

Primary
Colorectal 0.46
Primary
Lung 1.00 0.32
Primary
Ovary 1.00 0.65 1.00
Primary
Prostate 0.11 1.00 0.06 0.21
Primaty
Uterus 3.6E-06 0.10 1.4E-06 1.1E-05 0.53
Metastases 1.00 0.34 1.00 1.00 0.07 1.3E-06

Table S.18. Significance of group separation for canonical analysis of 16 genes found in
backward elimination based on criterion 5: (Absolute sensitivity of Wilks ratio) for seven
tumor groups (six primary types, one metastases group) in 128-gene data set of
Ramaswaamy et al. 2002.  Probability of error in rejecting the null hypothesis that the
groups means are equal is at intersection of the two groups.  This is for separation on the
third canonical axis.
Group Primary

breast
Primary
colorectal

Primary
Lung

Primary
Ovary

Primary
Prostate

Primary
Uterus

Primary
Colorectal 1.00
Primary
Lung 1.00 1.00
Primary
Ovary 1.00 1.00 1.00
Primary
Prostate 0.07 0.01 0.26 0.01
Primaty
Uterus 0.98 1.00 0.84 1.00 0.0003
Metastases 1.00 1.00 0.99 1.00 0.0022 1.00
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Section XVII. Lung data. Differences in groups of recurrent/non-recurrent tumors
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Fig. S.11. Result of backspace elimination canonical analysis at nine genes and eighteen
genes in (a) and (b), respectively, for lung primary data from 169-gene data set.  The
groups were those designated as recurrent or non-recurrent tumors as determined by
clinical observation.  The data was from Ramaswamy et al. (2003).  Both figs were from
Criterion 5: Absolute sensitivity of Wilks ratio.
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Fig. S.12. See caption next page.
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Fig. S.12. Significance of Rao-Hawkins-McHenry test (PFt(i) plotted against i.  We plot
the P-value for rejecting the null hypothesis that the coefficient of the eliminated variable
is zero.  These graphs are for the 169-gene, two group case of lung tumors classified as
either recurrent or non-recurrent.  These classifications result from clinical observations.
Data for canonical analyses are from Ramaswamy et al. (2003). : (a) Criterion 1:
Sensitivity of Wilks ratio, (b) Criterion 3: Probability of coefficients (Significance of
eliminated variable) and probability of Wilks ratio, (c) Criterion 4: Cumulative
probability of coefficients, (d) Criterion 5: Absolute sensitivity of Wilks ratio, (e)
Criterion 6-7: Correlation with canonical axis, and (f) BW-BECA.
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Characterize the normal range for candidate host 
response surrogate markers in humans and animals 

(year 2 – 3) 



INTRODUCTION
Recent developments in gene and pro-

tein expression analysis technology have
suggested that gene expression is a key
indicator of an individual’s pathophysio-
logic status (1-4). Consequently, clinical
application of gene expression technol-
ogy will vastly improve on the current
approaches for monitoring health and
disease. Compelling associations between
gene expression and disease have been
demonstrated in many studies ranging
from inflammatory disease to cancer. For
instance, studies have pointed to abnor-
mal gene expression in peripheral blood
mononuclear cells in lupus patients
compared with healthy controls (5,6).
Other studies have found differences in
gene expression patterns between cancer-
ous liver or pancreatic tissue and nontu-

mor liver and pancreatic tissues (7,8).
Additionally, gene expression profiling
of breast tumor biopsy tissue correlated
with therapeutic response to treatment (9).
Results from these studies demonstrate
that measurements of gene expression can
be used in the diagnosis and monitoring
of disease. However, a key requirement
for clinical application of gene expression
technology is distinguishing between nat-
ural variations in gene expression among
healthy subjects and changes associated
with a disease condition. The establish-
ment of a normal range of expression for
a particular population is required as a
“reference range” (10).

Immune function is controlled by a
network of molecular and cellular path-
ways. It is well recognized that sup-
pressed immune responses (for example,

immunosuppressive therapies and AIDS)
or excessive responses (for example,
acute respiratory distress syndrome and
autoimmunity) can contribute to disease.
Thus, homeostatic control and tight regu-
lation of responses are fundamental char-
acteristics of the immune system. For ex-
ample, in the absence of disease, body
temperature remains relatively constant
within an individual, suggesting that the
body strives to hold its temperature close
to a defended set point. During a response
to infection, the inflammatory cytokines
interleukin-1, interleukin-6, and tumor
necrosis factor are released into the blood
and bind with receptors in the hypothala-
mus, resulting in fever (11). However, im-
mune cells also manufacture and release
factors, such as interleukin-1 receptor an-
tagonist and interleukin-10, that counter-
act the effects of pro-inflammatory cy-
tokines and reduce body temperature
(12,13). As a result, body temperature
rises only moderately during many fever
episodes, and returns to its previous set
point upon clearance of the infection.
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This and other evidence (14) imply that
inflammatory/immune genes may be
tightly regulated. It is further hypothe-
sized that immune system homeostasis
would be reflected in a narrow range of
expression levels or set points for key
molecules in these pathways among
healthy subjects.

In certain gene expression studies, re-
producible patterns in subsets of genes
have been noted in normal tissues (15-
18). The majority of these studies have
used microarrays to explore the pat-
terns of expression in isolated blood
cell fractions (15,18) or other target tis-
sues, including retina (16) and skin (17).
Some studies (16,19) have used repli-
cate arrays to assess the relative contri-
butions of technical and biological fac-
tors to the overall variation in
measurement values. The results show
interindividual variation for gene ex-
pression, as well as variation over time
within an individual. In addition, gene
expression can be sensitive to sources of
technical variability, such as time after
phlebotomy and method of RNA isola-
tion (20-23). Even within a platform,
such as microarray, considerable diver-
gence is reported (24). 

In recent years, quantitative real-time
(QRT) PCR has emerged as an effective
and reproducible tool for transcript anal-
ysis (25). It measures relative abundances
through PCR-based synthesis of target
gene amplicons and activation of target-
specific fluorescent probes. The amount
of fluorescence generated during the ex-
ponential amplification phase provides
robust comparative abundance measure-
ments for different amplicons in the same
or different wells (25). Whole blood con-
tains representative populations of all
the mature cells of the immune system
as well as secretory proteins associated
with cellular communications (26). The
earliest observable changes of cellular
immune activity are altered levels of
gene expression within the various im-
mune cell types (27). Therefore, QRT-
PCR can be an effective technology for
reproducibly quantifying gene expres-
sion in whole blood.

In studies reported here, we explored
the variation among apparently healthy
blood bank donors in the expression of
a set of genes involved in immune re-
sponses. QRT-PCR was used to measure
immune-related gene expression in
whole blood samples, using procedures
designed to sustain a high level of preci-
sion (repeatability and reproducibility).
We tested the observed distribution of
values to determine if it was consistent
with sampling from a log-normal distri-
bution, as has been asserted for many
genes (28,29), and computed maximum
likelihood estimates for the parameters
of this distribution. We used statistical
models to estimate the contributions of
gender, age, and ethnicity to the overall
differences in expression among subjects.
By performing replicate measurements
on longitudinal samples from a group of
8 donors, we computed relative propor-
tions of variance arising from technical,
temporal, and intersubject variability.
Finally, to obtain limits for the dynamic
range of expression achievable with a
strong inflammatory stimulus, we per-
formed time-course measurements for
several immune response genes in a
group of healthy volunteers challenged
with an infusion of the bacterial endo-
toxin lipopolysaccharide (LPS).

MATERIALS AND METHODS

Donor Selection
Single-time-point blood samples from

131 blood donors satisfying American
Red Cross blood bank standards (30)
were obtained from 3 individual donor
centers operated by Bonfils Blood Center,
Denver, CO, USA. The samples were
drawn on 3 different days over a 3-
month period. Subject ages ranged from
22 to 69 years, with a median age of 44
years; age was not recorded for 61 sub-
jects. Women (n = 64) and men (n = 67)
were represented in about equal num-
bers. Ethnicity was reported as white/
non-Hispanic for 109 subjects, Hispanic
for 19, African-American for 2, and
Asian/Pacific Islander for 1. No subjects
in this study showed overt signs of dis-

ease that would make them ineligible to
donate blood under American Red Cross
standards. Because we cannot rule out
undetected disease in the subjects, how-
ever, we refer to them as “apparently
healthy” (18).

In addition, longitudinal samples were
drawn from 8 volunteers (3 women, 
5 men, age range 23 to 50 years) from the
Denver area. Samples were collected
from these donors approximately once
per month for 6 to 8 months, yielding a
total of 58 samples.

Samples from the blood donor subjects
were collected under Western Institutional
Review Board Study No. 20010324.
The studies were also reviewed by the
Lawrence Livermore National Laboratory
Institutional Review Board. Written in-
formed consent was obtained from all
volunteers.

In a separate study, 6 healthy volun-
teers were injected intravenously over 
1 min with a single dose (30 units/kg)
of Gram-negative bacterial LPS, accord-
ing to an approved protocol at Guys
Hospital, London, UK. Blood samples
were drawn and assayed before the LPS
injection (0 h) and 2 and 5 h after LPS in-
jection. Additional blood samples from
3 of 6 subjects (adult male volunteers
who signed an informed consent form)
were drawn and assayed 21 h after LPS
injection. Medical history, physical exam-
ination, routine laboratory examination,
and electrocardiogram were all normal.
Subjects did not use any medication or
have any significant illness within 8
weeks of the study.

Sample Handling, Purification of RNA,
and Preparation of cDNA

Blood was collected from study sub-
jects by standard phlebotomy methods
using a 21-gauge butterfly needle and
PAXgene Blood RNA Tubes (no. 762115;
Qiagen, Valencia, CA, USA) to stabilize
messenger RNA (mRNA) against degra-
dation and prevent induction of new
mRNA expression (23). Samples were gen-
tly mixed by inversion and sat at room
temperature for 2 to 24 h to ensure com-
plete nucleic acid stabilization. Samples
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were then frozen at –70 °C and batch-
shipped on dry ice in compliance with
International Air Transport Association
(IATA) shipping regulations.

Total RNA from PAXgene Blood RNA
samples was extracted within 30 days of
collection using the PAXgene Blood RNA
Kit (no. 762134; Qiagen). RNA samples
were treated with RNase-free DNase I
(no. 79254; Qiagen) for digestion of con-
taminating genomic DNA, using manu-
facturer-recommended protocols during
the purification process. Purified RNA
samples were placed at –80 °C for long-
term storage.

First-strand cDNA was synthesized
with random hexamer primers using
TaqMan Reverse Transcription reagents
(N808-0234; Applied Biosystems, Foster
City, CA, USA). Approximately 250 ng
RNA was added to a prepared reverse-
transcription reagent mixture consist-
ing of PCR Buffer II, 1×; MgCl2, 5.5 mM;
random hexamers, 2.5 μM; dNTP blend,
2 mM; RNase inhibitor, 40 units; and
MultiScribe Reverse Transcriptase, 125
units. Samples were incubated at ambi-
ent temperature for 10 min with subse-
quent incubation at 37 °C for 60 min.
After the 37 °C incubation, samples
were incubated at 90 °C for 10 min and
immediately chilled on ice. Newly syn-
thesized cDNA samples were then
placed at –80 °C for storage. Prior to
QRT-PCR analysis, each cDNA sample
was quality control tested for RNA
quantity and quality of target genes
using quantitative PCR analysis (QPCR;
ABI Prism 7700 Sequence Detection
System, Applied Biosystems, Foster
City, CA, USA) of the 18S rRNA and
β-actin.

QRT-PCR Analysis of Target Genes
Primer/probe reagents were custom-

designed to achieve 3 performance crite-
ria: (1) single-gene specificity of amplifi-
cation as tested by gel electrophoresis,
(2) dilutional linearity of amplification
performance over 2 orders of magnitude,
and (3) optimal amplification efficiency
of 100 ± 6%, to yield a 2-fold change in
transcript per CT unit (31). Primer/probe

sets were designed to span 90 to 120 base
pairs, optimized for robust amplification
and specificity, minimization of second-
ary hybridization, and consistent per-
formance. Quality control testing of
reagents and manufactured plates en-
sured that amplification specificity and
efficiency remained within established
metrics during storage and new synthe-
sis of nucleotides.

Amplification specificity was tested by
QRT-PCR with a custom cDNA standard
template of induced whole blood and
cell lines. Specificity was determined by
the size, number, and DNA sequence of
the amplified product. The size and
number of amplified products was deter-
mined by agarose gel electrophoresis.
Amplified products were electrophoresed
on a 4% agarose gel to visualize the
number of DNA bands present. The mo-
lecular weight of each band was deter-
mined by comparison to known molecu-
lar weight markers (no. PR-G1741; Fisher
Scientific, Hampton, NH, USA). The
presence of a single DNA band of the
correct size suggested specific amplifica-
tion of the intended gene sequence. In
certain cases, the amplified product
DNA sequence was compared with the
published sequence. Primer/probe am-
plification of genomic DNA was inves-
tigated using purified genomic DNA
rather than cDNA as the template for
QRT-PCR. The formation of primer
dimers and spurious amplification was
also investigated using DEPC water as
a “no template” control for the QRT-
PCR assay.

Amplification efficiency of a primer/
probe set was determined by a dilutional
linearity assay, using 5 serial dilutions
of the standard cDNA template and
running PCR reactions on each dilution
in replicates of 4. Two or more versions
of each target gene primer/probe set
were designed and tested to select for
both amplification efficiency and speci-
ficity. Similarly, each new primer/probe
reagent lot was monitored to ensure
matched amplification specificity and
efficiency to previous primer/probe
reagent lots.

Target gene transcripts were analyzed
by QRT-PCR for each cDNA preparation
using 2× TaqMan Universal PCR Master
Mix (no. 4305719; Applied Biosystems)
and Source MDx’s proprietary primer-
probe sets. Reactions were run in sets of
4 replicates per gene (24 gene targets in
a 96-well plate) on an ABI Prism 7700
Sequence Detection System. Each well
also contained the specific primers and
probe set to measure 18S rRNA as an in-
ternal control. The amount of cDNA tem-
plate added to each reaction was held to
a relatively narrow range, as determined
by the cDNA quality control measure-
ment of 18S RNA.

Data Analysis
The difference between the fluorescence

CT for the target gene and the endogenous
control (18S rRNA) is presented as a ΔCT

value (CT of target – CT of control]. For
reference, a ΔCT of 2 is approximately
equivalent to a 4-fold change in the
amount of the transcript. For example, at
baseline, TGFβ may have a ΔCT value of
16; after treatment, that ΔCT value may
increase to 18. This change represents a
2 ΔCT difference or a decrease of 75%
(1/4). The CT reporting system and esti-
mation of relative gene expression are
well described in the literature (32).

CT values above 37 were not used in
the analysis, because they correspond to
gene expression levels below the linear
range of the assay. Values over this
threshold were obtained for varying pro-
portions of samples, depending on the
gene and the study population exam-
ined. For the single-time-point samples,
the mean and SD of the underlying ΔCT

distribution were inferred by maximum
likelihood estimation (MLE), under the
assumption of a normal distribution, for
genes having up to 50% of their CT val-
ues over the threshold. Distribution pa-
rameters and dynamic ranges were not
computed for genes with more than 50%
of CT values greater than 37.

Tests for Normality
Because ΔCT values are roughly pro-

portional to the logarithm of the corre-
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sponding mRNA abundances, we used a
combination of analytical methods to test
ΔCT values for each gene for departures
from normality.

The Anderson-Darling and Shapiro-
Wilk tests were used to test the data
against the null hypothesis that the ob-
served values were sampled from a nor-
mal distribution, parameterized by the
observed mean and standard error.
These tests differ in their sensitivity to
outliers and in the weight given to cen-
tral versus outlying values. Smaller P
values from these tests indicate rejection
of the null hypothesis, i.e., deviation
from normality.

We also generated plots of the quan-
tiles of each gene’s ΔCT values against
the corresponding quantiles of a stan-
dard normal distribution (Q-Q normal
plots), together with histograms and nor-
mal density curves, to graphically char-
acterize their deviations from normality.

Linear Mixed-Effect Model Analysis
Previous reports on longitudinal gene

expression data sets (16,19) suggest that,
for many genes, expression levels in re-
peated samples from the same subject are
relatively stable compared with interindi-
vidual differences, even when the repeat
samples are separated by time periods of
several weeks. To quantify the relative
magnitudes of intersubject versus tempo-
ral and technical variability in apparently
healthy, untreated subjects, we fitted a
linear mixed-effects (LME) model to the
longitudinal study data. In this data set,
each ΔCT measurement was associated
with a gene g, subject i, sample index j,
and replicate k. An LME model for these
data is described by equation 1:

(ΔCT)gijk = αg + ugi + βgj + vgij + εgijk (1)

where αg is an intercept term dependent
on the gene only, ugi is a random effect
due to intersubject variability, βgj is a
fixed effect due to systematic variations
in processing affecting all samples drawn
at the same time point, vgij is a random
effect representing variability among
samples from the same subject, and εgijk

is an error term encompassing all resid-

ual sources of variability between repli-
cates. The random effects ugi, vgij, and εgijk

are assumed to be normally distributed
with mean zero and variances σ 2

S, σ
2
T,

and σ 2
R, respectively. A restricted maxi-

mum likelihood (REML) algorithm (33)
was used to fit the model parameters αg,
βgj, σ

2
S, σ

2
T, and σ 2

R to the data.
In addition, it is useful to quantify the

contributions to intersubject variability
arising from subject characteristics such
as sex, age, and ethnicity. All 3 of these
parameters were recorded for 68 sub-
jects in the single-time-point study.
Expression data for these subjects was
fitted to the LME model described by
equation 2:

(ΔCT)gik = αg + βg(Gi, Ei) + 
ζg(Gi, Ei)Ai + ugi + εgik (2)

where αg is an intercept term dependent
on the gene only, Gi, Ai, and Ei are the
sex, age, and ethnicity of subject i,
βg(G,E) is a gene-specific offset for the
given sex and ethnicity, ζg(G,E) is the
slope of a linear age effect depending
on both sex and ethnicity, ugi is a ran-
dom effect due to intersubject variabil-
ity not explained by age, sex, or ethnic-
ity, and εgik is an error term encom-
passing all residual sources of variabil-
ity between replicate PCR reactions for
a given sample. After fitting this model,
the percentage contribution of sex, age,
and ethnicity effects to the intersubject
variance for gene g was estimated by
equation 3:

(PC)g = 100/(1 + σ 2
S /∑ik (((predicted 

ΔCT)gik – (mean ΔCT)g)
2)/(N – 1)) (3)

where N is the total number of measure-
ments for gene g, σ 2

S is the variance pa-
rameter estimated for the distribution of
the random subject effects, predicted ΔCT

is the value predicted from the fixed ef-
fects portion of equation 2, and mean
ΔCT is computed over all measurements
for gene g.

All data analyses were performed
using the R open source programming
environment for statistical computation
(34). LME models were programmed
using the R package “nlme” (33).

RESULTS

Most Genes Exhibit Limited Dynamic
Range of Expression Across Subjects
in Single-Time-Point Measurements

A series of studies were undertaken
to examine the expression of immune-
related gene transcripts in whole blood
of apparently healthy subjects. In the
largest single-time-point study, blood
was collected from 131 blood donors fol-
lowing the American Red Cross donor
standards and analyzed for the expres-
sion of 48 inflammation- and immune-
related gene transcripts. These tran-
scripts encode cell surface molecules,
such as CD4, CD14, CD19, and ICAM-1;
signaling molecules, such as PTGS2
(COX2), PLA2G7, and NF-κB; cytokines,
such as IL-1B and TGFβ; proteinases,
such as ELA2; and proteinase inhibitors
(see Table 1). The overall range of CT val-
ues for the 48 genes studied is plotted in
Figure 1. The bars in the plot encompass
the central 90% of the observed values
(i.e., they extend from the 5th to the 95th
percentiles), whereas the whiskers on ei-
ther end of the bar extend to the extreme
values. For genes with expression levels
sampled from a log-normal distribution,
the ends of the bars would correspond to
1.64 SD on either side of the mean CT.

Of the 48 genes profiled in this study,
2 important signals of inflammation, IL6
and CXCL2, lacked detectable expression
in most of the apparently healthy sub-
jects, and their CT values were at or
greater than 37. Dynamic ranges and
variance components were not computed
for these genes. For the remaining 46
genes, the estimated SD of the ΔCT values
ranged from 0.44 to 1.46 and were below
0.792 for 36 of the 46 genes, as shown in
Table 1. Thus, the dynamic range of ex-
pression extending 2 SD in either direc-
tion from the geometric mean was less
than 22 * °.792 or a 3-fold change (32). For
normally distributed ΔCT values, this
range covers 95.4% of the sample meas-
urements. The distribution of dynamic
ranges corresponding to a ±2 SD span is
shown in Figure 2. The highest dynamic
range observed was 7.53-fold change
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Table 1. Genes with detectable expression in healthy blood donor samples, together with statistical summaries of ΔCT distribution,
expression fold changes corresponding to 2 standard deviations of ΔCT distribution, and P values for normality tests.

Fold 
HUGO Change Shapiro– Anderson–
Designation Gene Name and Aliases n Mean Median SD ± 2 SD Wilk Darling

ADAM17 A Disintegrin and Metalloproteinase Domain 17 129 18.56 18.55 0.63 2.39 0.7512 0.5395
APAF1 Apoptotic Protease Activating Factor 1 131 16.46 16.48 0.54 2.13 2.1E-05 0.0150
C1QA Complement Component 1, Q Subcomponent, Alpha 128 20.25 20.21 0.92 3.57 0.0939 0.0879

Polypeptide
CD14 CD14 Antigen 129 13.92 14.01 0.63 2.41 1.1E-05 8.0E-07
CD19 CD19 Antigen 131 18.19 18.09 0.78 2.94 1.4E-05 1.1E-07
CD4 CD4 Antigen 131 14.80 14.84 0.49 1.98 0.0064 3.8E-04
CD86 CD86 Anitigen; B7–2 Protein 128 17.64 17.68 0.51 2.04 3.1E-05 6.6E-04
CD8A CD8 Antigen, Alpha Polypeptide, p32 130 15.74 15.72 0.67 2.54 0.0653 0.8402
CXCL1 Chemokine (C–X–C Motif) Ligand 1 (GRO–1) 131 20.01 20.00 0.67 2.53 0.1150 0.1522
CYBB Cytochrome B–245 Beta Polypeptide 130 13.98 14.02 0.57 2.21 0.0058 0.0542
DPP4 Dipeptidylpeptidase IV (CD26) 131 18.33 18.35 0.61 2.34 0.1253 0.0602
EGR1 Early Growth Response 1 130 20.42 20.49 0.65 2.47 0.0074 0.0013
ELA2 Elastase 2, Neutrophil 126 19.90 19.78 1.29 5.95 2.1E-04 1.4E-04
GCLC Glutamate–Cysteine Ligase, Catalytic Subunit 128 18.86 18.90 0.64 2.41 5.6E-07 2.9E-05
HMGB1 High–Mobility Group Box 1 130 16.28 16.25 0.69 2.59 0.0055 0.0524
HMOX1 Heme Oxygenase (Decycling) 1 131 16.45 16.50 0.67 2.53 0.0028 0.0045
HSPA1A Heat Shock Protein 1A, 70 kDa 129 13.83 13.88 0.80 3.01 3.7E-08 1.2E-06
ICAM1 Intercellular Adhesion Molecule 1 131 17.68 17.71 0.55 2.15 0.0969 0.0514
IFI16 Interferon γ-Inducible Protein 16 130 16.75 16.72 0.84 3.20 0.0441 0.1004
IL10 Interleukin 10 75 22.87 22.94 0.75 2.81 9.0E-04 0.0070
IL15 Interleukin 15 129 21.45 21.45 0.70 2.65 0.0051 0.0275
IL18 Interleukin 18 (Interferon γ-Inducing Factor) 130 20.05 20.05 0.54 2.11 0.0517 0.0625
IL18BP IL–18 Binding Protein 131 16.74 16.72 0.44 1.84 0.2787 0.6132
IL1B Interleukin 1β 130 16.67 16.67 0.79 2.99 0.0011 0.0200
IL1R1 Interleukin 1 Receptor, Type I 125 21.08 21.06 0.98 3.90 0.5969 0.9508
IL1RN Interleukin 1 Receptor Antagonist 129 16.88 16.91 0.67 2.54 0.1494 0.1755
IL8 Interleukin 8 97 21.01 20.86 1.46 7.53 0.0321 0.1185
LTA Lymphotoxin α 114 20.05 19.99 0.65 2.45 3.4E-04 0.0014
MMP9 Matrix Metalloproteinase 9 129 15.91 16.01 1.16 4.97 3.8E-05 1.9E-06
MNDA Myeloid Cell Nuclear Differentiation Antigen 130 12.54 12.51 0.64 2.44 0.1193 0.1563
MPO Myeloperoxidase 131 21.20 21.22 0.77 2.92 0.7944 0.7479
MYC V–myc Avian Myelocytomatosis Viral Oncogene Homolog 130 17.23 17.22 0.63 2.38 0.0685 0.0705
NFKB1 Nuclear Factor of κ Light Polypeptide Gene Enhancer in 131 17.38 17.41 0.57 2.20 0.0178 0.0076

B Cells 1 (p105)
PLA2G7 Phospholipase A2, Group VII 126 19.36 19.36 0.69 2.60 0.1485 0.5492
PLAUR Plasminogen Activator, Urokinase Receptor 131 15.12 15.15 0.58 2.25 0.0275 0.0190
PTGS2 Prostaglandin–Endoperoxide Synthase 2 (COX–2) 126 16.72 16.75 0.61 2.33 0.0505 0.0309
PTPRC Protein Tyrosine Phosphatase Receptor, 127 Type C (CD45) 11.91 11.96 0.52 2.07 0.0410 0.0165
SERPINA1 Serine (or Cysteine) Proteinase Inhibitor, Clade A, Member 131 13.26 13.27 0.66 2.50 0.0100 0.0092

1 (Alpha 1 Anti–Trypsin)
SERPINE1 Serine (or Cysteine) Proteinase Inhibitor, Clade E 101 22.38 22.44 0.89 3.43 0.0014 0.0015

(Ovalbumin), Member 1 (Plasminogen Activator 
Inhibitor Type 1)

SERPING1 Serine (or Cysteine) Proteinase Inhibitor, Clade G (C1 130 19.20 19.29 1.20 5.25 3.2E-04 6.0E-05
Inhibitor), Member 1 (Angioedema, Hereditary)

TGFB1 Transforming Growth Factor β 1 130 13.14 13.16 0.44 1.83 0.0115 0.0141
TIMP1 Tissue Inhibitor of Matrix Metalloproteinase 1 131 15.02 15.09 0.57 2.19 1.1E-05 4.2E-06
TLR2 Toll–Like Receptor 2 130 16.07 16.13 0.63 2.38 0.0058 0.0015
TNF Tumor Necrosis Factor 124 20.67 20.55 0.98 3.90 1.1E-05 3.4E-04
TNFSF5 Tumor Necrosis Factor (Ligand) Superfamily, Member 5 131 17.69 17.67 0.63 2.38 1.5E-14 1.5E-10

(CD40 Ligand)
TNFSF6 Tumor Necrosis Factor (Ligand) Superfamily, Member 126 20.41 20.35 0.74 2.80 4.7E-04 0.0021

6 (Fas Ligand)

n is the number of samples having detectable expression for the gene in at least 3 of 4 replicate RT–PCR reactions. Mean and SD are
estimated by maximum likelihood for genes where any replicates fall below the detection threshold (CT > 37).



units for IL-8. The SDs of ΔCT values
were independent of the mean ΔCT, indi-
cating that the dynamic ranges did not
depend on a gene’s expression level.

The Majority of Genes Have Expression
Values following Log-Normal
Distributions

Commonly used parametric tests for
differential gene expression between

groups of samples, such as t tests and
analysis of variance, are based partly
on the assumption that the values being
compared are sampled from normal dis-
tributions. Although it is commonly as-
serted that transcription levels of many
genes are log-normally distributed
(28,29), it is important to test this as-
sumption to use such tests for disease
diagnosis and detection. The majority

of expressed transcripts followed ap-
proximately log-normal distributions,
according to the Anderson-Darling and
Shapiro-Wilk tests (Table 1, Figure 3).
The gene most closely following a nor-
mal distribution of ΔCT values was
IL1R1 (Figure 3A), with an Anderson-
Darling P value of 0.945. Among the 46
genes tested, 34 had P values greater
than 0.001. All genes had unimodal dis-
tributions; the deviations from normal-
ity involved moderate degrees of left or
right skewness, and/or heavy or light
tails. Although these departures were
not dramatic, they will need to be incor-
porated into the predicted error rates
for diagnostic tests based on expression
of these genes.

Of the 48 genes shown in Table 1,
the gene deviating most from a normal
distribution of ΔCT values was TNFSF5
(CD40 ligand, Figure 3B), with an
Anderson-Darling P value of 1.52 × 10–10.
The observed distribution is character-
ized by a heavy tail and large ΔCT, sug-
gesting the presence of a subpopulation
with an unusually low expression level
of this gene.
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Figure 2. Histogram of dynamic ranges of expression values, expressed as fold changes
spanning 2 standard deviations of each gene’s ΔCT values (that is, 2–2SD(ΔC

T
)).

Figure 1. Gene distribution across 131 healthy donors.  Range of CT values for each gene targeted by the panel of 48 primer sets, across
131 single-time samples. Bars span the range from the 5th to the 95th percentile of CT values for each gene.



Minor Variations in Expression May Be
Based on Sex, Ethnicity, and Age

Table 2 shows the contributions of sex,
age, and ethnicity on interindividual vari-
ation estimated by the LME model (equa-
tion 2). For the 43 genes examined, the
observed effects of sex, ethnicity, and age
were small. Only 10 genes had contribu-
tions from these effects, explaining more
than 20% of the intersubject variance; the
maximum contribution was only 27.9%
for NFKB1. For most genes, sex effects
accounted for most of this contribution.
Fifteen genes showed significant sex dif-
ferences (unadjusted P value < 0.05), but
the largest fold change from women to
men was only 1.62 for TNFSF6. Likewise,
only moderate ethnicity effects were ob-
served. Five genes (MPO, MYC, TNFSF6,
ELA2, and HMGB1) showed significant
differential expression between white
(non-Hispanic) and Hispanic subjects,
with the largest change being a 2.5-fold
overexpression of ELA2 in Hispanic
women relative to white women.

Age effects were difficult to measure in
this data set, due to the markedly different
age distributions between the female and
male blood donors. Male blood donors
had a median age of 53 years, compared
with 43 years for females. Therefore, sex
and age effects are potentially con-
founded. The LME model defined in
equation 2 addresses the confounding
factors by fitting the ΔCT versus age data
to different slopes for each sex/ethnicity
combination. According to the LME
model, 3 genes (IL18, ELA2, and C1QA)
had significant age effects for at least 1
sex/ethnicity combination. For all 3 of
these genes, the fitted slopes were mark-
edly different between sexes. For example,
age had virtually no effect on IL18 expres-
sion in white men, whereas in white
women the slope corresponded to a 2-fold
increase from age 23 to age 69. Similarly,
the fitted slopes suggest dramatic differ-
ences in age effects among ethnicities.
Overall, the size of the sample is too small
to reliably estimate ethnic differences.

Variation of Expression within Subjects
Over Time Is Limited

To compare the contributions of in-
tersubject, temporal, and technical
components to the overall variation in
gene expression, we fitted the LME
model (equation 1) to the longitudinal
set of measurements described in
“Materials and Methods.” For this data
set, we fitted the model for each of 29
genes with detectable expression in at
least 90% of the samples to obtain, for
each gene, a set of variance parameters
σ 2

S, σ 2
T, and σ 2

R. These are approxi-
mate estimates of the contributions to
the total variance from intersubject var-
iation, variation among samples taken
at different times from each subject,
and residual variation between repli-
cate reactions, respectively.

The results of the initial LME model
analysis are summarized in Figure 4,
which shows the fitted standard error
parameters σ 2

S, σ
2
T, and σ 2

R for each
gene. For 6 of the 29 genes examined
(CD19, TNFSF13B, HMOX1, C1QA,
CD8A, and CD4), intersubject variation
comprised more than 50% of the total
variance of ΔCT values. For the remain-
ing 23 genes, variation between samples
taken at different times was the largest
component. However, the magnitude of
the temporal variation was limited; the
parameter σT ranged from 0.36 ΔCT units
for the gene PTPRC to 0.72 ΔCT units for
MMP9. The dynamic ranges correspon-
ding to 2σT ranged from 1.66- to 2.72-fold
change units. Because measurements
from samples taken over a period of 8
months may be subject to several sources
of technical variation (for example, in-
strument calibration, reagent lots, and
variations in sample handling), these
ranges can be considered upper limits
on the true temporal variation of expres-
sion for the genes analyzed.

LPS Stimulation Induces Transient
Gene Expression Changes in Excess
of Natural Variation

To demonstrate that changes marked
beyond the normal reference range occur,
gene expression was measured in blood
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Figure 3. Q-Q normal plots and histograms of  ΔCT values for the genes deviating least
and most from a normal distribution (IL1R1 in Figure 3A and TNFSF5 in Figure 3B, respec-
tively), according to the Anderson-Darling test. Unit diagonals and normal density curves
are drawn on the Q-Q normal plots and histograms, respectively, for comparison with a
normal distribution with the same mean and variance as observed. P values computed
by the Anderson-Darling normality test are shown above each histogram.
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Table 2. Sex, age, and ethnicity (fixed effect) contributions to intersubject variation for 43 genes, in decreasing order of percentage of
variance explained (equation 3).

Fold Change 
Fold Change Corresponding 

Percent of 
Corresponding to Age Difference 

Variance P Values for Effect to Effect (69 vs. 23 years)

Explained Sex Sex Ethnicity Sex + WM HF HM 
by Sex, Age, + + + Ethnicity vs. vs. vs. 

Gene and Ethnicity Sex Ethnicity Ethnicity Age Age Age + Age WF WF WF WF WM HF HM

NFKB1 27.90 0.0022 0.7083 0.1098 0.3335 0.0553 0.1896 0.2572 1.35 -1.04 -1.03 -1.29 -2.48 1.32 1.43
MPO 27.74 0.0128 0.0005 0.0116 0.2260 0.3535 0.8682 0.0909 1.42 1.82 1.31 1.57 1.00 1.43 4.48
IL18 27.46 0.0220 0.6228 0.9333 0.0119 0.0468 0.9150 0.1023 1.25 1.06 1.30 1.97 -1.02 1.88 2.77
MYC 26.91 0.0180 0.0132 0.7298 0.5240 0.1344 0.9658 0.1843 1.31 -1.42 -1.17 -1.21 -2.19 -1.24 1.23
TGFB1 25.88 0.0121 0.0726 0.5024 0.5696 0.0809 0.3451 0.1967 1.22 -1.18 -1.07 -1.13 -1.84 1.21 1.47
TNFSF6 23.90 0.0008 0.0344 0.0123 0.1039 0.0892 0.8499 0.4898 1.62 1.39 1.17 1.78 -1.28 1.61 1.32
LTA 23.87 0.0179 0.8223 0.0131 0.4992 0.1109 0.9253 0.4470 1.32 -1.03 -1.33 -1.22 -2.32 -1.17 -1.27
ELA2 23.65 0.3536 0.0013 0.0998 0.0262 0.2949 0.1695 0.0889 1.24 2.53 1.50 4.21 1.78 1.09 6.94
CD86 21.03 0.0289 0.2781 0.4782 0.1418 0.1509 0.3672 0.3403 1.24 1.13 1.23 1.47 -1.11 2.12 2.42
CD14 20.75 0.0066 0.9157 0.1150 0.1484 0.4972 0.0631 0.6869 1.42 -1.02 -1.05 -1.65 -2.24 1.64 1.71
C1QA 19.11 0.9650 0.2648 0.7856 0.0458 0.1489 0.0286 0.0015 1.01 1.25 1.15 2.51 1.07 -1.89 9.27
GCLC 19.04 0.1281 0.0510 0.4470 0.1961 0.5864 0.4943 0.1936 1.19 1.31 1.33 1.51 1.21 2.10 -1.66
HSPA1A 18.91 0.0208 0.3329 0.8448 0.2111 0.5560 0.1404 0.3747 1.37 -1.17 1.12 -1.58 -2.09 1.46 2.47
TNF 18.22 0.0489 0.6451 0.2638 0.6774 0.8716 0.0660 0.4877 1.44 -1.11 -1.14 -1.23 -1.11 3.34 1.59
HMGB1 17.72 0.0630 0.0047 0.1891 0.2164 0.3968 0.6109 0.9320 1.24 1.50 1.39 1.48 1.05 1.16 -1.31
CYBB 17.34 0.0223 0.9489 0.3272 0.9352 0.2462 0.1217 0.5252 1.31 -1.01 1.05 1.03 -1.56 2.17 2.22
SERPINA1 17.27 0.0730 0.2471 0.9965 0.2167 0.5933 0.0938 0.5365 1.28 -1.21 1.06 -1.59 -2.06 1.66 2.28
MMP9 16.14 0.1858 0.1057 0.3289 0.1730 0.6537 0.5372 0.3199 1.36 -1.57 1.34 -2.39 -3.46 -1.31 2.56
CXCL1 15.91 0.1965 0.1305 0.5228 0.3722 0.4229 0.1961 0.4267 1.18 -1.26 1.09 -1.36 -1.94 1.46 2.02
EGR1 15.53 0.0263 0.3387 0.4572 0.2550 0.0909 0.6418 0.2217 1.33 -1.15 -1.04 1.48 -1.44 1.16 1.54
IL15 15.44 0.4922 0.0501 0.0862 0.3364 0.9222 0.3302 0.2744 1.10 1.37 -1.03 1.42 1.36 2.45 -1.15
DPP4 15.00 0.2114 0.4354 0.4450 0.1223 0.6509 0.1781 0.5079 1.15 -1.11 -1.14 -1.63 -1.95 1.18 -1.70
CD4 14.86 0.0816 0.4197 0.3359 0.9445 0.0935 0.4285 0.4223 1.19 -1.10 -1.11 1.02 -1.77 1.42 1.34
HMOX1 14.81 0.0587 0.8654 0.6194 0.2167 0.0801 0.9441 0.0954 1.27 -1.03 1.10 1.53 -1.44 1.59 3.05
PLA2G7 14.20 0.0865 0.9282 0.7051 0.4431 0.8269 0.0575 0.6794 1.27 1.02 1.17 -1.34 -1.49 2.31 3.07
PLAUR 13.46 0.2046 0.4947 0.9590 0.4582 0.2254 0.6593 0.1645 1.17 -1.10 1.07 -1.28 -2.15 -1.02 1.83
TIMP1 13.33 0.0658 0.5106 0.2000 0.4669 0.1399 0.8392 0.3714 1.23 -1.09 -1.17 1.25 -1.44 1.37 1.51
CD8A 13.23 0.0412 0.1604 0.8832 0.2939 0.7299 0.4394 0.8534 1.30 1.24 1.56 -1.44 -1.24 1.05 1.44
ADAM17 12.71 0.1919 0.8616 0.6441 0.1633 0.2687 0.7874 0.7724 1.15 1.02 1.29 1.49 -1.01 1.68 1.37
PTPRC 12.65 0.0279 0.7490 0.7072 0.5853 0.4100 0.2291 0.5759 1.24 1.04 1.20 -1.15 -1.53 1.41 1.53
PTGS2 12.55 0.0630 0.9846 0.6788 0.0812 0.9289 0.1552 0.9724 1.28 -1.00 1.15 -1.87 -1.79 1.17 1.18
IL1RN 12.41 0.3848 0.0842 0.1495 0.1451 0.6460 0.1061 0.8547 -1.13 -1.33 -1.03 -1.73 -1.38 1.48 2.18
ICAM1 11.99 0.2755 0.2793 0.7173 0.4375 0.4882 0.2839 0.3328 1.13 -1.16 1.06 -1.27 -1.68 1.31 2.10
APAF1 11.91 0.0852 0.8732 0.8466 0.8508 0.4636 0.0957 0.6159 1.20 -1.02 1.13 -1.05 -1.38 1.96 1.06
MNDA 11.64 0.0662 0.9441 0.3044 0.5092 0.6863 0.3526 0.3483 1.24 -1.01 -1.03 -1.23 -1.46 1.28 2.29
IL18BP 10.94 0.1220 0.0913 0.1308 0.6556 0.3362 0.4393 0.4857 1.14 1.18 1.06 1.11 -1.20 1.45 1.62
SERPING1 10.70 0.4339 0.2313 0.9868 0.5224 0.9825 0.7008 0.2993 -1.21 -1.41 -1.69 -1.52 -1.49 -1.03 5.36
IL1R1 10.49 0.1039 0.7632 0.9654 0.7602 0.3975 0.2078 0.9550 1.34 -1.07 1.28 -1.16 -2.00 2.25 1.40
IL1B 10.09 0.6746 0.3584 0.4113 0.3254 0.7338 0.1561 0.9919 -1.07 -1.19 1.01 -1.52 -1.84 1.68 1.40
TLR2 9.82 0.2787 0.6278 0.5153 0.7197 0.1332 0.2841 0.8863 1.15 1.08 1.06 1.14 -1.77 2.05 1.16
TNFSF5 9.48 0.3867 0.3648 0.1478 0.0599 0.4390 0.3545 0.6951 1.12 1.16 -1.12 -2.01 -1.39 -1.19 -1.18
IFI16 6.46 0.5860 0.6442 0.5085 0.2437 0.8924 0.4439 0.9634 1.09 1.09 -1.02 -1.62 -1.74 1.00 -1.02
CD19 5.24 0.1827 0.4304 0.1925 0.3513 0.1437 0.4404 0.5098 1.23 1.16 -1.03 1.48 -1.51 -1.11 -1.25

Values were computed only for white and Hispanic subjects for whom sex and age were recorded (n = 68). Unadjusted P values are
shown for each effect, including interaction terms, and underlined (together with corresponding fold changes) when < 0.05. Fold
changes for sex and ethnicity effects are computed by raising 2 to the power of the corresponding ΔCT effect terms; for age effects, they
are computed by multiplying the corresponding slope effect by the range of ages in the sample (69 - 23) and then exponentiating. HF
indicates Hispanic female; HM, Hispanic male; WF, white female; WM, white male.



collected from healthy subjects injected
with LPS. Healthy subjects who receive
an injection of LPS experience mild fever
and flu-like symptoms that subside
within 24 h (35). Figure 5 shows the ex-
pression of a subset of genes with signifi-
cant changes at any time point after LPS
injection. Reference ranges (mean ± 2 SD)
for healthy subjects are indicated by
dashed lines. The plotted ΔΔCT values
are computed relative to the mean ΔCT

for the apparently healthy blood donors.
Individual time courses are shown for
each subject. Twenty-seven genes had
significant changes in expression in LPS-
injected subjects at any time postinfusion

relative to apparently healthy blood
donors, with adjusted false discovery
rates of less than 5%. Each of these genes
had pre-injection expression levels within
the normal reference range for appar-
ently healthy blood donors; each showed
increased or decreased expression at 2
and/or 5 h postinfusion; and most re-
turned to the normal expression range
by 21 h after infusion. Fifteen genes in-
creased or decreased expression by a
factor greater than 10-fold, and 2 (MMP9
and IL1RN) increased more than 90-fold
(Figure 5). Because the innate immune
system’s immediate response to LPS in-
fusion is the production of inflammatory

mediators by monocytes, it is not sur-
prising that the genes showing substan-
tial increases in expression include cy-
tokines and chemokines associated with
the monocyte/macrophage lineage, such
as TNF, IL1B, CXCL1, and IL18. Key cell-
surface markers (ICAM1, CD14) and sig-
naling molecules (PTGS2/COX-2) also re-
spond. Interestingly, the anti-inflammatory
regulator IL1RN, which blocks the bind-
ing of IL1 to its receptor, was 1 of the 2
most overexpressed genes. This fits with
the premise that inflammatory processes
are tightly regulated by coordinated ex-
pression of pro-inflammatory and anti-
inflammatory factors. These include
genes with significant decreases in ex-
pression such as PLA2G7 and TNFSF5
(CD40 ligand) (see Figure 5).

DISCUSSION
The studies reported here are an initial

step toward establishing normal refer-
ence ranges for the expression of genes
related to inflammation and immunity.
Several key observations emerged. First,
the dynamic range of expression of most
immune response genes is relatively lim-
ited among apparently healthy subjects.
Second, expression levels for most genes
analyzed are approximately log-normally
distributed. Third, individuals exposed
to bacterial endotoxin have gene expres-
sion profiles that are easily (albeit tran-
siently) distinguished from those of an
apparently healthy population. In devel-
oping the methods for these studies, it
was also observed that multiple technical
factors, including sample handling pro-
cedures, PCR reagents, and instrument
calibration, contribute to the overall
variation, which must be carefully con-
trolled. Taken together, these observa-
tions support both the usefulness and
practicality of establishing normal refer-
ence ranges for gene expression assays
related to immune system function.

A variety of biological factors may
contribute to the variation of expression
observed in apparently healthy subjects
(18). In general, these factors can be di-
vided into intrinsic (for example, age,
sex, genetics) and extrinsic (for example,
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Figure 4. Source of variance in gene expression.  (A) Variance components estimated from
mixed-effect models, representing variation between subjects (dark grey), between longitu-
dinal samples from same subject (grey), and between replicate RT-PCR reactions for same
sample (white). Systematic variations affecting all samples drawn on same date have been
subtracted before estimating variance components. (B) Variance components expressed
as percentages relative to sum of components.



inflammatory, autoimmune disease,
cancer, infections, and metabolism) fac-
tors. The apparently healthy blood donor
population studied here may have in-
cluded individuals with subacute ill-
nesses or chronic conditions that con-
tributed to the variability in expression
of some immune response genes. Many
chronic inflammatory and atopic dis-
eases, such as arthritis, asthma, ulcers,
gastritis, and allergies, are highly preva-
lent in the U.S. adult population, with
frequencies ranging from 7% to 27% (36).
Nonetheless, individuals with these con-
ditions are deemed “healthy” and per-
mitted to donate blood, provided these
“chronic conditions are bring treated and
the condition is under control,” and they
“feel well and are able to perform nor-
mal activities” (30).

Atherosclerosis is another highly prev-
alent condition which develops over sev-
eral years and is asymptomatic in its early
or even late stages. Several studies have
demonstrated an elevation of C-reactive
protein and other markers of inflamma-
tion in early stages of cardiovascular

disease (37,38). Chronic infections with
viruses (cytomegalovirus, Epstein-Barr
virus, genital herpes, and human papillo-
mavirus), bacteria (Helicobacter pylori),
and protozoans (Toxoplasma gondii ) also
are common in the U.S. population, but
do not consistently produce symptoms in
immunocompetent persons. Periodic re-
activation and suppression of these infec-
tions may account for some of the back-
ground variation in immune response
gene expression. Dietary influences on
immune system gene expression may
include consumption of omega-3 fatty
acids, arginine, and other nutrients as
well as vegetarian diets (39,40).

Age, sex, and ethnicity also may con-
tribute to the intersubject variation ob-
served for several transcripts. However,
the contributions of these factors ap-
peared to be modest in the present study.
Variations associated with age and sex
have been previously reported (18,41,42),
with some sex differences being directly
attributable to differences in sex chromo-
somes (18). Several studies (18,42) have
observed individual differences in inter-

feron-responsive genes among individu-
als, suggesting further stratification in an
apparently normal healthy subject group.
Larger studies specifically targeting some
of these factors are needed to elucidate the
effects so that populations can be stratified
for more precise diagnostic resolution.

Intrinsic and extrinsic factors can also
alter the proportions of blood cell types
such as neutrophils, monocytes, and
lymphocytes, as well as the relative ex-
pression of individual transcripts within
each cell type. These effects combine to
produce the observed variation in tran-
script abundances in whole blood. The
individual contributions of cell popula-
tions and gene regulation within cell
types could be examined using flow cy-
tometry combined with QRT-PCR, and
deserve further study.

Given the variety of factors that can
affect the expression of immune response
genes in a blood donor population, it is
remarkable that the overall dynamic
range of expression is not wider than
observed in the present study, whereas
larger, up to 90-fold, but transient
changes can be induced by the severe
acute inflammatory stimulus LPS. In
other diseases, such as rheumatoid
arthritis and lupus, differences in gene
expression from apparently healthy nor-
mals are more modest, 2- to 5-fold (43).
These observations support the view that
expression of these genes is maintained
within limits by regulatory mechanisms,
possibly to reduce the danger of tissue
damage from constant activation of im-
mune responses, while allowing appro-
priate responses to infectious threats.
The limited dynamic range observed
supports the development of expression-
based diagnostics, allowing expression
outside the normal reference range to in-
dicate the presence of infections, cancer,
or indolent autoimmune diseases.

Molecular diagnostics, including those
based on gene expression, are increas-
ingly being applied in the clinic (44,45).
These tests have improved the selection of
therapies, as well as dosage and treatment
schedule. In addition, “treat-to-normal”
strategies are routinely used in major
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Figure 5. Time course of expression for 12 genes with significant responses to LPS infusion
in 3 healthy male subjects. Whole blood was sampled at pre-LPS (0 h) and 2, 5 and 21 h
post-LPS infusion. Gene expression is plotted as ΔCT values relative to mean ΔCT for
healthy blood donors, with points and lines colored by subject. Mean and mean ± 2 SD
are indicated by horizontal dashed lines. ΔCT scale is inverted, so upward direction corre-
sponds to increasing expression.



diseases such as hypertension and dia-
betes. Assays based on precise, quantita-
tive measurements of immune system
gene expression offer the promise of ef-
fective clinical monitors in infection, au-
toimmune diseases, and other immune-
related conditions, such as transplant
rejection and drug- or virus-induced im-
munosuppression, as well as cancer. A
better understanding of the relevant fac-
tors that contribute to the individuality
of gene expression in the human will
help to establish the most appropriate
normal reference values in the clinic and
will serve as an essential step in the de-
velopment of effective molecular diag-
nostics for these and other inflammatory
and immunologic diseases.
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Abstract
Background: Serum protein profiling patterns can reflect
the pathological state of a patient and therefore may be
useful for clinical diagnostics. Here, we present results
from a pilot study of proteomic expression patterns in
hemodialysis patients designed to evaluate the range of
serum proteomic alterations in this population. Meth-

ods: Surface-enhanced laser desorption/ionization time-
of-flight mass spectrometry (SELDI-TOF-MS) was used
to analyze serum obtained from patients on periodic
hemodialysis treatment and healthy controls. Serum
samples from patients and controls were first fraction-
ated into six eluants on a strong anion exchange column,
followed by application to four array chemistries repre-
senting cation exchange, anion exchange, metal affinity
and hydrophobic surfaces. A total of 144 SELDI-TOF-MS
spectra were obtained from each serum sample. Results:

The overall profiles of the patient and control samples

were consistent and reproducible. However, 30 well-
defined protein differences were observed; 15 proteins
were elevated and 15 were decreased in patients com-
pared to controls. Serum from 1 patient exhibited novel
protein peaks suggesting possible additional changes
due to a secondary disease process. Conclusion:SELDI-
TOF-MS demonstrated consistent serum protein profile
differences between patients and controls. Similarity in
protein profiles among dialysis patients suggests that
patient physiological responses to end-stage renal dis-
ease and/or dialysis therapy have a major effect on
serum protein profiles.

Copyright © 2004 S. Karger AG, Basel

Introduction

Proteomics can be defined as the characterization of
total protein composition of an organism [1]. Compara-
tive proteomic analysis under different physiological
states may be a powerful approach for identifying bio-
markers of health status, since many proteins that are
secreted into bodily fluids are differentially expressed in



Serum Protein Profiles in Hemodialysis
Patients

Am J Nephrol 2004;24:268–274 269

response to physiological changes such as infection or
inflammation. Identification of proteins characteristic of
a specific disease may provide biomarkers that can be
used in simple, non-invasive clinical diagnostics [2–4].

One approach to identify differentially expressed pro-
teins is surface-enhanced laser desorption/ionization
time-of-flight mass spectrometry (SELDI-TOF-MS). SEL-
DI-TOF-MS is an array-based MS technology introduced
by Hutchens and Yip [5] that utilizes selective adsorption
of a subset of proteins in a given sample to array surfaces
differing in chemical coating [6]. Arrays are functional-
ized for ion exchange, immobilized metal affinity, or
hydrophobic selectivity allowing the serum sample to be
fractionated into subsets of proteins with similar chemical
affinity. Proteins captured on the array are ionized, and
their masses are determined by time-of-flight (TOF) MS.
A principle advantage of SELDI-TOF-MS is the ability to
rapidly screen hundreds to thousands of proteins for dif-
ferences between diseased individuals and control sub-
jects, even if the protein functions and identities are
unknown. Thus, this technique provides a broad unbiased
screen for protein expression differences. Once a candi-
date protein is detected, however, additional experimen-
tal work is required to determine the identity and func-
tion of the candidate biomarker.

To date, the SELDI-TOF-MS technique has primarily
been used to screen for candidate biomarkers for specific
diseases. This approach has yielded potential biomarkers
for prostate, bladder, lung, breast and ovarian cancers as
well as Alzheimer’s disease [7–12]. In addition, we believe
that this approach has considerable potential for monitor-
ing patients with complex chronic conditions or syn-
dromes to identify episodes of relapse, infection, or drug
failure. There is one report, for example, of the analysis of
urine protein profiles to characterize renal allograft rejec-
tion [13]. Analysis of patients with chronic conditions,
however, is complicated by protein profile alterations due
to the underlying condition and potential patient-to-
patient variability in disease state. The ability to rapidly
screen large numbers of protein types per patient provides
a detailed protein profile facilitating interpretation of
these complex factors [14, 15]. Consequently, the present
pilot study was designed to compare serum samples from
hemodialysis patients with samples from healthy controls
to investigate the effects of end-stage renal disease on
serum protein profiles. In the future, it is hoped that pro-
tein profiles may help to identify infections or other com-
plications in dialysis patients [16].

Before SELDI-TOF-MS can be applied to studies of
complications in dialysis patients, it is important to un-

derstand the effects of end-stage renal disease and dialysis
treatments on serum protein profiles. Kidney failure can
be caused by a variety of underlying complications includ-
ing diabetes, hypertension, and glomerulonephritis, and
each of these etiologies could have a different effect on
serum components. The dialysis process itself alters the
concentrations of low- vs. high-molecular-weight proteins
in serum depending on the time of sampling. Protein pro-
files could also be altered by patient responses to the
hemodialysis process (e.g. inflammation, cytokine pro-
duction). Finally, patient-to-patient variation in the pres-
ence of other chronic diseases or health complications
may be important. While there is a growing literature
characterizing specific serum proteins and metabolites in
hemodialysis patients [17–20], the focus of this study is to
begin to evaluate a broad profile of serum proteins in
patients vs. control individuals in order to understand the
effects of the complexities described above. A better
understanding of these issues would facilitate future ap-
plication of protein profiles to the diagnosis of complica-
tions in dialysis patients.

Materials and Methods

Protocols for this study were reviewed and approved by the
LLNL Institutional Review Board and comply with NIH guidelines.
Blood samples were obtained with informed consent from 4 unaf-
fected healthy control subjects, and 4 patients that are receiving dial-
ysis treatments three times per week as a consequence of renal fail-
ure. Samples from dialysis patients were obtained prior to their rou-
tine dialysis session. The 4 dialysis patients (subjects 1–4) consisted
of 3 females and 1 male between the ages of 29 and 63 years. Causes
of renal failure differed for each of these 4 patients. End-stage renal
disease was secondary to the following causes: diabetes, cyclosporine
toxicity, IgA nephropathy, and hypertension. The 4 control subjects
(subjects 5–8) consisted of 2 females and 2 males, with an age range
of 32–52 years. Blood from all subjects were collected in 2.5 ml BD
vacutainer SST glass serum tubes (Becton Dickinson, Franklin
Lakes, N.J., USA) and spun at 2,500 rpm at 4°C for 30 min. The
separated serum was divided into 0.1-ml aliquots and stored at
–80°C until analysis. All samples were coded before sample prepara-
tion and MS analysis. SELDI-TOF-MS analysis was performed
blindly with no knowledge of the source of the samples. After the
experimental work was completed, results were identified as coming
from patient or control group samples to compare protein profiles
between groups.

Frozen serum samples were prepared for SELDI-TOF-MS as out-
lined in figure 1. Each serum sample (subjects 1–8) was thawed and
spun at 20,000 g for 10 min at 4°C. 30 Ìl of pH 9.0 buffer (9 M
urea/2% CHAPS/50 mM Tris-HCl) was added to 20 Ìl of each serum
sample before mixing with Q Ceramic HyperD® F beads (Ciphergen
Biosystems, Fremont, Calif., USA) in a filtration plate. Proteins were
eluted through the filter by washes with buffers of different pH. Frac-
tion 1 (F1) consisted of flow through and material eluted with 200 Ìl
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Fig. 1. Flow chart of serum processing for SELDI-TOF-MS: Elution from a strong ion exchange resin with a pH
gradient to yield six fractions followed by application of each fraction to four different ProteinChip® Array surfaces.

Serum sample (20 ul)
Urea / CHAPS / Tris HCI pH 9

Strong anion exchange resin

Flow
through

pH 9 elutant

50 mM
HEPES

pH 7 elutant

100 mM
Na Acetate
pH 5 elutant

100 mM
Na Acetate
pH 4 elutant

50 mM
Na Acetate
pH 3 elutant

iPrOH / ACN
TFA

organic elutant

Weak cation exchange
(WCX2)

Strong anion exchange
(SAX2)

IMAC3
Cu(II)

Hydrophobic
(H50)

F1 F2 F3 F4 F5 F6

of pH 9.0 buffer (50 mM Tris-HCl, 0.1% n-octyl glucopyranoside,
OPG). This procedure was repeated for pH 7 buffer (50 mM Hepes,
0.1% OPG), pH 5 buffer (100 mM sodium acetate, 0.1% OPG), pH 4
buffer (100 mM sodium acetate, 0.1% OPG), pH 3 buffer (50 mM
sodium acetate, 0.1% OPG) and an organic solvent buffer (33.3%
isopropanol/16.7% acetonitrile/0.1% trifluoroacetic acid) to give
fractions 2 through 6 (F2–F6) respectively. Each fraction was then
applied onto four different Ciphergen ProteinChip® Arrays: Weak
Cation exchange (WAX2), Strong Anion exchange (SAX2), Immobi-
lized Metal Affinity Capture (IMAC) (Copper II), and Hydrophobic
(H50) surfaces using 96-well ProteinChip Array BioProcessors. Each
array surface was prepared using standard protocols described in the
Ciphergen ProteinChip® Applications guide [21]. The energy-ab-
sorbing molecules (EAMs), ·-cyano-4-hydroxy cinnamic acid
(CHCA) and sinapinic acid (SPA) were deposited on the array spots
and allowed to air dry. Different EAMs and laser powers were used to
optimize detection for proteins differing in molecular weight (MW).
CHCA was used as the EAM for proteins with a MW !15 kDa, while
SPA was used primarily for proteins with MW 115 kDa. These frac-
tionations provide a broad coverage of proteins based on chemical
class rather than function. A total of 144 TOF mass spectra analyzing
proteins with mass to charge ratio (m/z) from 1 to 200 kDa were
obtained for each sample (reflecting 72 different conditions in dupli-
cate). For SELDI-TOF-MS, proteins and peptides were detected
using a Ciphergen PBS-IIC ProteinChip® Reader, a time-lag focus-
ing, linear, laser desorption/ionization TOF-MS. All spectra were
acquired in the positive-ion mode. Each spectrum was an average of
130 laser shots and externally calibrated against a mixture of known
peptides or proteins. The spectra were analyzed using the Biomarker
Wizard function in ProteinChip® Software v3.1.1.

Results and Discussion

Overall, the 8 serum samples yielded qualitatively sim-
ilar protein profiles with the 72 different fractionation
and ProteinChip® Array conditions. The data in figure 2a
show a typical example with the major peaks very consis-
tent among all dialysis patients and all controls, with a few
minor peaks varying between individuals. It is difficult to
quantify the total number of protein features analyzed
from each sample because some features appear in multi-
ple array conditions, and some minor features are hard to
differentiate from noise. Experience with previous studies
and literature reports provide an estimate that about 500–
1,000 protein features per sample are detected in a study
of this size [15].

A number of clearly defined peaks were observed that
consistently distinguish the patient samples (1–4) from
the control samples (5–8) across the 72 analysis condi-
tions. Two spectra were chosen to illustrate differences
between patients and controls. The spectra in figure 2b
show peaks at 5.8 and 11.7 kDa that have greater intensity
in all patients compared with controls, while peaks at 7.7
and 9.3 kDa have reduced intensity in patients compared
with controls. A close-up view from another fraction and
EAM shows two of these peaks at 9.3 and 11.7 kDa that
consistently distinguish patients from controls (fig. 2c).
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Fig. 2. Mass spectra of serum samples from the 8 subjects in the study. Subjects 1–4 are dialysis patients, while
subjects 5–8 are unaffected healthy controls. a Fraction 4, WCX array surface with CHCA. Note similar peaks with all
samples. b Fraction 5, IMAC array surface with CHCA. Note candidate protein markers at 5.8, 7.7, 9.3, 11.7 and
19.7 kDa. c Fraction 2, IMAC array surface with SPA and high laser power. Note candidate protein markers at 9.3
and 11.7 kDa, and the unique peaks for subject 4 at 15.5 and 15.9 kDa.

The majority of peaks, however, show similar amplitudes
among all samples.

A listing of protein peaks that differ between patients
and controls is shown in table 1. A total of 15 candidate
proteins showed increased intensity in at least 3 out of 4
patients compared with all controls, while 15 candidates
showed decreased intensity in at least 3 out of 4 patients
compared with all controls. For 60% of these candidate
protein peaks, intensities for all 4 patients were outside
the range for all 4 controls. Thus, most candidate proteins
clearly distinguish all patients from all controls in this
study. A few samples are listed as outliers in table 1 as
they lacked, or in some cases contained, one or more
peaks that were characteristic of their group. In addition,
data from subject 4 showed two strong peaks at 15.2 and
15.9 kDa that were not present in any of the other 7 sam-
ples (fig. 2c), suggesting that another factor besides dialy-
sis may be responsible for these peaks.

Unfortunately, substantial additional biochemical
analysis is required to determine the identity of each of
these 30 candidate proteins. It may ultimately be possible
to correlate the profile of protein differences with disease
status without peak identification. Our hope, however, is
that with further studies of patients and controls, we can
focus on a smaller number of diagnostic peaks for identifi-
cation that may contribute to a better understanding of
end-stage renal disease.

The results of this SELDI-TOF-MS study provide an
overview of serum protein profile alterations in hemodial-
ysis patients. While it is difficult to quantify the exact fre-
quency of protein alterations, our observation of 30 can-
didate protein biomarkers that distinguish the two popu-
lations is much larger than the 1–5 candidate markers
reported from similar studies on specific diseases [9, 12,
13, 22, 23]. Thus, dialysis treatment, or clinical factors
present in end-stage renal disease, have a dramatic effect
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Table 1. Candidate protein peaks that
distinguish healthy controls from
hemodialysis patients

MW
kDa

Peak height in
patients vs.
control

Fraction Chip surface EAM/laser
intensity

Outlier
sample
#

78.8 Lower 2 H50 SPA high 6

51.3 Higher 5 H50 SPA high

50.8 Higher 4 IMAC SPA high

45.3 Lower 4 H50 SPA high 6

43.4 Higher 4, 6 H50 SPA high

25.5 Higher 5 IMAC SPA high

20.9 Higher 5 WCX SPA high

19.7 Lower 3 IMAC CHCA

17.3 Lower 6 SAX SPA low

15.9 Higher 4, 6 H50, IMAC,
WCX

SPA low 4

15.2 Higher 4, 6 H50, IMAC,
WCX

SPA high,
low

4

14.7 Higher 1 IMAC SPA high

14.1 Lower 6 SAX SPA low

13.3/13.4 Higher 1 H50, IMAC All

12.8 Lower 1 H50 SPA low

12.6 Lower 5 SAX SPA high

12.1 Lower 5 SAX SPA high

11.7 Higher 2, 3 H50, IMAC All

10.3 Lower 1 IMAC SPA high 8

9.3 Lower 1, 2, 3 H50, IMAC All

8.6 Higher 1 H50 SPA low,
CHCA

8.6 Lower 6 SAX SPA low,
CHCA

8.2 Lower 5 H50 SPA low

7.7/7.8 Lower 3, 4, 6 IMAC, WCX SPA low,
CHCA

7.1 Higher 6 WCX SPA low

6.4 Lower 5 H50 SPA low

5.8 Higher 3 IMAC SPA low,
CHCA

4.3 Higher 1 H50 CHCA 4

2.7 Lower 1 WCX CHCA

1.9 Higher 1 WCX CHCA

Note: Fraction, Chip surface, and EAM/laser intensity indicate the experimental condi-
tions used where the candidate peak was observed. Multiple entries (e.g. 9.3 kDa) indicate
that the candidate peak was observed using several experimental conditions.
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on serum protein profiles. The 4 dialysis patients share
most of these 30 protein alterations, and more than half of
the marker changes are shared by all patients compared
with all controls. This suggests that renal failure in gener-
al, or dialysis therapy, both of which are shared by all
patients, may have a greater effect on protein profile alter-
ations than the underlying causes of kidney failure that
differed among all 4 patients.

A dialysis treatment effect could result from either dif-
ferential loss of low MW components through the dialysis
membrane, or from patient responses to dialysis such as
the production of cytokines or inflammatory response
proteins. The data in table 1 show that biomarker proteins
vary in MW from 1.9 to 78.8 kDa, and that the biomark-
ers elevated in patients were spread across the full MW
range. This suggests that patient physiological responses
to dialysis are more important than dialysis membrane
fractionation in producing the observed protein profile
patterns. Finally, the unique protein markers observed in
patient 4 suggest other clinical factors may be present in
this individual in addition to end-stage kidney disease.
One clinical factor that is unique to patient 4 is that this is
the only subject with hepatitis C. Further studies would be
required to determine if hepatitis or liver damage are the
cause of differential protein markers seen in this patient.

In summary, SELDI-TOF-MS provides a convenient,
rapid method for screening large numbers of serum pro-

teins to characterize protein profile alterations in complex
clinical conditions. This pilot study was designed to pro-
vide insights into the effects of end-stage renal disease and
dialysis treatments on serum protein profiles. Our results
show that although a number of factors in hemodialysis
patients such as secondary diseases must be considered,
SELDI-TOF-MS may be useful in the future as a diagnos-
tic tool to identify treatment complications and potential-
ly reduce patient mortality. Our results show that while
patients differ dramatically from controls, the protein
profiles of dialysis patients are similar to each other. This
suggests that there may be characteristic profile for dialy-
sis patients. The unique features in patient 4 support the
potential of detecting additional clinical conditions. Fu-
ture studies with larger numbers of dialysis patients and
control individuals will be required to determine whether
treatment-related complications could also be detected
using this approach.
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Abstract 
 
Introduction 
 
There is growing urgency to develop techniques for rapid detection and diagnosis of 
infectious disease in human populations. Rapid detection is critical for reducing the 
morbidity and mortality from either bio-terrorism events or newly emerging diseases. 
Current methods for direct agent detection using culture methods or microbial component 
detection using antibodies or PCR have a number of limitations. Rapid microbial 
detection in blood may not be possible for agents that remain localized to the site of 
infection or agents that do not appear in peripheral blood until the later stages of the 
disease. Cell culture and sample enrichment procedures can also require several days.  
Finally, newly emerging diseases or genetically modified organisms may have never been 
seen before complicating organism-specific detection methods. 
 
Host responses may provide early signals in blood even from localized infections. Cells 
in the innate immune system produce a rapid response after initial contact with a potential 
pathogen. While pathogen responses initially involve local cell signaling processes 
designed to activate near-by immune cells, cascades of cytokines and chemokines are 
released into the periphery to activate additional cells types and to cause them to migrate 
to the site of the infection. Thus, early immune responses may provide general indicators 
for the presence of many different infection types. A spectrum of innate and adaptive 
immune markers, in combination with other biochemical markers may be required to 
obtain more disease-specific detection. 
 
Direct studies of the time course of natural diseases in humans complicated by the 
difficulty in defining exposure doses and exposure timing. Model systems, both in cell 
culture and animal models, allow precise control over exposure dose and timing. Studies 
of specific tissue types in culture or in whole animals have been used to define early 
responses in cells at the site of infection, but it is often difficult to relate these tissue-
specific responses to systemic responses in the whole animal. Population screening for 
early disease detection is facilitated by the use off minimally invasive sampling 
techniques involving fluids such as blood, urine, or saliva. Serum samples were selected 
for these studies because serum is easily collected and stored; serum also contains a wide 
variety of proteins with well-regulated concentrations in healthy animals. While serum 
has the advantage of integrating systemic effects of localized infections in different 
organs, some protein markers may not be detected because they do not leave the site of 
infection, or proteins produced by normal tissues dilute their concentration changes. 
 



Cowpox infection in mice was chosen as the model system for these studies. Mice have 
been shown to be susceptible to infection by both cowpox and vaccinia viruses [5,6]. The 
severity of infection varies from mild to lethal depending on the strain of mouse, strain of 
virus, and the location and dose of viral challenge. Viral instillation in the lung of mice 
produces a pulmonary infection that has been used as a model for pulmonary smallpox 
infection in humans, so that this model has been used extensively for studies of anti-viral 
drugs [18,19].  
 
The TK- strain of cowpox virus into BALB/c mice model used for these studies exhibits 
three major features important to early detection of infections. First, there is an 
incubation period of about 6 days before the mice show signs of illness. This provides the 
opportunity to assess protein changes in serum throughout this prodromal period, as well 
as the period of active infection. Second, this model produces a localized infection in the 
lung, with no live virus detectable in the blood using plate assays. Thus, this model is 
well suited to analyze whole-animal systemic responses in blood to a localized infection. 
Finally, the conditions used for these studies produce a serious illness, but no lethality 
was observed from viral infection. This feature allows assessment of the early stages of 
recovery from infection, and insures that the biochemical changes we observe reflect 
moderate disease rather than the severe toxicity of super-lethal doses.  
 
A variety of approaches have been used to select host biochemical markers that may be 
responsive to infectious diseases. Early studies focused on detailed studies of one, or a 
few, protein markers known to be associated with specific diseases. More recently, a 
number of broad screening methods have been developed as discovery tools to search for 
new markers among protein or mRNA targets. Commercial and custom gene expression 
assays allow the screening of greater than 10,000 gene targets per sample [7,8]. Protein 
screening methods including liquid chromatography mass spectrometry (LCMS) [13], 
surface enhanced laser desorption ionization mass spectrometry (SELDI-MS) [14], and 
two-dimension gel electrophoresis are also being evaluated as discovery tools for protein 
markers [15,20,21]. While these approaches provide powerful tools for screening 
thousands of gene products, they have several limitations for rapid disease detection.  
One limitation of discovery methods is that sample preparation, data collection, and data 
analysis frequently take 24 hours or more before an analysis is completed. A second 
limitation is that both chip hybridization and mass spectrometric results are difficult to 
quantify, particularly for samples with a wide range of analyte concentrations. Finally, 
these techniques may not have the dynamic range to quantify high-abundance proteins 
(e.g. Apo-A1 at about 0.1 mg/ml), and low abundance signaling proteins (e.g. Interlukin-
3 at about 10 pg/ml). 
 
The technique of multiplex immunoassay of serum proteins was selected for the present 
study. Antibodies have been developed for a variety of serum proteins, including proteins 
involved in inflammation, immunity, cell signaling, cell proliferation, lipid transport, etc. 
[24,25] Immunoassays have been developed for many of these protein types, with well-
characterized commercially available kits for the analysis of multiple proteins targets 
[26,27], and companies that provide fee for service analyses of samples with specific 
analyte panels [Rules Based Medicine Inc., Austin TX; Upstate Cell Signaling Solutions, 



Charlottesville, VA.] Bead-based antigen capture assays allow the analysis of up to 100 
protein types per experiment. While commercial multiplex bead-based immunoassays are 
not well suited for broad-based marker discovery, they do provide well-standardized 
quantitative assays for 10-100 proteins per sample, they include many proteins known to 
be associated with infection and immunity, and the assays can be completed within a few 
hours from sample collection.  
 
The primary objective of these studies is to determine if immunoassays can be used to 
differentiate sick animals from healthy animals prior to overt signs of disease. Other key 
questions include providing an initial assessment of 1) the number and types of markers 
responding to disease; 2) the magnitude of concentration changes in these markers; 3) the 
time course of marker changes before, during, and after overt disease; and 4) the 
significance of these disease-induced changes compared with natural variation among 
uninfected mice. 
 
 
Materials and Methods 
 
Virus and mouse stocks 
 
A TK- strain of cowpox virus (CPV) was used for these studies. CPV (TK- Brighton 
strain), Stock# 010605 was used for Experiment #1, with a target inoculum of 10^7 
pfu/mouse.  The same viral strain was used for Experiments #2, but the target inoculum 
was reduced to 10^6 pfu/mouse because of the large number of animals used in the 
second study.  The time course of disease appeared identical for the two experiments 
although the symptoms appeared somewhat less severe in the second study. Female 
BALB/c mice (Harlan, Specific Pathogen Free) were used for all experiments with the 
age at challenge of 52-74 days. Plate counts were used to determine CPV concentrations 
in both the stock solutions, and in the lungs of three animals per experiment.  
 
Inoculation and sample collection protocols 
 
All experimental work with the mice was performed in a biosafety level 3 (BSL-3) 
animal facility at the University of New Mexico [11,7]. Mice were infected with CPV by 
surgical intratracheal instillation. The infected mouse group received 50 ul of media (PBS 
2.5% BGS diluted 1:2 in Tris buffer) containing CPV. The sham group received the same 
intratracheal surgical procedure with 50ul of media only. The naïve control group 
received no surgery or CPV. 
 
Animals were sacrificed at each experimental time point to obtain serum samples. The 
animals were euthanized via Avertin overdose.  Blood was collected from clipped vena 
cava and placed in eppendorf tube.  The blood was allowed to coagulate for at least 30 
minutes at 4°C. The whole blood was then centrifuged at 4500 RPM for 10 min in 
microfuge, and the serum from each mouse was placed in individual eppendorf tubes. 
The samples were stored at -80°C, and shipped overnight on dry ice to LLNL at end of 



study. Serum volumes varied from 700 to 200 microliters, with lower recoveries at the 
peak of the disease. 
 
Design of the two experiments 
 
The first experiment was designed to study the time course of disease from 3 hours to 10 
days post inoculation. Seven CPV-infected mice and 3 sham-infected mice were 
sacrificed at each of the following time points post-inoculation: hour 3, and days 1, 3, 6, 
8, and 10. Ten untreated naive mice were sacrificed at the same time as the day 8 mice. 
Finally 3 additional mice that received CPV inoculation were sacrificed immediately 
after CPV instillation to measure the viable CPV concentration in the inoculum. 
 
The second experiment was designed to have larger numbers of animals in the time 
period before clinical signs (days 2 through 6). Experiment #2 was split into two identical 
groups because of the difficulty in processing all the animals at the same time. The 
protocol for each group was the following: Five CPV-infected mice and five sham-
infected mice were sacrificed at each of the following time points post-inoculation: days 
2, 3, 4, 5, 6 and 8. Five untreated naive mice were sacrificed at day 2, and five additional 
naive mice were sacrificed at day 8. Three mice were again used to assess the 
concentration of the inoculum. Thus, the complete experiment  #2 had a total of 10 
infected mice and 10 sham mice at each time point, and 20 naive mice. Experiment #2 
also included a Survival Group that was maintained for the full 10 days of the study to 
monitor the time course of the infection. Infected (5), Sham (5) and Naïve (5) animals 
were ear marked and weights were measured for each of the animals were performed 
daily from day 0 through day 10 of the study. Visual observations of changes in 
appearance and activity were also recorded. Behavior changes were recorded using the 
following numerical categories: 0 = No signs of sickness; -1 = Signs of decreased 
activity; -2 = Mice appear very sick, ruffled hair, decreased activity; -3 = Non-
responsive, moribund. No animals in the study reached the –3 moribund category. 
While more difficult to quantify, these behavioral changes generally correlated with body 
weight changes due to the infection. 
 
Multiplex immunoassays of mouse serum proteins 
 
Mouse serum samples were transported frozen on dry ice to Rules Based Medicine 
(RBM) for multiplex immunoassay analysis (Rules Based Medicine, Inc., Austin, TX). 
RBM utilizes a multi-analyte panel to quantify the concentrations of about 60 host 
antigens in mouse serum samples. A total of 50 microliters of serum were shipped for 
each analysis, with all serum samples coded for blind analysis. While some aspects of 
this multiplex analysis are proprietary, the following briefly describes the approach. 
Sample is incubated with a mixture of fluorescently labeled microsphere types, with each 
bead type conjugated to a different capture antibody. A mixture of biotinylated secondary 
antibodies is then added to label bead-captured antigen. Finally streptavidin-
phycoerythrin is added to fluorescently label the captured antigen. . Flow cytometric 
analysis with a Luminex 100 flow analyzer is used to quantify fluorescence signals for 
ach antigen in the analysis. Purified antigen standards are included is some samples to 



develop standard curves for relating bead-based fluorescence to antigen concentration. 
Sample processing typically requires 1 to 3 hours, and flow cytometric analysis takes 
about 1 minute per sample [16,17,24]. Additional details of the RBM analysis can be 
found at www.rulesbasedmedicine.com .  
 
Assay results are reported in units of protein concentration.  A “Lowest Detectable Dose” 
(LDD) is also reported for each antigen. The LDD is the antigen concentration that 
produces a fluorescence signal that is 3 standard deviations above the fluorescence of 
negative control beads. Bead fluorescence valued below the LDD can be measured, but 
these results are generally noisier and less reliable than signals above the LDD. See Table 
1 for examples of signals above and below the LDD. Two antigens IL-6 and KC 
produced no detectable fluorescence in serum samples from normal mice. These antigens 
were, however, well above the LDD for some treated animals. For these antigens the 
lowest observed concentrations were used as an upper limit to allow calculations of fold 
changes between treated and control. The minimum observed concentration for these 
antigens were 8.6 pg/ml for IL-6, and 0.04 ng/ml for KC. 
 
 
Results 
 
Serum protein levels in naïve mice 
 
The serum analyte panel used for these studies continues to be developed with the 
addition of new assays and the improvement of existing assays. Of the 60 proteins in the 
current panel, 4 assays were modified and 3 assays were added since the beginning of 
these studies. Table 1 lists the 53 proteins that were included in both experiments in this 
study, and experimental data from 8 naive mice and 8 replicate serum samples from 
Experiment #1. The markers are presented in two groups. The top group consists of 
markers with concentrations above the least detectable dose (LDD) in naïve animals. The 
LDD is defined as the concentration producing an assay signal greater than three standard 
deviations above the value of negative control assays. The bottom group includes 
markers below the LDD in naïve mice. While analyte signals below the LDD can be 
measured, these measurements generally show reduced precision. 
 
The data in Table 1 show the wide dynamic range of bead-based competitive 
immunoassays. Analyte concentrations in naïve animals vary over 7 orders of magnitude 
from 150 micrograms per ml. for Apo A1, to 13 picograms per ml. for EGF. Assay 
sensitivity varies dramatically among analytes depending on the quality of the antibody 
reagents. Apo A1 and EGF, for example show similar measurement precision among 
animals, and among replicate samples. Overall, precision values are typically between 10 
and 20% for markers above the LDD, while precision values of 20 to 60% are seen for 
the lower markers. Interlukins (e.g. IL-2 to IL-17) are generally lower then the LDD, 
while chemokines (MCP, MDC, and MIP) are often well above the LDD in naive mice. 
 
 



Clinical course of CPV infection in BALB/c mice 
 
Past experience with this CPV TK- strain in BALB/c mice showed the following time 
course of disease after inoculation: signs of illness begin at day-6, peak disease at day-8, 
and the beginning of recovery at day-10. Plaque assays showed no viable virus in serum 
at any of these time points consistent with the infection being localized in lung tissue. 
While limited viral stocks resulted in two different inoculum concentrations being used 
for the two experiments, visual observation of the animals was consistent with the same 
time course of disease in both experiments. No deaths were observed for any of the CPV-
infected animals consistent with previous observations that these doses are well below the 
lethal dose for BALB/c mice. 
 
A cohort of animals was included in Experiment #2 to quantify the time of onset of 
disease in this experiment. Ten CPV-inoculated, and ten sham-inoculated were ear 
marked and weighed each day for 10 days post treatment. These animals were also 
monitored for behavioral signs of illness. The results in Figure 1 show the mean, and 
standard deviation weight for the 10 animals in each group and the summary scores for 
the signs of illness. While there appears to be a few animals with decreased activity at 
day-5, it is not until day-6 that a clear weight difference is seen between these two 
groups. The maximum weight loss occurred at day-8, with no further loss up to day-10.  
 
 
Serum protein profiles from 3 hours to 10 days post-inoculation from Experiment 
#1 
 
The first experiment to study CPV infection in mice was designed to assess serum protein 
responses from the first 3 hours post-inoculation through the initial signs of recovery 10 
days later. This experiment included 3 sham-infected and 7 CPV-infected animals at each 
time point, and 8 naive animals that received no treatment.  Serum samples from each of 
the animals were collected in separate tubes, and all tubes were coded before analysis. 
Figure 2 shows the results for one analyte, MIP-1b, measured in serum samples from 
each animal in the experiment. Results from the 8 naive mice are shown on the left (N), 
while points corresponding to the 3 sham and 7 infected animals are shown at each time-
point post inoculation (H-3 to D-10). Standard curves for each marker were used to 
convert immunoassay measurements to serum concentrations. Serum concentrations of 
MIP-1b in pg/ml are shown on the Y-axis of Figure 2. These data show that the 
concentration of this marker increases on day-6, reaches a maximum value on day-8 at 
the peak of the disease, and then declined on day-10 as the mice begin to recover. While 
considerable scatter is seen in the data points at the peak of the disease, there appears to 
be a clear difference between sham and infected from days 6-10. 
 
Plots of the results from each of the serum markers were used to identify candidate 
markers that showed clear differences between sham and infected mice, or clear 
differences among time-points. Many candidate markers showed subtle differences 
among experimental groups, but these markers were not selected if these differences were 
not consistently observed among all points in the groups. While some of these subtle 



differences may have biological significance, our initial analysis off candidate markers 
focused on clear differences like the differences between sham and infected animals 
shown in Figure 2.  
 
Candidate markers selected for further analysis are shown in Table 2. Most candidate 
marker profiles fit into two major groups. A total of 12 markers showed peak 
concentrations at day-8, with a clear difference between sham and infected animals. The 
results in Figure 2 and Figure 3a and 3b show examples of these profiles. While the 
detailed shape of each profile shows some variation, all cases show a rise on day-6, and a 
fall on day-10 with minimal response in the sham group. These markers appear to mirror 
the onset of disease and recovery in the infected animals. A second group of 3 markers 
showed peak concentrations at hour-3 in both sham and infected animals. The data for 
IL-6, shown in Figure 3c, illustrate this profile. The observation that both the sham and 
infected animals showed similar responses at hour-3 suggests that this response results 
from the inoculation process, not the CPV. This “sham effect” is only seen immediately 
after the inoculation and could result from insult to the animals from the surgical 
trachiotomy, anesthesia, or fluid instillation in the lungs. Note that while the peak 
responses for these 3 markers occur at hour-3, weaker responses are seen during active 
infection (see the IL-6 response at day-6 in figure 3c). Similarly some markers that peak 
at day-8, also show a weaker “sham effect” at hour-3 (see MCP-1 responses in figure 3a). 
This suggests that while most markers primarily respond to inoculation or active 
infection, some are affected by both conditions. 
 
Two additional candidate markers showed unique profiles not seen in other markers. 
While all the markers described above showed increases in concentration with either 
disease or surgery, leptin was the only marker that appeared to decrease in concentration 
with CPV infection. Considerable scatter of data points was observed for this marker, but 
a clear decrease was seen at day-8. Results in Figure 3d show the complex response 
profile observed for haptoglobin. While no concentration changes were observed at hour-
3, both the sham and infected animals showed similar elevations at day 1-3. Haptoglobin 
levels remained elevated from days 6-10 for CPV infected animals, but these levels 
decreased to pre-treatment values for sham animals during the same period. This suggests 
haptoglobin may be exhibiting a delayed sham effect, followed by a second elevation due 
to CPV infection. 
 
In summary, Table 2 shows that 17 markers with distinctive profiles were observed out of 
the 53 markers analyzed (Table 1). The magnitude of these concentration changes varied 
from 2-fold to 30-fold, with most changes smaller than a factor of ten. The p-values in 
Table 2 suggest that most of these changes are significant, even though these values have 
not been corrected for multiple comparisons. The use of multiple animals per group with 
separate analyses of each animal facilitates identification of candidate markers using 
either visual identification or statistical comparisons. The dramatic sham effect at hour-3 
demonstrates the importance of including sham controls for surgical intratracheal 
instillation, and shows that large changes in serum protein levels can be detected within 3 
hours after treatment. The only consistent responses to CPV inoculation, compared to 
sham, were observed in the time period of visible symptoms of disease from days 6-10. 



Except for the unique profile of haptoglobin, no consistent sham effects were observed 
after hour-3, and no consistent CPV infection effects were seen before day-6. The second 
experiment in this study was designed to include days 4-5, which were not done in the 
first experiment, and to include a larger number of animals to facilitate analysis of this 
period before the appearance of visible symptoms in the CPV-infected mice. 
 
 
Detailed analysis of serum protein profiles on days 2 through 8 from Experiment #2 
 
A second experiment was performed to focus on marker responses in the period from 
day-2 to day-8. Several adjustments in protocol were needed because of the large 
numbers of animals required for this study. Early time-points at hour-3 and day-1 were 
not included to allow staff to focus on the large numbers of surgical procedures on the 
first day of the experiment. Target CPV inoculum amounts were reduced 10-fold in the 
second experiment because of limited viral stocks. Visual observations of the mice and 
measurements of weight loss were consistent with the same time-course of disease in the 
two experiments, although the severity of the infections may have been smaller in the 
second experiment.  Finally, the experiment was divided into two identical groups, with 
about a one-month gap between the two sets of surgeries and the two sets of 
immunoassay measurements. The data presented below consist of the results from both 
halves of the experiment. The complete experiment included 10 CPV-infected and 10 
sham mice at each time-point (days 2, 3, 4, 5, 6, and 8), and a total of 20 naive mice. The 
complete experiment also included 10 CPV- infected and 10 sham-infected mice that 
were monitored for body weight changes for 10 days after surgery. 
 
Individual measurements from all 140 animals for one marker, MCP-1, are shown in 
figure 4. The compact clusters observed for most groups demonstrate the reproducibility 
of both the animal experimentation and immunoassays over a period of about 2 months. 
Particularly notable are the points corresponding to naive animals, as these animals were 
sacrificed at 4 different time-points (day-2 and day-8 from each experiment). Visual 
observation indicate minimal differences between CPV and sham at days 2-3, but clear 
differences at days 6-8 consistent with the results from experiment #1. These results, 
however, show clear differences between CPV and sham for days 4-5. This indicates that 
elevations in MCP-1 level can be clearly observed for 2 days prior to the onset of disease-
associated body weight changes at day-6. 
 
Visual inspection was again used to identify candidate markers that differ between CPV- 
and sham-infected animals. The results of this analysis are presented in Table 3 and 
Figure 5. These candidates include several markers that show elevated concentrations in 
the early period from day 4 and 5, as well as in the period of active infection. These 
markers appear to fall into 4 different categories based on their expression profiles, 
suggesting variations in expression profiles during the course of infection. The first 
category contains markers that show the largest differences between CPV and sham on 
days 4-5, with some elevations seen at later times (Fig. 5a). The second category showed 
largest responses on days 5-6 (Fig. 5b). The third category showed elevated levels for the 
whole period from day 4 to 8, although the detailed profiles varied some among markers 



(Fig. 4, Fig. 5d). The final category is markers showing their peak response at day 8 (Fig. 
5c). In this experiment, 2 markers were identified that showed a decrease in expression 
with infection. These include leptin (as seen in Expt.1), and CD40 ligand (Fig. 5e), a new 
marker assay that was not available for the first experiment. Finally, haptoglobin again 
showed a biphasic response with elevations in CPV and sham at early times, followed by 
an elevation for CPV only at later times. 
 
 
Diagnostic potential of serum proteins in CPV infected BALB/c mice 
 
Overall, the identity of markers altered, and the time-course of response of these markers, 
was very consistent between the two experiments. No consistent changes were observed 
in the early time period from day 1-3 from both experiments. Most markers with altered 
expression on day 8 from the first experiment show alterations in the same direction over 
multiple days in the second experiment. The 3 markers that differ between the two 
experiments include MIP-2 and IFN-g that showed peak responses at hour-3 and day-4 
respectively, and the new assay for CD40 ligand. Finally, although the magnitude of 
concentration changes reported in Table 3 are frequently only 2- 5-fold, the p-values 
associated with these numbers confirm the ability of immunoassays to reliably quantify 
subtle changes in concentration. 
 
The results from experiment #2 were also used to determine the potential of individual 
markers to identify animals at different stages of infection. First markers were evaluated 
for their ability to differentiate animals from days 4-8 after infection (“disease” n=40), 
from all other animals including naive, sham, and infected before day 8 (“non-disease” 
n=100). Table 4a shows results for 5 different markers. Concentration thresholds were 
manually selected to minimize both false positives and false negatives. MCP-1 showed 
the best discrimination, correctly identifying all 40  “disease” animals, and having only 1 
false positive out of 100 “non-disease” animals. Thus, the disease effect (4- to 14-fold for 
MCP-1) is clearly larger than variations in the “non-disease group due to variations 
among experiments, variation among animals, sham effects, and infection effects before 
day 4. While the discrimination between “disease” and “non-disease” is somewhat 
reduced for the other 4 markers in Table 4a, specificity and sensitivity values are 
generally greater than 90 percent for all 5 markers. 
 
The varying time-course of responses among markers shown in Table 3 suggests that 
multiple markers may also be used to distinguish different stages of disease. One example 
of this type of analysis is shown in Table 4b. MCP-1 was used to discriminate “disease” 
from “non-disease”. An early marker of infection, IP-10, was then used to discriminate 
“disease” day 4-5 from “disease” day 6-8. While discrimination between these two time 
periods is more difficult, the results in Table 4b show that 75-80% of the animals are 
correctly classified. Even this limited success is remarkable, since animals show no signs 
of disease on day 4, and minimal signs of reduced activity on day 5. The one false 
positive animal from Table 4a was clustered with the day 4-5 animals using this analysis. 
Additional approaches for multivariate analyses using these data are in progress to assess 
their utility in characterizing different stages of disease progression. 



 
 
Discussion 
 
 
There is growing interest in the potential use of biochemical components in blood to 
provide indicators of disease [12,28,31]. While the current study is focused on infectious 
disease, similar approaches are being evaluated for detection and characterization of other 
physiological states including cancer [33], chronic diseases [32], ionizing radiation 
exposure [9] , and physical fitness [22,23]. A key hypothesis underlying all these studies 
is that biochemical signatures exist that differentiate each of these diseases from normal 
background variability. Given the complexity and interrelationships among physiological 
pathways in different diseases, precise measurements of large numbers of protein and/or 
RNA species may be required to produce a robust biochemical signature. 
 
The present mouse study was designed to provide initial quantitative data on the systemic 
effects of an infectious disease in whole animals. The results in Figure 1 demonstrate that 
this disease model has a clear incubation period of 5-6 days, followed by signs of serious 
disease at about day 8, followed by initial signs of recovery by day 10. This model also 
allows assessment of systemic host response in peripheral blood from an infection that is 
localized in the lung. Finally the small size of mice makes it feasible to include many 
replicate animals at each time point strengthening statistical analysis of disease effects. 
 
 
Bead-based multiplex immunoassay of blood proteins was selected to provide 
biochemical signatures in the present pilot study of CPV infection in mice. An important 
advantage of this approach is that commercial kits and analysis services are available for 
panels of 10-100 different antigens per analysis. The markers listed Table 1 show the 
wide variety of mouse serum markers in the present study including protein markers that 
have been associated with inflammation and disease (e.g. chemokines and cytokines), as 
well as other markers for the physiological status of the animal (e.g. clotting factors, lipid 
metabolism, acute phase reactions). The current marker set also allows initial assessment 
of the effects of technical factors, including limits of detection, variability among samples 
and animals, and signal-to-noise factors, on the interpretation of multiplex immunoassay 
studies. The coefficient of variation values among replicate experiments, and among 
animals are typically less the 30% for most markers (Table 1), confirming the high 
precision that can be obtained with this technology. 
 
 
While a number of studies have reported changes of cytokines and chemokines in mouse 
models of viral infection, most of these studies performed analyses only on the tissues or 
fluids at the site of the infection. The first experiment in this study was designed to 
determine the nature, and timing, of protein responses in peripheral blood during the 
period from 3 hours to 10 days post inoculation with CPV. This period covers responses 
from immediately after surgical inoculation till the first signs of recovery from the 
infection. Two major patterns of protein responses were observed in this study as shown 



in Table 2. Many serum markers showed clear elevations in concentration during the 
period of active disease (days 6-10). A second group of markers showed peak responses 
at 3 hours post inoculation. 
 
Twelve markers showed clear elevations during active disease, peaking at day 8 when the 
mice appeared most ill. The magnitude of these concentration changes varied from 2-fold 
to 20-fold. Most of these markers are chemokines, and this cascade of chemokine 
production during the peak of disease is similar to responses seen with other viruses. 
Intranasal infection of mice with gammaherpes virus 68 resulted in elevated expression of 
7 chemokines in lung tissue with peak expression at the time of peak viral load [3]. This 
study reported elevated chemokine expression up to 29 days post infection in contrast to 
our CPV results. Intranasal infection with vaccinia virus also produced a wave of 
cytokines and chemokines in bronchoalveolar lavage (BAL) fluids peaking at 10 days 
post infection. Significant elevations were seen for MCP-1, MIP-1alpha, eotaxin, IFN-
gamma, and TNF-alpha [6]. Similar results have also been seen in the lungs of mice 
infected with respiratory syncytial virus [4]. Overall, it appears that cytokines and 
chemokines that are elevated in the lung are also clearly elevated in peripheral blood. We 
did not observe a few markers in blood, including TNF-alpha and MIP-1 alpha, but in 
both cases these proteins were below the limit of detection of our assay. Finally, while 
the quantitative profile of these markers may differ among viruses, none of these markers 
appears to be specific for one virus. 
 
A second group of markers from experiment 1 showed peak responses 3 hours after 
inoculation, with similar responses seen for both sham and viral infected animals. This 
strongly suggests that this response results from the surgical intratracheal instillation 
protocol. This inoculation method allows precise control of exposure dose, but it clearly 
could induce injury responses in the animals. The pattern of markers showing this effect 
is very different from the disease associated markers seen at day 8. Recent reports have 
shown that lung damage can result in an influx of polymorphonuclear leukocytes in 
response to increased concentrations of IL-6, MIP-2, and KC [29,30]. This provides a 
possible mechanism for the surgery effect seen in this study, and supports the importance 
of including sham-treated animals in such studies.  
 
Haptoglobin showed a unique and unexpected expression profile in both experiments 1 
and 2 (Figs. 3 and 5). Haptoglobin concentrations increased for both infected and sham 
animals 1-2 days after infection. As the disease developed (days 6-10) a second 
concentration peak was observed for the infected animals, while the sham animals 
returned to near baseline levels. Haptoglobin has a strong binding affinity with 
hemoglobin. It is produced mainly in the liver, and is secreted into serum in response to 
inflammation, infection or trauma [1]. Thus, an increase in infected animals, but not 
shams, during active disease is not unexpected. Recent literature reports provide clear 
evidence that haptoglobin can be produced by some cell types in the lung, and that 
haptoglobin may play a key role in removing hemoglobin after lung injury [1,2]. Thus, 
the early elevation in haptoglobin in both infected and sham animals could result from 
surgical injury. 
 



Experiment #2 was provided the first data on days 4 and 5, as these time points were not 
included in the first study. Additionally, this experiment was expanded to provide a 
balanced design of 10 infected and 10 sham animals at each time point. The objective of 
this experiment was to determine the time-course of marker responses from early in the 
incubation period through to active disease. The summary of results in Table 3 and 
Figure 5 show two major conclusions. First, while the important disease associated 
markers remained the same as in experiment 1, the second study showed clear evidence 
for elevations in several markers before the onset of any clinical signs of disease. Second, 
the study showed that the markers clustered into groups with different temporal profiles. 
 
Two measures were used to try to define the first indications of disease in these animals. 
Reduction in body weight is an objective measure of illness that showed the first 
significant decreases 6 days after infection. Visual observations of behavior changes in 
the mice are more subjective, but they may be more sensitive to early effects. These 
observations showed “signs of decreased activity” in half of the mice on day 5, with the 
rest appearing normal until day 6. The observations reported in Table 3 show many 
markers are clearly elevated on days 4 and 5 after infection. Days 2 and 3, in contrast 
show no clear elevations consistent with the results from Experiment 1. It is striking that 
such a clear early response can be detected in peripheral blood rather that at the site of the 
infection. One study of neurological disease in mice induced by polytropic murine 
retroviruses showed initial elevations of cytokine and chemokine levels in the brain 
before major clinical symptoms consistent with early detection [10]. Studies with a series 
of virulent and attenuated strains provided evidence that cytokine/chemokine production 
was required for disease, suggesting that these markers may be involved in the pathology 
of the virus. It is unclear why these results, differ from the late appearance of markers in 
lung tissue described previously [3,4,6]. The high precision of bead-based immunoassays 
coupled with the use of multiple replicate mice may have led to increased power for early 
detection in serum seen in this study.  
 
While these experiments do not address the question of discriminating among different 
disease types, the results of experiment 2 can be used to assess the reliability of this 
approach for early detection of CPV in mice. The results inn Table 4 show sensitivity and 
specificity values of 88 to 100% in identifying CPV infection as early as day 4 after 
infection. This shows that the “signal” of CPV infection from day 4-8 is well above the 
“noise” of experimental and biological variability in the model. 
 
 
In conclusion, multiplex bead-based immunoassays are well suited for quantitative 
analysis of up to 100 protein types in the complex mixture of serum samples. They have 
sufficient accuracy to differentiate disease from healthy at the individual animal level. 
Additional assay types can be easily incorporated into the panel as new markers are 
discovered. Sample preparation and analysis can be completed within about 3 hours. The 
mouse CPV infection model has demonstrated that host responses are detectable in serum 
from a localized lung infection. These host responses can be reliably detected prior to 
overt signs of illness in the animals. Finally, the temporal pattern of response varies 



among markers raising the possibility of using marker patterns to determine stages of 
infection 
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TABLE 1a Proteins above the Least Detectable Dose in naïve mice

Protein naïve naïve naïve replicates Protein
Symbol units LDD av/LDD av CV(%) CV(%) Name

Apo A1 ug/ml 10 14.47 150.50 7 9 Apolipoprotein A1
Eotaxin pg/ml 12 52.34 641.13 23 5 Eotaxin
FGF-basic ng/ml 0.58 1.16 0.67 35 23 Fibroblast Growth Factor-basic
GCP-2 ng/ml 0.025 557.14 13.65 15 9 Granulocyte Chemotactic Protein-2
Haptoglobin ug/ml 0.64 15.77 10.09 10 7 Haptoglobin
IgA ug/ml 1.9 33.21 62.76 15 9 Immunoglobulin A
IL-10 pg/ml 109 2.53 276.13 13 23 Interleukin-10
IL-18 ng/ml 0.67 1.06 0.72 29 22 Interleukin-18
IL-1alpha pg/ml 45 6.85 307.88 18 15 Interleukin-1alpha
IP-10 pg/ml 40 5.87 236.31 109 18 Inducible Protein-10
Leptin ng/ml 0.096 17.81 1.70 21 6 Leptin
LIF pg/ml 44 1.14 49.88 12 13 Leukemia Inhibitory Factor
MCP-1 pg/ml 17 8.21 139.00 21 10 Monocyte Chemoattractant Protein-1
MCP-3 pg/ml 31 8.46 265.25 18 11 Monocyte Chemoattractant Protein-3
MCP-5 pg/ml 46 1.75 81.23 17 11 Monocyte Chemoattractant Protein-5
M-CSF ng/ml 0.018 205.50 3.69 13 5 Macrophage-Colony Stimulating Fact
MDC pg/ml 22 14.91 325.88 12 8 Macrophage-Derived Chemokine
MIP-1beta pg/ml 78 1.34 103.81 47 47 Macrophage Inflammatory Protein-1b
MIP-1gamma ng/ml 0.074 64.81 4.77 17 11 Macrophage Inflammatory Protein-1g
MIP-2 pg/ml 7.2 6.24 44.74 28 23 Macrophage Inflammatory Protein-2
Myoglobin ng/ml 24 32.19 772.50 83 13 Myoglobin
SGOT ug/ml 1.9 12.20 22.69 16 4 Serum Glutamic-Oxaloacetic Transam
TIMP-1 ng/ml 0.18 10.27 1.85 21 15 Tissue Inhibitor of Metalloproteinase 
Tissue Factor ng/ml 0.52 7.60 3.93 9 7 Tissue Factor
TPO ng/ml 2.7 3.12 8.31 7 8 Thrombopoietin
VCAM-1 ng/mL 0.95 1166.80 1111.38 11 9 Vascular Cell Adhesion Molecule-1
VEGF pg/ml 38 4.62 176.50 19 20 Vascular Endothelial Cell Growth Fac



TABLE 1b Proteins below the Least Detectable Dose in naïve mice

Protein naïve naïve naïve replicates Protein
Symbol units LDD av/LDD av CV(%) CV(%) Name

CRP ug/mL 0.53 0.94 0.50 19 21 C Reactive Protein
EGF pg/ml 39 0.34 13.46 21 11 Epidermal Growth Factor
Endothelin-1 pg/ml 67 0.16 10.88 34 - Endothelin-1
Factor VII ng/ml 0.96 0.97 0.93 14 21 Factor VII
FGF-9 ng/ml 0.99 0.28 0.27 32 - Fibroblast Growth Factor-9
IFN-gamma pg/ml 68 0.61 41.15 40 61 Interferon-gamma
IL-11 pg/ml 87 0.46 39.77 51 43 Interleukin-11
IL-12p70 ng/ml 0.57 nd Interleukin-12p70
IL-17 ng/ml 0.15 0.15 0.02 43 52 Interleukin-17
IL-1beta ng/ml 0.45 0.57 0.25 18 18 Interleukin-1beta
IL-2 pg/ml 67 0.24 16.05 47 82 Interleukin-2
IL-3 pg/ml 21 0.69 14.64 140 27 Interleukin-3
IL-4 pg/ml 74 0.41 30.05 40 46 Interleukin-4
IL-5 ng/ml 0.19 0.42 0.08 20 29 Interleukin-5
IL-6 pg/ml 14 nd Interleukin-6
IL-7 ng/ml 0.31 0.23 0.07 34 30 Interleukin-7
Insulin uIU/ml 2.0 0.64 1.26 57 26 Insulin
KC/GROalpha ng/ml 0.17 nd Melanoma Growth Stimulatory Activity Protein
Lymphotactin pg/ml 85 0.93 79.53 22 23 Lymphotactin
MIP-1alpha ng/ml 0.23 0.54 0.12 24 18 Macrophage Inflammatory Protein-1alpha
MIP-3beta ng/ml 0.47 0.34 0.16 35 28 Macrophage Inflammatory Protein-3beta
OSM ng/ml 0.13 0.37 0.05 50 46 Oncostatin M
RANTES pg/ml 48 0.43 20.48 41 15 Regulation Upon Activation, Normal T-Cell Expressed
SCF pg/ml 75 0.83 62.33 27 21 Stem Cell Factor
TNF-alpha ng/ml 0.14 0.22 0.03 23 27 Tumor Necrosis Factor-alpha
vWF ng/ml 99 0.17 17.13 62 - von Willebrand Factor



TABLE 2- Proteins with altered concentrations in Experiment #1

Protein 3H vs. N P8 vs. S8
Label Type* Feature 3H/N p-value P8/S8 p-value
IL-6 cytokine 3-Hours 21.8 0.001

KC/GROalpha CXC 3-Hours 36.1 0.011
MIP-2 CXC 3-Hours 5.1 0.018

IP-10 CXC Day-8 6.6 0.014
TIMP-1 Day-8 4.1 >0.001
MCP-1 CC Day-8 22.2 0.005
MCP-5 CC Day-8 9.6 0.003
MCP-3 CC Day-8 6.7 0.001

MIP-1gamma CC Day-8 6.3 >0.001
Lymphotactin C Day-8 3.2 0.004

IL-18 cytokine Day-8 1.9 >0.001
Eotaxin CC Day-8 8.0 0.008

MIP-1beta CC Day-8 12.4 0.004
RANTES CC Day-8 14.2 0.022

IL-11 cytokine Day-8 6.7 0.014

Leptin wound Negative 0.4 0.002
Haptoglobin acute phase Unique 5.0 >0.001

* chemokines listed by family (CXC, CC, C)



Table 3- Proteins with altered concentrations in experiment #2

Marker Profile Concentration ratio of infected to sham animals
day 2 day 3 day 4 day 5 day 6

IP-10 pk 4-5 0.7 1.1 ***  5.7 ***  3.7 ***  2.2
IFN-gamma pk 4-5 0.9 0.5 ** 12.5 ***  7.1 ***  7.7

TIMP-1 pk 4-5 0.9 1.0 ***  2.5 ***  2.4 *  1.4
Lymphotactin pk 4-5 *  0.6 0.8 **  1.6 *  1.7 0.8

IL-6 pk 5-6 0.9 1.1 *  1.9 ** 12.9 * 12.6
KC/GROalpha pk 5-6 1.0 1.0 1.0 **  3.3 **  3.1

MCP-1 up 4-8 0.7 1.2 ***  4.5 ***  8.0 ***  9.6
MCP-5 up 4-8 0.8 0.9 ***  2.5 ***  3.7 ***  3.1
MCP-3 up 4-8 0.8 1.0 ***  2.2 ***  2.0 ***  2.3

MIP-1gamma up 4-8 *  1.3 1.2 ***  1.9 ***  2.9 ***  2.6
IL-18 up 4-8 *  1.2 1.1 **  1.3 **  1.4 *  1.2

MIP-1beta pk 8 0.8 1.2 1.6 ***  3.5 ***  4.2
RANTES pk 8 1.1 1.1 1.2 **  2.2 *  2.6
Eotaxin pk 8 0.8 0.9 1.1 1.4 *  1.9
IL-11 pk 8 *  0.5 1.2 *  1.6 2.0 1.9

CD40 Ligand neg 0.7 0.9 *  0.7 ***  0.3 ***  0.3
Leptin neg ***  0.5 0.8 0.8 1.3 0.8

Haptoglobin unique *  1.2 1.1 1.1 ***  3.0 ***  3.1

Notes- p-values comparing infected vs.  Sham 
* ≤ 0.05,  ** ≤ 0.01,  *** ≤ 0.002



Table 4a- Protein markers characteristic of infection days 4-8

Protein Threshold TN=100 TP=40 Sensitivity Spec
False Positives False Negatives

MCP-1 158 1 0 100 9
MCP-5 130 2 1 98 9

MIP-1gamma 21 4 2 95 9
IP-10 120 6 5 88 9

IFN-gamma 21 4 2 95 9

Table 4b- Protein markers differentiating early vs. late period of infection

Threshold Threshold TP=20 TP=20 Sensitivity Spec
MCP-1 IP-10 Day 4-5 Day 6-8
≥158 ≥201 16 5 80
≥158 <201 4 15




