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1 Introduction

This document is the user’s guide for OVIS version 3.2. It is an update of the OVIS 2 User’s
Guide [6].

The OVIS project [11] targets scalable, real-time analysis of very large data sets. We characterize
the behaviors of elements and aggregations of elements (e.g., across space and time) in data sets
in order to detect meaningful conditions and anomalous behaviors. We are particularly interested
in determining anomalous behaviors that can be used as advance indicators of significant events of
which notification can be made or upon which action can be taken or invoked.

The OVIS open source tool (BSD license) is available for download at ovis.ca.sandia.gov.
While we intend for it to support a variety of application domains, the OVIS tool was initially
developed for, and continues to be primarily tuned for, the investigation of High Performance
Compute (HPC) cluster system health. In this application it is intended to be both a system admin-
istrator tool for monitoring and a system engineer tool for exploring the system state in depth.

OVISs 3.2 provides a variety of statistical tools for examining the behavior of elements in a cluster
(e.g., nodes, racks) and associated resources (e.g., storage appliances and network switches). It
provides an interactive 3-D physical view in which the cluster elements can be colored by raw or
derived element values (e.g., temperatures, memory errors). The visual display allows the user
to easily determine abnormal or outlier behaviors. Additionally, it provides search capabilities for
certain scheduler logs. The OVIS capabilities were designed to be highly interactive — for example,
the job search may drive an analysis which in turn may drive the user generation of a derived value
which would then be examined on the physical display.

The OVIS project envisions the capabilities of its tools applied to compute cluster monitoring. In
the future, integration with the scheduler or resource manager will be included in a release to enable
intelligent resource utilization [5, 7, 2, 3]. For example, nodes that are deemed less healthy (i.e.,
nodes that exhibit outlier behavior with respect to some set of variables shown to be correlated
with future failure) can be discovered and assigned to shorter duration or less important jobs.
Further, HPC applications with fault-tolerant capabilities would respond to changes in resource
health and other OVIS notifications as needed, rather than undertaking preventative measures (e.g.
checkpointing) at regular intervals unnecessarily.

More information about the OVIS project and publications describing the OVIS research in more
detail can be found at ovis.ca.sandia.gov [11].

The OVIS team can be reached at ovis-help@sandia.gov.

1.1 New Features

New features in the OVIS 3.2 release (beyond OVIS 2) include:
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e revisions to the database schema — particularly for metric data — that co-locate the data and
timestamp, greatly improving performance;

support for multiple Shepherds for both data collection and analysis;

the ability to create tables of derived metrics for use in analysis and visualization;

job log exploration; and

revisions to the sampler classes and ovdb file specifications.

These are covered in more detail in this document.

The outlier detection functionality present in OVIS 2 is not yet incorporated in OVIS 3.2 but will
be in a future release. More information on this feature can be found in [6].



2 Installation

This section contains build instructions for the OVIS release. You will be required to obtain and
install supporting software that is not part of OVIS in a manner appropriate to your platform.
Necessary supporting software is listed below. System settings for running OVIS are also given.

2.1

Hardware Requirements

These requirements apply to computers that will run the OvIs Baron GUI.

1.

2.

2.2

A Core 2 Duo or newer CPU and 2 GB or more RAM are recommended.

An NVIDIA graphics card, preferably a GeForce 8800 or newer or a Quadro FX (not NVS),
is recommended.

Supporting Software

. If possible, use a recommended operating system: Fedora 9 or newer, or Red Hat Enterprise

Linux 5 or newer. Mac OS X can also be used.

Obtain and install a C compiler, a C++ compiler, and OpenGL version 1.2 or newer. These
are probably already installed on your system.

Regarding OpenGL: Video cards with NVIDIA chipsets for 3-D rendering combined with
the NVIDIA-provided, closed-source OpenGL drivers are all we test and support, given the
lack of features and/or stability other solutions currently provide. The akmod-nvidia pack-
age from rpmfusion.net is an alternative to manually installing NVIDIA drivers on Fedora
and other RPM-based Linux distributions. Installing the xorg-x11-drv-nvidia-1ibs and
xorg-x11-drv-nvidia-devel packages provides the remaining elements for OpenGL sup-
port.

. Obtain and install database software — either MySQL or PostgreSQL will work. As of this

writing the current RPMs for Fedora will work.

MySQL.:

(a) Obtain and install MySQL at least version 5.0.77 (install client, server, devel, and
shared)

(b) Obtain and install MySQL-python

PostgreSQL.:

(a) Obtain and install PostgreSQL at least version 8.2.9
(b) Set the following in your environment:
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2.3

setenv PGSQL_HOME /usr/local/pgsql
set path=($PGSQL_HOME/bin \$path)

Obtain and install Qt using the latest stable version of 4.6.x. As of this writing the current
RPM for Fedora will work (Qt version 4.6.x). You will need the qt4-devel RPM and the
RPM for the appropriate database plugin as well.

Obtain and install CMake at least version 2.8.1 from http://www.cmake.org/

Obtain and install Boost at least version 1.42.0 from http://www.boost.org/

. 'You must provide a multicast domain name service (mDNS) service discovery (SD) daemon.

This may be either Bonjour or Avahi. If you plan to use Avahi,

e Obtain and install libdaemon.
e Obtain and install dbus.

e Obtain and install Avahi at least version 0.6.22. This may require you to get intltool
for the install. On 64-bit systems, you will need version 0.6.23 or newer. Whatever
version of Avahi you use, you must build the avahi-qt4 library if you plan to build the
Ovis Baron GUL

e Build Avahi and install it as a system service on all nodes which will run any OVIS
software. Configure Avahi as follows:

setenv PKG_CONFIG_PATH /usr/local/lib/pkgconfig:$QTDIR/1ib/pkgconfig
./configure --disable-python-dbus --disable-mono --disable-python \
--disable-gtk --disable-qt3

e [f you use the RPM’s install avahi-devel as well.
If you plan to use Bonjour,

e Obtain and install mDNSResponder on all nodes which will run any OVIS software.

OVIS Install

. Obtain the OVIS source from ovis.ca.sandia.gov.

. mkdir /path/to/OVISBuildDir

cd /path/to/OVISBuildDir

ccmake /path/to/OVISSrcDir

. Set the following variables within ccmake to the values shown. (Type ‘c’ to configure and

then ‘t’ to see these options; ignore initial warnings.)

CMAKE _BUILD_TYPE: Debug
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OPENGL_INCLUDE DIR: Location of NVIDIA headers (e.g., /usr/1ib64/nvidia)
OPENGL_gl LIBRARY: Location of NVIDIA OpenGL library (e.g., /usr/1ib64/nvidia/1ibGL. so)

6. Type ‘c’ to configure again until you have a ‘g’ to generate option.
7. Type ‘g’ to generate.
8. make

9. make install

# optional. Running as root may be needed

There is an additional parameter, OVIS SOL FP RTOL, relating to the analyses, that can be set in
ccmake. It is described further in Section 7.

The VTK source is included in the OVIS source, and VTK will get built as part of the OVIS build.
You are now done building OVIS 3.2!

Note that OVIS will place the plain text configuration file ${HOME}/.config/Sandia/ovis.conf
on your system. This will contain Baron state information (as described in §8) and database user-
names and passwords should you choose to explicitly save them. (The ServerConnection window
of Figure 17, described in §8 and §9.1, contains the control on whether this information is saved
or not.)

2.4 MySQL Settings

1. If MySQL is not currently running (however, it should be if you are running on a system
with Fedora 8 or greater installed):

/sbin/chkconfig --level 345 mysqgld on # run MySQL daemon at boot
/sbin/service mysqld start # run MySQL daemon now

2. You should create a database user named ovis. This user will need full administrative priv-
ileges on the local machine and the ability to alter tables and insert records from machines
where data will be collected. The administrative privileges are required to load a shared
library (1ibovis-mysqgl.so) that contains functions used to signal the OVIS Shepherd pro-
cess when rows in certain tables are inserted or modified. For connections from network
interfaces that face outside the cluster, you may require a password for the ovis user. Remote
connections from external networks will still require permission to insert records into the
database in order to request analyses of collected data. For example, if you will be using
OVIS to store data into a database called OVIS_Cluster:
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mysgl -u root -p

mysgl> GRANT ALL PRIVILEGES ON OVIS_Cluster.* TO 'ovis’@’localhost’;

mysqgl> GRANT ALL PRIVILEGES ON OVIS_Cluster.* TO 'ovis’(@’localhostsipaddress’;
#similiarly for all addresses (including virbr0)

mysqgl> GRANT INSERT,DELETE,UPDATE, EXECUTE, SELECT ON OVIS_Cluster.* TO

"ovis’ @’ someremotehost’ IDENTIFIED BY ’somepassword’;

mysgl> flush privileges;

The remotehosts should include that of the nodes running the Sheep §5 that will insert into a
given database, and that of all other Shepherds that may be participating in an analysis §7.2.

Note that you should configure mysqld so that no password is required to access the database
from the private (administrative) network of your cluster or the local host where mysqld and
the OVIS Shepherd process will run. This way, Sheep and Shepherd processes do not need
to be configured with any database passwords. You can require a password for the machine
that is running the Baron.

. There is a user defined function that must be loaded into the MySQL database. This will
go into the mysgl. func table. It needs only to be added once — not on a per OVIS_Cluster
basis. If you use the database effector described in §4.2, this will occur with the -t 4
flag. If you load a mysqldump (such as the example one for the Glory database that comes
with the release), ideally the function should be loaded as part of this process, however
in practice the authors have seen that this may be dependent on the MySQL version. It
is thus recommended that you run the database effector at this point. For MySQL, the
database effector will run as the user mysqgl and will require that /libovis-mysql.so,
built during the install be accessible by that user; directories that are so accessible are spec-
ified in, possibly, /etc/1d.so.conf.d/mysql-x86_64.conf, which may contain the entry
/usr/lib/mysql/plugin.

e FEither

— add the path to 1ibovis-mysqgl.so to mysgl-x86_64.conf

— /sbin/ldconfig -v
to update the paths

or

— add a link for, or copy, libovis-mysql.so to an existing accessible directory,
such as /usr/1ib/mysqgl/plugin

— also, if applicable, use
chcon
to set the security context to that of other files that exist there.

e after you run the database effector, check that the functions are indeed present in the
mysql. func table.
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4. Note: Some users have reported that VTK’s MySQL interface cannot find mysqgl. sock de-
spite its location being specified in the /etc/my.cnf configuration file. If this occurs, do the
following:

cd /tmp
In -s /var/lib/mysqgl/mysqgl.sock mysqgl.sock

2.5 PostgreSQL Settings

If you wish to use a PostgreSQL database to hold OVIS information, you will need to configure it
appropriately.

1. You will need to edit the configuration file /var/1ib/pgsql/data/postgresqgl.conf and
change the 1isten_addresses setting to allow incoming connections from remote machines
(both Sheep inserting measurements of cluster behavior and users connecting with the Baron
to perform analysis). Unless you have a reason to specifically avoid a particular network in-
terface, we suggest listening on all interfaces. We also recommend turning off informational
messages printed by clients.

listen_addresses = '*’/ # listen on all network interfaces
client_min_messages = warning # print only warningsterrors

2. In addition to requesting that the daemon listen on network interfaces, you must specify
how authentication should occur in /var/1lib/pgsql/data/pg_hba.conf . For local con-
nections or from network interfaces on the administrative network of a cluster, you should
require no password so that Sheep and Shepherd processes may connect. For connections
from network interfaces that face outside the cluster, you may require a password for the
ovis user. As an example, consider the following lines:

# TYPE DATABASE USER CIDR-ADDRESS METHOD
## Connections on the local machine

local ovis ovis trust
host ovis ovis 127.0.0.1/32 trust
local OVIS_Cluster ovis trust
host OVIS_Cluster ovis 127.0.0.1/32 trust
## Connections on private cluster admin network

host OVIS_Cluster ovis 192.168.1.254/24 trust
## Connections from remote sites. Requires password
host OVIS_Cluster ovis 74.125.19.19/24 ident

3. If the PostgreSQL postmaster daemon was running and you changed any of the configuration
files above, you should restart it:

13



/sbin/service postgresql restart

Otherwise, if the daemon was not currently running, set it to run on reboot and then start it
manually:

/sbin/chkconfig --level 345 postgresgl on # run daemon at boot
/sbin/service postgresqgl start # run PostgreSQL daemon now

4. You should create a database user named ovis. This user will need full administrative priv-
ileges on the local machine and the ability to alter tables and insert records from machines
where data will be collected. The administrative privileges are required to load a shared li-
brary (1ibovis-psqgl.so) that contains functions used to signal the OVIS Shepherd process
when rows in certain tables are inserted or modified. For example, if you will be using OV1s
to store data into a database called OVIS_Cluster:

createuser -s -d -1 -P ovis # You will be prompted for a password.
createdb -p -U ovis ovis # Enter the password for ovis.
createdb -p -U ovis OVIS_Cluster

5. There is a user defined function that must be loaded into the PostgreSQL database. It needs
only to be added once — not on a per OVIS Cluster basis. If you use the database effector
described in §4.2, this will occur with the -t 4 flag.

2.6 Additional General System Settings

Finally, many Linux distributions will need some system settings changed, links created, and dae-
mons turned on or off.

1. While it is possible to run the Shepherd process on systems with SELinux enabled, it is
beyond the scope of this document to cover all of the configuration issues required. You may
wish to configure your Shepherd nodes to run in permissive rather than enforcing mode.

2. Place the following lines in your iptables configuration file (/etc/sysconfig/iptables on
most systems):

# Allow mDNS (also known as Avahi, Zeroconf, Bonjour)
-A INPUT -m state —--state NEW -m udp -p udp --dport 5353 \
-d 224.0.0.251 -3j ACCEPT
# OVIS
-A INPUT -m state --state NEW -m udp -p udp --dport 49154 -j ACCEPT
-A INPUT -m state --state NEW -m tcp -p tcp --dport 53170 -j ACCEPT

You may also need to add entries to allow PostgreSQL (port 5432) or MySQL (port 3306)
connections, depending on which distribution of Linux you use and which database you
prefer.
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3. Set symbolic links for libraries.

e If you have root and if you have done make install (note in the below that
/path/to/ovisInstallDiris /usr/local ):

cd /usr/lib64 # if you are on a 64 bit machine, or /usr/lib if you are not

In -s /path/to/ovisInstallDir/1ib64/libovis-mysqgl.so \
/usr/lib/mysqgl/plugin/libovis-mysql.so
# your mysgl-plugin directory or similiar, as described earlier

In -s /path/to/ovisInstallDir/1ib64/vtk-5.7/1ibvtksys.so0.5.7 \
libvtksys.so.5.7

In -s /path/to/ovisInstallDir/1ib64/1libovis-mysql.so libovis-mysqgl.so

In -s /path/to/ovisInstallDir/lib64/libvtkCommon.so.5.7 \
libvtkCommon.so.5.7

In -s /path/to/ovisInstallDir/1ib64/1libvtkFiltering.so.5.7 \
libvtkFiltering.so.5.7

In -s /path/to/ovisInstallDir/1ib64/vtk-5.7/1ibvtksys.s0.5.7 \
libvtksys.so0.5.7

e Or if you have not done make install:
— do the above for the mysql-plugin directory only, replacing /path/to/ovisInstallDir
with /path/to/ovisBuildDir

— you may also have to add, or copy, 1ibvtkCommon.so.5.7, libvtkFiltering.so.5.7,
and libvtksys.so.5.7 to the mysql-plugins directory as well.

— put /path/to/ovisBuildDir in your LD_LIBARY_PATH.
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3 Ovis Components

In this section we describe the components of OVIS and their general interaction. For more infor-
mation on the OVIS architecture see [4].

3.1 Ovis Components

OVIS uses a whimsical and intuitive analogy for naming its components.

e Sheep - the components which report (bleat) data values. Details on setting up the Sheep
data collectors can be found in §5.2.

e Shepherds - the components which maintain the databases to which the Sheep report. De-
tails on setting up the database can be found in §4.1 and §4.2.

e Haruspices (singular Haruspex) - analysis engines, used to determine potentially porten-
tous abnormal behaviors. These are named after haruspicy, the practice of examining Sheep
entrails for divination. Haruspices are described in more detail in §7.

e Baron - the GUI from which the data can be viewed and analyzed. Features of the Baron
are given in §8 with an example in §9.1.

These components are shown in Figure 1. The Shepherds and the Haruspices that operate on the
Shepherd’s database are located on the same machine.

OVIs 3.2 supports multiple simultaneous Shepherds, each hosting (non-replicated) database back-
ends for data insertion and analysis. Analysis occurs on each database separately, with the results
aggregrated and the aggregate result presented in the Baron.

Visualization of the data on the 3-D display currently only works for the database (Shepherd) to
which the Baron is connected. Concurrent visualization of data from all Shepherds is in work and
will be part of a future 3.X release.

3.2 Running OVIS

Executables for the Sheep, Shepherd, Baron, and the associated database effector are in
/path/to/ovisBuildDir/bin. A quick command reference is shown below for the test example
described in §9.2:

e Running the database effector:
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Figure 1: Components of OVIS: Sheep, Shepherds, and Baron.

./bin/ovis-db -d -t 16383 -u mysqgl://ovis@localhost/OVIS_Testone \
-x /path/to/ovisSrcDir/data/testone.ovdb

e Running the Shepherd(s):

./bin/shepherd --name=Testone \
--database=mysql://ovis@localhost/OVIS_Testone

Note that you can only one run one Shepherd on a given node for a given cluster?. Multi-
ple simultaneous Shepherds for a given collection/analysis are supported, but they must be
run on different nodes. All such Shepherds should then advertise under the same name as
indicated by the name flag.

e Running the Sheep:
./bin/sheep --name=Testone
e Running the Baron:

./bin/baron

Note that you do not always have to start all components. If you are only taking data and not
examining it, you only need to start the Sheep and Shepherd. If you are only examining data in an
existing database and are not taking any additional data, you only need to start the Shepherd and

2You can run multiple Shepherds for different clusters on the same node.
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the Baron. If you only want to look at the geometry of a cluster and neither want to take data nor
perform any analyses, you only need to start the Baron.

Also, note that the cluster name defaults to “Cluster” so if your site has a single cluster you need not
specify the —-name argument. Similarly, psgl://ovis@localhost/OVIS_Cluster is the default
value for the database URL so if this is satisfactory, you need not specify --database.
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4 Setup

This section describes set up of the configuration files, samplers, and database necessary for run-
ning OVIS.

4.1 XML File

The XML file, canonically named <clustername>. ovdb, contains information on the cluster com-
ponents, including additional components such as storage elements; their physical configuration;
the metrics to be sampled; and IP addresses of the Sheep, Shepherd, and Baron nodes.

The OVIS 3.2 release comes with an example XML file for the Glory cluster, gloryrelease.ovdb.
In most cases, it may be easiest to copy this file and edit it for your cluster. Metric data for this
example is also included and will be discussed in §9.1.

An additional file, whitneyterascalademo.ovdb is included that illustrates use of OVIS for
simultaneous monitoring of compute and storage resources. Finally, two small example files,
testone.ovdb and testonecpu.ovdb, are included and discussed in §9.2 for use on your ma-
chine. The latter file also illustrates the specification for display of per-core data for multicore
processors as discussed in §5.2.

This section describes items of note in the XML file.

Details of the XML File

In the cluster tag, the name field should be replaced with your cluster name.

The component _types section lists information for each type of component you have in your cluster,
e.g., node, rack, switch. Each type should be listed separately in its own component_type block.
Each component type should specify the following:

e type information - including the name by which the component will be identified, e.g., “rack”
and whether it is a container or not, e.g., a rack will contain nodes and is therefore a container.

e drawing information that will represent that item’s appearance (e.g., render/Rack.vtp,
where the path is relative to the directory the ovdb file is in)

e size and slot information for drawing and the latter for determining the position of contained
components if this component is a container. Units are in millimeters and we take 1 rack unit
(1 RU or 1U) to be exactly 42 [mm] for convenience.

e sampler information - samplers that will run on this type of component, which metrics they
will sample, and their interval. Samplers will be described in more detail in §5.2.
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{ocomponent_ types:
<componenttype

type="rack" category="rack" is_contaliner="1"
glyph shape="render Rack. wtp"
narufacturer="a5R"
make="3100"
model="&5R"
description="TLCC cabinet"
slot_origin="ET. 775, 35, 19"
slot_size="500, TOO, 44"
slots _per amis="1,1, 42"
slot frame="1,0,0, 0,1,0, 0,0,1"
height="1511" width="600" depth="T37":

Figure 2: Excerpt from the Glory XML file pertaining to the rack.

<component_type
type="node" category="node" 1s_container="0"
glyph shape="render /RackNodelUFlat. witp"
glyph_image="render ApprolULight. wti®
narmfacturer="appro"
make="Supernicro"
model="H30M3"
description="Glory compute node, Quad-Core AMD Opteron Processor 9354, 32EGE RaM"
width="EE0" depth="600" height="44":

l-- Metrics --»
<l-- Sampler for position metrics --:
<sampler name="owMetricModePositionSampler" interwval="-1"»
metric names="Positioni’ units="m"
storage_type="float" frequency="once" constancy="time"/f>
smetric name="Fosition?" units="mn"
storage_type="float" frequency="once" constancys="time"/>
metric names="FPositiong” units="m"
storage_type="float" frequency="once" constancy="time"/f>
< foampler:
<l-- Im sensors sampler -->

<sampler name="ovMetricLinuxTLCClnsensorsSampler” interval="60">

<metric name="CPUl Temp" units="Celsius" storage type="float" frequency="reqularc" />
metric name="CPUZ Temp" units="Celsius" storage_type="float" frequency="requlac"/>
¢metric name="CPU3 Temp" units="Celsius" storage_type="float" frequency="requlac"/>
<metric name="CPUd Temp" wnits="Celsius" storage_type="float" frequency="regulac" />
<metric name="5¥5 Temp" units="Celsius" storage type="float" frequency="requlac" />
<metric name="VOored" units="¥" storage type="float" frequency="reqular" />

metric name="VCoreB" units="¥" storage_type="float" frequency="reqular" />

metric name="VCoreC" units="¥" storage_type="float" frequency="reqular" />

<metric name="VCoorel" units="V¥" storage_type="float" frequency="requlac"/ >

<metric name="3pdV" units="V" storage_type="float" frequency="requlac"/>

<metric name="5¥" units="¥" storage type="float" frequency="reqular" />

<metric name="12V" units="¥" storage_type="float" frequency="reqular"/>

metric name="L5¥SE" uvnits="V" storage_type="float" frequency="reqular"s>

<metric name="VEATA" units="¥" storage_type="float" frequency="reqular"/>

<metric name="FAN1" units="EPM" storage_ type="float" frequency="reqularc"/:

<metric name="FANZ' units="EPM" storage type="float" frequency="reqular" />

<metric name="FAN3I CPUZ" units="REPM" storage_type="float" frequency="reqular"s»
metric name="FAN4 CPUL" units="EPM" storage_type="float" frequency="reqular"/>
¢metric name="FANS" units="EPM" storage_type="float" frequency="reqular"/:

<metric name="FANE" units="EPM" storage_ type="float" frequency="reqularc"/:

<metric name="FANT CPU4" units="EPM" storage type="float" frequency="requlac" >
<metric name="FANE CPU3" units="EPM" storage type="float" frequency="reqular" >
metric name="FANI" units="EPM" storage_type="float" frequency="reqular" />
<feampler:

Figure 3: Excerpt from the Glory XML file pertaining to the node.

22



Selections of these blocks are shown in Figure 2 for the rack, which is a container with slots, and in
Figure 3 for the node, which has samplers. The Glory cluster consists twelve nine racks with 288
compute nodes. This layout can be see in the OVIS 3.2 physical display in many figures in §9.1.

Include at least one type for Shepherd nodes in this section. Shepherd nodes will be used for
interactions with the database when taking data and/or when performing analyses. (You do not
always have to do both as described in §3.2.) A Shepherd node may also be a Sheep (i.e., running
a sampler) node, so if you plan to use compute or I/O nodes as Shepherds you need not define a
separate component type.

The instances section lists the number of each type of component. The order in which these
occur will determine the overall component identifications — Compld in database tables (discussed
in §4.2) — and will be significant in particular for remote samplers (discussed in §5.2).

OvIs 3.2 supports multiple simultaneous Shepherds, each hosting a database into which data is
inserted and then used for analysis. Additionally, you can specify multiple Shepherds even if they
are not deployed immediately, thus allowing yourself options as to where you will choose to start
a Shepherd at a later time. In this example this would take the form of increasing the number of
instances of component type “ts” in Figure 4 (top) and assigning different address information to
each of those instances.

For Shepherds that need not run simultaneously (i.e., failover nodes), you may assign multiple
network addresses to the same component instance (i.e., the same Compld). The specification of
address information is described below.

The associations section specifies the physical layout. Containers and contained components and
their relative associations are specified. Containers must specify their type, their instance (by
“num”), their overall position and orientation in space, and, optionally a short name by which they
can be identified. Contained components must specify their type, their instance, the slot in the
container in which they reside (number of slots were specified in the component_type block, and
an optional short name (e.g., for Glory node 1, “e0”).

Contained components can also be used to illustrate components of a node — e.g., fans or cores.
Figure 5 illustrates the use of contained components for a multi-core display. The sampler for this
case is described in §5.2.

Not all components in the instances must be in the associations section — for instance, you may
not want the Shepherd nodes to appear in the 3-D physical view. Examples of these blocks are in
Figure 4 (top).

The addresses section gives IP and MAC addresses by which Sheep and Shepherds are identified.
An excerpt of this section is in Figure 4 (bottom). While multicast DNS (Avahi or Bonjour) is
used by Shepherds to advertise their availability, each component must have a unique identifier in
order to insert information in the database. These identifiers appear in the Compld column of the
StartupData table. You may specify addresses explicitly in the addresses section or you may use
a regular expression to transform values from a column in the StartupData table into a component
id (Compld) with a hint. Explicit address entries look like either of the two options below in the
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<l-- #+ Instance information (how many components of each type, and
aow are they numbered {ocder matters if the compids are used helow)?) ++ --»
<instances>
<components types"node’ numbered="1-300" /3 <l-- Glory compute nodes -->
Ccomponents types"rack’ numbereds="1-15"/> <l-- Glory Racks --»
cocomponents types"ts" mumbered="1"/3 <!-- Glory shepherd nodes -->
<finstances>
<!-- login nodes are el20, eld4d. admin nodes are 121, eld4b. gateway
(check terminology) nodes are el22-127, 147-151 --»

<agsociatlons>
<l-— ** Component Association Data (contairment, connectiwvity) *+ —-»
¢asgsoclatlion label="physical" types="contalrment's
<l--Rack 1 --»
<container types"rack’ mm="1" position="0, 0, 0"
arientation="1,0,0, 0,1,0, 0,0,1" name="rackl">
<camponent type="node’ 1 "0, 0, 23" name="el"/>
<component. types'node’ 0,22" name="el"/>
<component types'node’ slo L0, 21" name="eZ"/>
<component types'node” slot="0,0, 20" name="e3"/>
<component types'node” slot="0,0,18" name="ed"/>
<component types'node” slot="0,0,18" name="e5"/>
<component types'node” slot="0,0,17" name="e6"/>
<component types'node” slot="0,0,16" name="e7"/>
<component types'node” slot="0,0,15" name="e8"/>
<{component types'node” slot="0,0, 14" CERY S
<component types'node” slot="0,0,13" el0n s
{component types'node” slot="0,0, 12" el
<component types"node” slot="0,0, 11" name="el2"/»
<component types"node” slot="0,0, 10" name="el3" />
<component types='nods” slot="0,0,9" name="c14"/>
<component types'node” slok="0,0, 8" name="e15"/>
<component types'node” slok="0,0, 7" name="el6"/>
<caomponent type="node’ slot="0,0,6" name="el17"/>
<component. types'node’ nane="e18" /3
<component types'node’ nane="el9" /3
<component types'node” names"e20" fx
<component types'node” names"e2l" fx
<component types'node” names"elE f
<component type='node”’ rum="24" slot="0,0,0" nane="s23"/>
</foontainer>
<!--Rack 2 --»
{container type='rack' rum="2" position="-£50,0,0"
srientation="1,0,0, 0,10, 0,0,1" name="racka">
<component types'node” num="E5" slot="00 00230 nameseld Sy
<component types"node” 26" slot="0,0, 22" name="e25"/»
<component types"node” 27" slot="0,0,21" name="e26"/>
<component type="nods" 28" slot="0,0,20" name="e27"/»
<component types'node” 29" slot="0,0,19" name="e28" />
<component types'node” = names"EDH
<caomponent type="node’ names" w30y
<caomponent type="node’ name=s"e31"
<component. types'node’ namnes"e30"
<component types'node’ 34" slot="0,0,14" name="e33" />
<component types'node” 35" slot="0,0,13" name="e34"/>
<component types'node’ num="36" slot="0, 0, 12" name="e35" />

sS85 5383 533595

<l-— ** Bddress Data ** --»
<l-- 20001 are meaningless, they dont get that id from anywhere --»
<!-- other compid are meaningful and are as a result of the order in

which the instances are listed --»
<addressesy

<address compid="20001" type="ipwd" data="0a000d72" >
<address compid="20001" type="ethernet" data="00304B5FE048" />
<address compid="1" type="ipwd" data="0a000401"/>

<address conpid= 02000402" />

<address conpid= 02000403" 7>

<address conpid= Oan004nd " 7»

<address conpid= Oan004n5" 7>

<address conpids Oa000406" 7>
<address conpids
<address conpids
<address conpid:
<address compid="10"
<address compid="11"
<address compid="12"
<address compid="13"
<address compid="14"
<address conpid="15"
<address conpid="16"
<address conpid="17"
<address conpid="158"
<address conpid="19"
<address conpid="20"
<address compid="Z1"
<address compid="22"
<address compid="23"

at:
data="0a000417" />

Figure 4: Excerpts from the Glory file pertaining to the instances and as-
sociations (top) and addresses (bottom). The relationship between compid,
component type, and component numensures that all information for a given
component is properly associated.
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cors ParesnidyslyY  cn Parcanisysi Y

l 0.00207 l 0.00074 1

0.001354 0.0004392

b 00d10d B 0000503

0.00051%9 0.000374

0.0002:44

“<assoaiation lakel= type= =
<container tvpe= num= position= orientation=
<container type= num= slot= name= =

“<container type= num= slot= name= =
<component type= num= slot= name= i
<component type= num= slot= name= iz
<component type= num= slot= name= i
<component type= num= slot= name= F=

</containers>

“<container type= num= slot= name= =
<component type= num= slot= name= i
<oomponent type= num= slot= name= /=
<component type= num= slot= name= i
<component type= num= slot= name= F=

</container:>

<container type= num= slot= name= =
<component type= num= slot= name= =
<component type= num= slot= name= i
<component Type= num= slot= name= I
<component type= num= slot= name= F=

</container:>

<container type= num= slot= name= =
<component type= num= slot= name= i
<component type= num= slot= name= i
<component type= num= slot= name= i
<component Type= num= slot= name= f=

</container:>

</container:>
<foontainers>

<fassociations>

Figure 5: Display (top) and assocation specification (bottom) of contained
components used to illustrate a node with four CPUs, each of which has four
cores. The association excerpt is from the testonecpu.ovdb file.
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XML file:

<addresses>
<address compid="2" type="ipvi" data="481d53a4"/>
<address compid="2" type="ethernet" data="0017deadbeef"/>
</addresses>

<addresses>
<address comptype="cn" compnum="1" type="ipv4" data="481d53a4"/>
<address comptype="cn" compnum="2" type="ipv4" data="481d53a5"/>
</addresses>

where the type attribute should be either “ipv4” (for TCP/IP addresses) or “ethernet” (for MAC
addresses) and the data attribute should be a hexadecimal number that is either 4 or 6 bytes long
depending on the address type.

Hints are specified like so:

<addresses>
<hint>
<key column="NodeName">
<regex comptype="cn" compnum="%1">cn([0-9]+)</regex>
<regex comptype="cn" compnum="1">admin</regex>
</key>
</hint>
</addresses>

Each hint tag (there may be several) must always contain exactly one key tag. The column attribute
of the key tag specifies a column in the StartupData table. Note that when the Sheep program is
run on a component without an entry in StartupData, the Sheep will run a special metric sampler
that adds columns to StartupData containing the node’s name (NodeName in the example above),
operating system, kernel version, and other information reported by the uname command. This
results in many rows in StartupData with network addresses and other information specified but
no values in the Compld column that assigns a unique id to the component by its network address.
You may use regex tags in the XML file to assign a component number to any entry in StartupData
by extracting a numeric substring from the key column’s value with a regular expression. In the
example above, any entry in the NodeName column that starts with “cn” and ends with a decimal
number will be assigned the Compld corresponding to the “cn” CompType and whose instance
number matches the number in the hostname. It is also possible to create regular expressions that
match only a given hostname (such as the second regular expression in the example) and specify
both the component type and number directly. Note that component numbers are unique across all
components of a given type while component ids are unique across all components of all types.
The ComponentTable contains a mapping between component numbers and ids. If you use hints
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to specify component numbers (and thus ids), you must allow the Sheep processes to insert their
network addresses, host names, and other data into the StartupData table and then run ovis-db
with -t 512 (c.f. §4.2) to assign values to the Compld column in StartupData. Only after you do
this will the Sheep be able to insert metric data into the database.

If your machines have multiple addresses, list all of them in this section. There is no way to force
OVIS to use a particular interface for communications; the addresses are only used for identifica-
tion.

<l—-—Rack 10 (Terascala) --=

<eontainer type= num= positien= orientation= name= >
<l-- narnial is the mds, all others are oss -->
<zontainer type='[RElSIlERRlE | num= slot= name= =

<component type= num= slot= name= /=
<componsnt tTvpes num= zlot= name= I
<componsnt tTvpes num= zlot= name= I
<componsnt tTypes num= zlot= name= />
<component TCype= num= slot= name= =

</container:>

<container type= num= slot= name= >
<component Cype= num= slot= name= e
<component type= num= slot= name= S
<component type= num= slot= name= i
<component type= num= slot= name= /=
<component type= num= slot= namea= fa=

</oontainers>

<aontainer tyvpe= num= slot= nama= >
<componsnt Tvopes num= zlot= name= i
<component TCype= num= slot= name= f=
<component TCype= num= slot= name= f=
<component Cype= num= slot= name= f=
<component Cype= num= slot= name= />

</container:>

<container type= num= slot= name= >
<component type= num= slot= name= fa=s
<component type= num= slot= namea= fa=
<component type= num= slot= namea= fa=
<componsnt tvpes num= slot= name= i=
<componsnt Tvpes num= zlot= name= s

<fcontainer>

Figure 6: Excerpt from the Whitney-Terascala XML file with the association
information for the Terascala storage rack.

Note that OVIS can simultaneously monitor any number and type of resources. The example file
whitneyterascalademo.ovdb includes specification information for the Whitney cluster and an
associated Terascala [12] Storage rack which is a container of 4 chassis each of which contains 5
blades. The associations section of this file specifying this rack is shown in Figure 6. The resultant
OVIS physical display for the combined resources is shown in Figure 7.

4.2 Database Effector

Once you have a properly formatted ovdb XML file (located, say, at /path/to/cluster.ovdb),
you should run the ovis-db program to populate a database for the Sheep, Shepherds, and Baron
to use given the XML file. The ovis-db utility also allows you to insert test data (formatted as an
XML ovdata file) into a database but that is not covered here.

First, you should create the database on each host that will be running a Shepherd. The name of
the database must be OVIS_(ClusterName) where (ClusterName) matches the name attribute of
the cluster tag of your ovdb file. We will assume (ClusterName) is “Cluster” for the rest of this
section. For MySQL, run this command to create the database

echo "CREATE DATABASE OVIS_Cluster;" | mysgl -u ovis

27



Search:® node?19 tschassis2.tsnodei0. ) (==l =] X ]

3-D 7 Time _ Colors _ Uin_mu«_

28

1sriocla Povrar O oty POC
97.0) 977 975 97,4 3.0

Year 2008 . l

Month Nov

ferBPoceic EranCpaac
Day 18 (Tue) Iscrclssls randazzc]
Minute 21 3972203 3.99=-03 02203 A0d=203 A07 =003

e . I I

Figure 7: Physical display of the Whitney compute cluster nodes and the Terascala Storage Rack. For the compute nodes,
Active Memory is displayed; for the Terascala Chassis, Fan Speed is displayed; for the Terascala Blades, Power On Hours
nare displayed. One instance of each of these component types is popped out in the figure. Metric values for the Terascala
nodes are being obtained via remote samplers running on the Terascala admin node (not shown).



Constant  Action
1 Create the database
2 Create tables
4 Load dynamic library functions into the database server
8 Populate ComponentTypes table
16 Populate MetricValueTypes table
32 Populate MetricValueTableIndex table
64 Populate Components table
128 Populate MetricCollectionSamplers table
256 Populate RemoteSamplerLookup table
512 Populate StartupData table
1024  Populate ComponentGlyphs table
2048 Prepare trigger actions
4096 Populate metric tables with static data (e.g. component coordinates)

Table 1: Numeric constants that may be summed and passed to the ovis-db’s
-t flag specifying which actions are to be performed.

For PostgreSQL, run this command

createdb -U ovis OVIS_Cluster

Once the database exists, run ovis-db to populate it. For MySQL databases use:

ovis-db -d -t 8191 -x /path/to/cluster.ovdb \
-u mysqgl://ovis@localhost/OVIS_Cluster

For PostgreSQL databases use:

ovis-db -d -t 8191 -x /path/to/cluster.ovdb \
-u psqgl://ovis@localhost/OVIS_Cluster

The -d flag tells ovis-db to drop any existing rows or tables as necessary. The -t 8191 option
instructs ovis-db which actions to perform. The number specified is a bit vector composed by
adding numbers from Table 1. The actions are executed in the order they appear in the table.

Generally you will only need to run this command once as specified above.

While most actions simply create or populate tables, some perform less trivial tasks and order
is important. The dynamic libraries (1ibovis-mysql.so and/or 1ibovis-psqgl.so) must be in-
stalled into their proper locations before ovis-db is asked to have the SQL server process load
them. The SQL server must have loaded these dynamic libraries before the database triggers are
prepared since the triggers invoke functions provided by these libraries®. If you load the example

3Specifically, the function signal_local_haruspex is provided to send a UDP message to the local Shepherd

when rows of the HaruspexRequests or haruspex subresults tables discussed later are inserted or modified.

29



Glory mysqldump for your first test case, rather than creating the database tables via the effector
as described above, it is recommended that you run the effector with flag -t 4 in order to ensure
that this function is loaded, in case it is not loaded as part of loading the mysqldump.

Within MySQL, you may check the mysgl. func table to see if the functions have been loaded,
and call show triggers on your particular database to check to see if the triggers (which call the
functions) are present.

Database Tables

Information in the XML file is used to set up the database tables. Of particular interest regarding
the cluster specification are:

e ComponentTypes - information about the Component Types

e ComponentTable - associates a given Component Type and number with the unique Com-
pld and its name.

e StartupData - for each component address information and samplers

If you are running multiple Shepherds, each Shepherd’s database should contain consistent and
complete information about the components — that is, a consistent and complete set of the Complds.
Sheep will discover the possible options for Shepherds via the Shepherds’ Avahi advertisements
and will randomly select one in which to insert data. Thus, each possible database will contain the
data from only a subset of the Sheep. Correct results for analysis and display then rely on Complds
being consistent across the full set of databases.

Database tables for the samplers are described in more detail in §5.2.
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S5 Getting Data into the Database

The OVIS data tables are principally standalone entities; except for component IDs, they do not
reference other tables using foreign keys or other indirect references and are themselves only ref-
erenced by other tables that (1) index all data tables; (2) enumerate the storage mode, component
type, and other attributes of the data tables; and (3) describe the relationship between samplers,
the tables holding the sampled data, the components performing the sampling, and the components
which the samples refer to. Each data table contains an integer component ID, the time at which
the row was inserted, and the data value.

Because the data value tables are largely self-contained, there are several options for inserting data
into the tables. The primary method is run-time insertion of data via the Data Samplers. A second
method is via the Metric Generator option which allows users to create new data values into
new tables; this prinicpally targets the creation of derived data based on existing data, such as
accumulating error counts over a job, or time-based averages. The final option, recommended for
advanced users only, is direct insertion via some database API into a user-created table.

Data insertion options are discussed in this section.

5.1 Data Tables

There are separate database tables for each combination of component type and metric that are
canonically named ‘Metric’ ComponentType MetricName ‘Values’. As an example, compute
nodes of type cn with a metric named CPUTemp would have metric values stored in a table named
MetricCnCPUTempValues. Each row corresponds to a unique reporting of a metric value and its
associated component.

Each data table contains:

TableKey - an autoincrementing integer

Compld - an integer component id

Time - the time of the data point

Value - the data value

Each table is listed in the MetricValueTableIndex:

e Tableld - an autoincrementing integer
e TableName - the name of the metric table, as described above

e CompType - the component type for the data
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e ValueType - metadata information about the type the data, which will be decribed in more
detail below

e Samplerld - an integer indicative of the Sampler which collects this data

e Stride - to be described later
Each ValueType is listed in the MetricValueTypes:

e ValueType - an autoincrementing integer
e Name - the Metric Name

Units - its units

Storage - the storage type - e.g., float

Constant - 1 or 0 indicating if the metric is a constant or not

Thus, if a new metric is to be added to the system, a new table for the data must be added, that
table must then be added to the MetricValueTableIndex and information about the data value
must be added to the MetricValueTableIndex. After that, data can be continously inserted, by
any of several methods into the data table.

Insertion of data via the Metric Collection Samplers and the Metric Generator handle all
the details of creating the data table and inserting the correct information into the MetricVal-
ueTableIndex and the MetricValueTypes tables. If you choose to bypass these methods you
should handle these details yourself.

Analysis and display of data relies on data to be inserted increasing in time. It will not be fatal if
data points are out of order, but it maybe result in some minor issues as described further in §7.2.

Do not use hyphens in your metric names.

5.2 Metric Collection Samplers

The Metric Collection Samplers collect specific data from specific sources and insert that
data associated with the correct component and time into the database. Insertion of data by this
method results in the data being timestamped by the time of the insertion into the database.

The OVIS 3.2 release comes with several samplers, some of which read from well-known lo-
cations on Linux installations and will probably work as is, and some which will have to be
altered to work with your system. The former include those that read from /proc, such as
ovMetricLinuxProcStatSampler and ovMetricLinuxProcMemInfoSampler. The latter will
require some modification of configuration information, such as available metrics from the source
or path information as in, for example, ovMetricLinuxlmsensorsSampler and
ovMetricExampleLinuxSmartctlSampler.
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Sampler Classes and Functions

The Metric Collection Samplers collect specific data from specific sources and insert that
data, associated with the correct component and time into the database.

Samplers are required to support the following functions:

® GetNumberOfMetrics

® GetMetricName

® GetMetricStorageType

® GetMetricFrequencyStyle
® SetMetricStride

e Sample

In the Sample function, the sampler gets the data from its source and inserts the metric data value
into the database via its RecordXxX (e.g., RecordInt) function that takes the data value and a
number identifier that uniquely distinguishes the component and the metric. Note that some met-
rics lend themselves to reporting as instantaneous values while others as differences from their
last value, as for counters. Other required functions in the sampler, such as GetMet ricName and
GetMetricStorageType, associate a particular number identifier with information about a partic-
ular metric.

SetMetricStride is an option, which, when also supported in the Sample function, enables the
user to dynamically change how often the data which is sampled is written to the database — the
Sample function can be written to increment a counter which can then be compared against the
stride to determine whether or not the sampled value should actually be recorded. This is not
always implemented in the samplers that come with OVIS.

Samplers can be defined to be run continously and inserting data continously (or upon certain
conditions, for example, a sampler that reads error counts may only sampler an error has oc-
cured), or can be set, via the FrequencyStyle to read and record only once at Startup, such as
ovMetricPosixUnameSampler.

Samplers can either be local or remote. A local sampler is a process running on machine A
that collects metrics related to machine A and then inserts them on behalf of itself into an OVIS
database — which is usually some remote machine C but could also be A. An example of this is
ovMetricLinuxProcNetDevSampler which runs on the node and inserts data into the database
associated with the node. A remote sampler is a process running on machine A that collects met-
rics related to some other machine B and then inserts them on behalf of machine B into an OVIS
database — which is usually some remote machine C but could also be A, but this would be odd).
Examples of this include a) ovMetricLinuxlmsensorsSampler which collects data on a node,
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but may associate that data with a CPU of that node or b) ovMetricLinuxSNMPExampleSampler
that collects data remotely from another component (e.g. SNMP) and inserts that data such that it
is associated with the remote component. In the case of the combined Whitney-Terascala moni-
toring, all of the Terascala samplers were remote with chassis data being collected via an SNMP
sampler, and blade and associated disk data being collected via both an SNMP sampler and a
Smartctl sampler. These remote samplers were running on the Terascala admin node.

Because of the potential complexity in handling the remote associations, a variety of sampler base
classes exist to ease in the creation of specific samplers.

Base classes for Samplers are:

e ovMetricCollectionSampler - Base class for all samplers
e ovMetricCollectionSamplerLocal - Samples for the local component

e ovMetricCollectionSamplerRemote - Samples for remote and/or local components, by
default via the Met ricNodeMap

e ovMetricCollectionSamplerDynamicKey - Samples for remote and/or local components;
metrics can be added dynamically; known metrics but for different component ids can be
added dynamically

e ovMetricCollectionSamplerAssociation - Samples for remote and/or local components
that are children of the local component

For local samplers, unique distinguishing of the component with which a particular data value
should be associated is done innately by the identity of the Sheep. The RecordXXxX function
when called from a subclass of ovMetricCollectionSamplerLocal automatically records the
data value with the Compld being that of the local component.

The situation is more complex for remote samplers, however. Not only must the remote sampler as-

sociate a particular numeric identifier with a particular metric, but the numeric identifier must also

be used to distinguish the component. For example, a remote sampler that keeps track of 3 metrics

on behalf of 5 other components will use 15 unique identifiers. The ovMetricCollectionSamplerRemote
class and its derived classes all exist to enable more generic mapping.

The most generic mapping is enabled by ovMetricCollectionSamplerRemote, in which the
mapping of the samplers numbering to component id is specified via the sampler listing in the
XML file and the metric node map, as described below. These identifiers are then placed into
the RemoteSamplerLookup table of the database by the ovis-db command and read by the Sheep
process running the remote sampler at startup. The author of such a sampler need only keep track
that that when recording a data value via the RecordXXX function, that the correct metric number
(consistent with that specified in the metric node map is used.

Use of the metric node map requires that the remote component mappings be done at the time
the XML file is loaded into the database. In the MetricCollectionSamplerDynamicKey class,
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mappings can be determined at runtime, thus obviating the need to specify ametric node mapin
the XML file. This class creates the associations between the sampler’s metric numbering and the
intended Compld for a given metric numbering at runtime. This capability is particularly useful
for cases where the number of possible associations is large, but the number of actual instances is
small or for writing a single sampler to be used in either local or remote mode. If the sampler is to
be used as local, then the remote Compld assigned is actually the local Compld.

A common case of this is addressed by the ovMetricCollectionSamplerAssociation which
handles the case where a particular metric may be collected on behalf of the local component or
on behalf of a child (physical) of the local component. For instance, for a node, values of CPU
utilization can potentially either be associated with the cores or with the nodes. Arguments to the
sampler are then used to determine the child and instance information with which a given metric
should be associated. These are described more in Section 5.2. A map is then created which
gives the correct metric id that should be used a given metric in the RecordXXX function call. The
ovMetricLinuxlmsensorsSampler is such a sampler and should be consulted as an example.
Note that to use this sampler for your own setup, you do not have to change the sampler, but only
change the metric names and assocations in your XML file specifying the sampler details. This is
described further in Section 5.2.

Note that the table names may have to be different if a sampler is written to sampler for local vs
remote components. For example if the core metrics are to be associated with remote components
(CPU), then the same metric names can be used for each CPU (e.g., CPUTemp); if the CPU metrics
are all to be associated with local components (cn), then the metric names must be different for
each CPU so as not to conflict with one another (e.g., CPUO Temp, CPU1 Temp).

Samplers can also be passed arguments via the XML file that can be read in as described in Sec-
tion 5.2.

Samplers and the XML File

Sampler details are specified in the XML file. This includes which samplers will be run on which
components, their rate of collection, which metrics will be collected by each sampler, and optional
sampler arguments. In each sampler definition, each metric must be identified by its name, the
frequency of that metric’s insertion into the database (the stride), and the metric value’s data type
(e.g., ovis: :INT), as illustrated in Figure 8.

The XML file is read in by the database effector in order to set up the database tables. Each
metric table required to exist for a given metric on a given component type must be specified via
metric identification information in the samplers section for a given component type. Each metric
must be associated with a particular sampler. Some slight of hand then is done to enable remote
component mappings.

In this example, when this XML file is read tables MetricCnCPU1_Temp Values,
MetricCnCPU2_TempValues, MetricCnSYS_TempValues etc will be created (with associated
information about the samplers specified as described previously) and sampler
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«l-— 1m sensors sampler - made remote for the cpu temps and core(zka cpu) voltages,
<sampler name="ovMetricLinuxlmsensorsSampler’ interval="60">
¢samplerarqument keg="comnend” values sensors’ >
<metric names="CPUL Temp" uwnits='Celsius'
<semplerarqument metricnames"CEUL Temp" key="naturalname’ value="CEUL Tenp' />
¢metric name="CPUZ Temp" units="Celsius"
¢samplerarqument netricnanes"CPUL_Tenp" key="natiralnoe" values"GPUZ Tenp' /s

<metric nemes="CPU3_Temp" wnits="Celsius" storage_type="float" frequency="regqular"

<samplerarqument metricnane="CEPUS Tenp' key="naturalname" walue="CPUI Temp' />

<metric names="CPU4 Tenp" units="Gelsins'

<gamplerarqument metricnames"CRPUL Tenmp! keys='naturalnsme” walues"CPUL Temp' /3

dmetric name="5YS Tenp" unit:

<samplerarqunent metolcname
i

SYS_Temp" key="naturalname" value="S¥S Temp"/>

metric VCoreh" storage type="float" frequency="regulac”
<metric VCoreB" storage_type="float" frequency="regulac"
¢metric VCorec* storage_type="float" frequency="reqular”
metric VCoreD" storage type="float" frequency="regulac”
<metric VEE' units="¥" storage_type="float" frequency="reqular" />
¢metric In3" units="V¥" storage_type="float" frequency="reqular”

¢metric Tnd" units="¥" storage_type="float" Frequency="reqular’

<metric storage_type="float" frequency:"regular"/>
¢samplerarqunent metricname="3piv" kay raturalnans” walus—'+3 390 /3

¢metric name="5¥" units="¥" storage_type="float" frequency="requlac’ />

<samplerarquient metricname="5v" key="naturalnans’ values"+57"/

dmetric neme="12V" units="V" storage type="float" fraquency*“reqular“h
<semplerarqument netricname="127" keys natiralnane” values="+125° />
metric nam storage type="float" frequency—"regular"/>
dmetric nams V" storage_type="float" frequency="requlac"/>

¢samplerargument metricnames="VEATA" key="naturalname’ walues="VBAT" />
metric nam units="RPM" storage_type="float" frequency="regqulac" />
<metric nams 'EPM" storage type="float" frequency="reqular" />
¢metric units="EPM" storage_type="float" frequency="reqular® />
¢metric units="EPH" storage_type="float" frequency="regqular® />
<metric units="RPM" storage_type="float" frequency="reqular" />
¢metric units="EPM" storage_type="float" frequency="reqular® />
¢metric units="EPM" storage_type="float" frequency

metric units="RPM" storage_type="float" frequency:

<metric units="EEM" storageit,ypaf float" frequency="reqular" />
{metric FAN3_CPUZ" units="RPH" storas e="float" frequency="reqular"

walues"FANI/CPULZ" />

<samplerarquient netricnames"FAN?_CPUZ" key—"natura].name“

storage_type="float’ frequency="regulac”

starage_type="float’ frequency="requlac”

starage_type="float’ frequency="requlac”

local for the others --»

mappednane="CPU_Tenp" mappedassoc="cpu’ mappedassoclocalinstance="0"/>

mappednane="CPU_Tenp” mappedassoc="cpu® nappedassoclosalinstance="1"/>
nappedname="CPU_Temp" mappedassoc="cpu" mappedassoclocalinstance="2"f>

mappednane="tPU_Tenp" mappedassace"opn’ mappedassoclocalinstances"3"/>

"elsius"' storage type="float" frequency="reqular"/>

mappednanes="v¥Core"
mappedname="vViors"
mappednane="¥iore"
mappednanes="¥Core"

nappedassoc="cpu"
nappedassoc="cpu"
nappedassoc="cpu”
nappedassoc="cpu"

mappedassoclocalinstance="0
nappedassoclocalinsg tanc
mappedassoclacalinstans
mappedassoclocalinstances

naturalnane="in3"/>
naturalnane="ind" />

naturalname="FANI/CBUZ" />

<metric neme="FAN4 CPUL" units='"REM" storage_type="float" frequency="reqular" />

¢samplerargument metricnames="FAN4_CPUL" key='naturalname® values"FAN4 CPUL" />

<metric names="FANT CPUA" units="RPM" storage type="float" frequency='regular" />

<samplerarqument metricname="TANT CPUL" key="naturalname" walue="FENT/CFUL" />

¢metric name="FANS CPU3" units="RBM" storage type="float" frequency="reqular” />

<samplerargunent mnetricnanes"TANE CPUZ key="naturalnane’ walues"FANE/CPUZ' />

<metric nams storage_type="float" frequency="reqular" />

¢metric nam storage_type="float” i

¢metric nam storage_type="Float" />

<metric nam storage_type="float" frequency="regular" />
< /samplers

<component._type
Eype="cpu" category="cpu" is_container="1"
ender /Mode 1UCpu, whp"
pu
T 3,-5,5°
slot_size="20, 600, 14"
slots per_amis="4,1,1"
0,10, 1

height="24" width="112" depth="£00">
¢l-- Metrics —-»
¢l-- Sampler for position metrics --»
¢<sampler name="ovietricCPUPositionSampler” interval="-1"3

<metric nemes"Positioni” unlts="mn storage_type="float" frequency="once" constancys'time"/»

<metric neme="Position?" units="m storage_type="float" frequency="once" constancy="times"/»

<netric name="Fositionz® units="m storage_type="float" frequency="once" constancy='tine"/»

< feampler:

¢l-- Tmmy sa that the tables are created -->

<asanpler names
<mekric neme

outetricl inuxlnsensorsDynami cEeyTunnySanpler”
"CPU_Temp" units="Celsius" storage_type="float' frequency="regular's>

interval="10000000">

<metric name="VCore' units="Celsius" storage_type="float" frequency="requlac"/>
< /sampler >

</oomponent._type>

8 Excerpt  from  testonecpu.ovdb  file  for
the ovMetricLinuxlmsensorsSampler, a subclass of
MetricCollectionSamplerAssociation illustrating (1) specification
of metric name, stride, data type etc, (2) specification of sampler arguments,
and (3) association information. Top shows the specification in the cn
component type; bottom shows the specification in the cpu type.

Figure
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ovMetricLinuxlmsensorsSampler will attempt to be started on the nodes. Additionally, tables
MetricCpuCPUTemp Values will be created and sampler
ovMetricLinuxlmsensorsDummySampler will attempt to be started on the CPUs. Since no sam-
pler ovMetricLinuxlmsensorsDummySampler exists, that sampler will not be started, however,
the necessary remote component data tables will be created. Since sampler ovMetricLinuxlmsensorsSampler
does exist, it will be started, but since that sampler is configured (described in more detail below)
to sample remotely, the tables MetricCnCPU1_Temp Values will be created, but will not be used.
The ovMetricLinuxlmsensorsSampler will read a value for CPU1 _Temp but will insert it, with
the proper component id of the remote component into the MetricCpuCPU_Temp. Note that lo-
cal associations require no such subterfuge, with SYS Temp being collected by this sampler and
recorded for the local component.

For the particular case of the ovMetricCollectionSamplerAssociation, some individual met-
ric arguments are defined to enable the determination of remote associations: these are:

e mappedname - the name of the metric on the remote instance
e mappedassoc - the (child) association of the remote instance.

e mappedassoclocalinstance - an identifier indicating which particular child this value
should be associated with

This information is stored in the RemoteSamplerHints table.

Currently the type has to be in a child (direct or indirect) relationship as specified in the physical
association section of the XML file (e.g., cores are children of CPUs are children of nodes),
with the instance being the local instance (e.g., instance 2 means the 2nd child of that type for a
particular node).

In the example in Figure 8, when the sampler on a particular node reads the sensors value for
CPUL_Temp, it will then actually record that value into the MetricCpuCPU_TempValues table,
with the Compld corresponding to that node’s Oth (first) CPU. This is done via the mapping which
is then used in the RecordXXX function.

For this sampler, the metrics will default to local if no mapping information is given as in Figure 9.

<1-- Motherboard diagnostic sensar sampler -->
<gampler nanes interval= >
<samplerargunent key= value - I8
metric name= units= storage_type= frequency= £
<metric names units= storage types= frequency= I
<metric name= units= storage_type= frequency= i
metric name= units= storage_type= frequency= ks
<metric names units= storage_types= frequency= £y
<Ssamplers

Figure 9: Excerpt  from testone.ovdb file for
the ovMetricLinuxlmsensorsSampler, a subclass of
ovMetricCollectionSamplerAssociation when all metrics are asso-
ciated with the local (cn) component.
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A more general mapping specification using the metric node map is shown in Figures 10 and 11.

In Figure 10 the sampler specification for the Terascala chassis is a dummy, with the sampler spec-
ification on the Terascala admin node being the actual remote sampler that will be instantiated. The
metric node map in the associations section shown in Figure 11 associates the unique metric num-
berings of the real sampler running on the Terascala admin node with the particular Terascala com-
ponent (e.g., Chassis or Blade) to which those metrics pertain. For instance, in Figure 11 metrics O-
6 (the unique identifiers in the remote sampler) in the ovMetricTerascalaSNMPChassisSampler
running on the first instance of type tsadmin (which is the only admin node) are actually values for
the first chassis, tsnode 1 (the component types and number associations are in the instances and
associations sections as described earlier with respect to the Whitney XML file). The order of the
metrics (e.g., which metric is 0) is determined as previously described. The information specified
in the metric node map is stored in the RemoteSamplerLookup table.

Key-value pairs for sampler arguments can be specified in the XML file via sampler argument.
These are stored in the MetricCollectionSamplersArguments table and can be extracted by a
Sampler at run time via calls such as

this->GetSamplerArgument ("naturalname")

as in the case of Figure 8.

This call cannot be made in the Sampler constructor, but can be made in the CanSamplerRun ()
function (which is only called once) or the Sample () function (which is called multiple times).

The samplers are listed in the MetricCollectionSamplers table, along with information regarding
upon which component type they sample on behalf of and on what interval they sample. The
interval is determined at setup time from information in the XML file.

There is currently no mechanism to dynamically add in a sampler once the OVIS database has been
instantiated, as the tables for the metric data are set up at that time.

Threads

In samplers that collect many metrics from various sources or that collect on behalf of many remote
components, it may be more time efficient to perform the collection using multiple threads. OVIS
provides the ovThreadPool class to create and manage multiple threads. ovMetricTalonIPMIToolSampler
is an example sampler illustrating use of the ovThreadPool. The Sampler contains a number of
Tasks, each responsible for sampling some subset of the metrics; The Sampler’s Sample command
calls Execute on the ThreadPool for a particular Task. Each Task will then sample data rele-
vant to a given remote node. The Execute interface takes the identity of the Task and the Task’s
function to be executed (typically called Sample). It also takes a time to live for the Task after
which the task will be killed. In addition, it takes a comparison function that is used to eliminate
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<component _tyvpe
type="tschassis" category="blads chassis" is_container="1"
glyph_shape='"render/ts_chassis.vtp"

manufacturer="Terascala"
make= N

medel=""
description="Terascala
slot_origin="35,-10,11
slot_size="85, 6500, 352"
slots_per axis="5,1,1"

chassis using Forcel( chassis description'
I

slot_frame="1,0,0, 0,1,0, ©O,0,1"
height="352" width="530" depth="700">
<!l--— Dummy sampler for some dummy metrics for these dumb chassis -->
<gampler name="ovMetricSwitchInfofampler" interval="-1">
P

<metrie name='Fosition"

smetric name='Orisntation' units="m" storage_type=
<fsamplers>
<l-- SNMF Chassis sampler (dummy so that tables are

created. this is actually running on v nods
ovMetricTerascalaSNMPChassisDummySampler" interval="10000">

<sampler name="

units="m"

storage_type="posni"

-

frequency="once" />
fregquency="onas" />

vaod!

<metric name="FanSpeedl" units="RFM" storage_type='int" regular' />
<metric name="Fanspsedl! units="RFM" storage_type='int" regular' />
<metric name="Fanfpeedd" units="RFM" storage_type='int" frequency="regqular'/>»
<metric name="Fanfpsedd" units="REM" storage_type="int" frequency="regular'/>
<metric name="Fanfpesedb" units="RFM" storage_type='int" frequency="regular'/>»
<metric nams="Fanfpsedi! units="REM" storage_type='int" frequency="regular'/>
<metric nams="Temp' units="Celsius" storage_type="int" frequency="regular"/»
</sampler>

</component_type>

<component_type
type="tsadmin" category='"node" is_container="0"
manufacturer="Dell"
make="PowerEdge"
model="1850"
deseription="terascala admin node"
width="550" depth="600" height="44">
<l—= ** Metrics ** —->x
<l-— Just a signal that the machine is alive --
<sampler name="ovMetricHeartkeat" interval="10000">
<metric name="Heartbeat" units="1" sterage_type="nons'
</sampler>

frequency="reqular'" />

<!-— SNMP Node sampler (remote sampler for the nodes) —->
<sampler nams="ovMstricTerascalaSHMPHeodeSampler" interval="30">
<metric name="CPUlCorsTemp" units="Celsius" storage_type="int"
<metric name="EZmbientTemp" units="Celsius" storage_type="int"

frequency="regqular'/>
frequency="reqular' />

<metric BladeTempl" units="Celsius" storage_type="int" frequency="regular"/>
<metric BladeTemp2" units="Celsius" storage_type="int" frequency="regular"/>
<metric BladeTemp3" units="Celsius" storage_type="int" frequency="regular"/>
<metric name="BladeChassisTemp" units="Celsius" storage_type="int" frequency="regular"/>

</sampler:>

«!-— SNMP Chassis sampler {(remcte sampler for the chassis) —->

<sampler name="ovMetricTerascalaSHMPChassisSampler" interwal="30">»
<metric units="RPM" storage_type="int" frequency="reqular'" />
<metric name='Fanspeed2! units="RPM" storage_type="int" frequency="reqular' />
<metric name='Fanspeedd! units="RPM" storage_type="int" frequency="reqular' />

storage_type="int"
units="RPM" storage_type="int"
units="RPM" storage_type="int"

units="Celsius" storage_typs="

frequency="reqular'" />
frequency="reqular'" />
frequency="reqular' />

int" frequency="regular'/>

<metric units="RPM"
<metric
<metric
<metric

</sampler:>

name="FanSpesdd"

name="Temp"

<|-- 8ysBlockStat (now remotely for the nodess] -->
<gampler name="ovMetricTerascalaSysBlockStatRemoteSampler" interwal="100000">

<metric name="sda RELRD TOs" units="1" storage_type="float" fregquency=
<metric name="sda RELD MERGES" i storage_type="float"
<metric name="sda RELD SECTORE" storage_type="float" fregquenc
<metric name="sda RERD TTCES" i storage_type="float" frequency:
<metric name="sda WRITE TO=" units="1" storage_type="float"
<metric name="sda WRITE MERGEZ" unitsg="1" storage_type="float"
<metric name="sds WRITE ZECTORS" il " storage_ type="float' frequenc
<metric name="sda WRITE TICEZ" storage_type="float"

- S L Ll a T mrwanma LT ITTTRIEEN L OO

reqular"/>
fregquency="regular"/>

='regqular' /=
regular" />

fregquency="regular' />
frequency="regular'/>

regular" />

freguency="regular"/>
Pttt SRR T

Figure 10: Excerpts from the Whitney-Terascala XML file with partial speci-
fication of the remote samplers. The samplers (top) given for the component to
which the data pertains, in this case the Chassis, are dummy and are just used
to establish the metric tables. The samplers (bottom) for the component that

will actually do the database insertion are real.
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<association label="remotesamplers" type="sampler">

<sampler_instance name="ovMetricTerascalaslMPlodeZanpler" type="tsadmin" num="1">

<metric_node_map mebric="0-5" type="tsnode" num="001" />
<metric_node_map mebric="0-11" type="tsnode" num="002" jf>
<metric_node_map mebric="12-17" type="tsnode" num="003" jf>
“metric_node_map metrico="lo-23" type="tsnode" num="004" f>
<metric_node_map metric="24-29" type="tsnode" num="008" />
<metric_node_map metric="50-55" type="tznode" num="0086" />
“metric node _map metric="36-41" tyvpe="tsnode" num="007" f>
“metric node map metric="42-47" type="tsnode" num="008" f>
<metric node map metric="48-53" type="tsnode" num="003" f>
<metric_node_map metric="54-59" type="tsnode" num="010" f>
“<metric_node_map metric="00-65" type="tsnode" num="011" />
<metric_node_map mebric="00-71" type="tsnode" num="012" /j>
<metric_node_map mebric="72-77" type="tsnode" num="013" /j>
<metric_node_map mebric="78-53" type="tsnode" num="014" />
“metric_node_map metric="gd-g9" type="tsnode" num="015" f>
<metric_node_map metric="90-95" type="tsnode" num="016" />

<metric_node_map metric="96-101" type="tsnode" num="017" />

<metric_node_map metric="102-107" type="tsnode num="013" f»
“metric node _map metric="108-1153" type="tsnode! num="0713" f=
“metric node map metric="114-119" type="tsnode! num="020" f»

</sampler instancex
<sampler_instance name="ovMetricTerascalaflMPChassisZanpler type="tsadmin num="1">
<metric_node_map metric="0-5" type="tschassis" num="001" />

<metric_node_map mebric="7-13" type="tschassis! num="002" /jf=
<metric_node_map mebric="14-20" type="tschasslis! num="005" jf=
<metric_node_map mebric="21-27" type="tschassis! num="004" jf>

< fgampler_instance>

<sampler_instance name="ovMestricTerascalaSysBlockStatRemoteSampler”! type="tsadmin" num="1">

“metric_node _map metric="0-3527" tyvpe="tsnode" num="001" Jj=

“metric node map metric="33-£5" type="tsnode" num="002" j»

<metric node map metric="A6-98" type="tsnode" num="003" j»

<metric_node_map metric="99-1351" type="tsnode" num="004" />
“<metric_node_map metric="172-1cd" type="tsnods" num="005" />
<metric_node_map mebric="1o5-127" type="tsnode" num="006" />
<metric_node_map mebric="198-200" type="tsnode" num="007" />
<metric_node_map mebric="201-260" type="tsnode" num="008" />
“metric_node_map metrico="lZod-29s! type="tsnode" num="00%" />
<metric_node_map metric="297-3290 type="tsnode" num="010" />
<metric_node_map metric="530-3620 type="tsnode" num="011" />
“metric node _map metric="I65-395" type="tsnode" num="012" />
“metric node map metric="I95-428" type="tsnode" num="013" />
<metric node map metric="425-451" type="tsnode" num="014" />
<metric node map metric="462-4940 type="tsnode" num="015" />

Figure 11: Excerpt from Whitney-Terascala XML file showing the metric
node maps which associate remote sampler metric numbering and the corre-
sponding components.
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duplicate Tasks in the Thread Pool’s queue of tasks. In this way, a second instance of a Task
collecting for a resource will not be put into the queue until the previous one is out of the queue.
This will keep many multiples of the same Task from building up in the queue.

Notes on Specific Samplers

e ovMetricLinuxlmsensorsSampler

In the storage case described in a previous section, the use of a remote sampler was required as
data could only be obtained from the admin node. However, there are cases where both local and
remote samplers are possibilities. This sampler can function either locally or remotely, on a per-
metric basis, depending on whether or not mapping information is specified for each metric. This
depends, of course on the fidelity of the display, depending on whether only the nodes are drawn
or if the cores are drawn as well.

To adapt this sampler for your system, change the metric names to those of your system and com-
ponent types to those of your system. Also change the sampler arguments for naturalnames —
these are used to match the label name obtained from the sensors call the actual metric name; these
are necessary because the label name may have a space which is not allowable for table names.

e ovMetricLinuxProcStatUtilSpecialtySampler

The data source /proc/stat contains overall node CPU utilization as well as core level utilization,
storing data in tables MetricCnPercentUserCnViewValues or MetricCorePercentUserCnView-
Values respectively. The CnView in the name indicates that the value was obtained from reading
/proc/stat on the node itself.

The use of the word specialty in the sampler name refers to a particular implementation detail used
in this sampler. In this case, when mappedassoclocalinstance value —1 is used, the sampler
interprets that to mean to record a value of PercentUser for every child of type core that exists for
this node. The sampler determines that based on the number of return values it gets from its data
gathering call. The specification is shown in Figure 12

To adapt this sampler for your system, check the component type names.

Testing Samplers

You can test samplers (both local and remote) via the following:

./bin/ovisTests testSampler -sampler mySampler interval iterations
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<I-- ProcStatUtil sampler. OPU specific metrics are mssocisted with the cores —-»

<sampler name= interval=

<metric nanes units="1" storage_types frequency= /

<metric nanes units="1" storage_type= Frequency= />

<metric nanes units="1" storage_type= frequency= I3

<metric nanes units="1" storage_type= frequency= I3

(metric nanes units="1" storage. type= frequency= nappednanc= nappedassacs nappedassoclocalinstance="-1"/»
(metric nanes wnits="1" storage_Eype= frequency= nappednane= nappedassace nappedasseclocalinstance="-1"/>
(metric nanes units="1" storage_types= frequency= nappednanc= neppedassacs nappedassaclocalinstance="-1"/»
<metric nanes units="1" storage_types= frequency= nappedname= nappedassac= wappedassaclocalinstance="-1"/»
<fsamplers

<component:_type
type=

category= is_containers
glyph_shape=
nanufacturers
nakes=
model=
descriptions
height= width= depth="50">
<l-- Metrics --»
<l-- Sampler for position metrics --»
<sampler nanes inkerval="-1"»
<metric names units= storage_types frequency= conztancy= I
metric nanes unitss starage_type= frequency= constancys £
metric nanes unites storage_types frequency= constancy= />
</samplers

¢l-- Dummy so that the tables are created —-»
<l-- if the sampler is local to the host, these tables will be created but aot used —->

<sampler nane= interval= >
ametric name= wnits="1"" storage_type= frequency= />
metric nanes units="1" storage_Types frequency= 7>
metric nane= units="1" storage_type= freqency= i
<metric nane= units="1" storage_type= frequency= />
</sampler>

< /eomponent_type
</component;_types>

Figure 12: Excerpt from testonecpu.ovdb file for the
ovProcStatUtilSampler, illustrating the specfication in the cn (node)
component type (top), and in the core type (bottom).

where mySampler is the sampler to be tested and interval is the interval between iterations of the

test. The test does not utilize the full machinery of OVIS, but instead uses a test class ovTestMetricRecorder
in the test directory that writes the values to stdout and not to a database. The ovTestMetricRecorder

does not have access to a database for reading either, so values for items with may be requested

from ovMetricRecorder such as CompIds or CompTypes have either been filled in with fake return

values or they will have to be added.

Using the ovisTests functionality in order to test samplers that take advantage of this feature, re-
quires altering the ovTestMetricRecorder to return the appropriate values, since the ovTestMetricRecorder
is not associated with an actual database.

5.3 Direct Insertion

Data can be inserted into the OVIS database directly. In this case, you should fill in the metric
table metadata as described in Section 5.1. Note that the lack of normal information, such as the
relationship of a metric with a particular sampler can result it making it impossible to associate
metric information with its source or type and can possibly cause confusion for metrics added via
methods such as the Metric Generator in post processing.
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5.4 Metric Generator

The Metric Generator makes it easy to insert data into the database directly via a script. The
Metric Generator handles the details of creating the metadata as described in Section 5.1 and
invokes a user-created script that reads in the relevatn data, generates new data, and inserts it into
the database. Example scripts come with the OVIS release in the scripts directory an can be used
as examples, particularly for the data gathering and insertion operations.

Currently the Metric Generator works only in post processing mode, where the script is run on an
existing set up data, rather than dynamically calculating the derived quantities and inserting them
as new raw data comes in.

Use of the Metric Generator using the Baron will be discussed in Section 8.
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6 Job Data

OvVIs 3 has a preliminary implementation of an interface for job exploration. It allows one to
search for jobs based on attributes such as time, date, components, end state, and user name. It
also displays statistics of jobs, both numerically and in an interactive pie chart. Finally, support for
transferring lists of components associated with a particular job exists for the physical and analysis
views. More information on how to use the job search capability is given in Section 9.1. This
purpose of this section is to describe the database requirements of the job search capability.

Currently, OVIS provides support for the SLURM [1] database schema, as implemented on the
TLCC clusters at Sandia. It expects a database named s1urm, with one table of interest, slurm_job_log;
and a database slurm_acct_db with one table of interest, job_table. These tables contain infor-
mation on job ids, start and end times, user names etc. Complete descriptions of these tables can

be found by looking at the example data set that comes with the OVIS release.

Ov1s creates an additional table called ComponentTable_slurm_job_log. in its database that
holds raw numerical data This table contains associations of the job_ids with the OVIS Component
IDs. The OVIS release contains an executable slurm_job_log_importer which can build this
table.

The next version of the job search capability will incorporate a more generic interface to support
other schedulers/resource managers and will not require the ComponentTable slurm_ job_log ta-
ble.
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7 Haruspices

In Roman practice inherited from the Etruscans, a haruspex (plural haruspices) was a man trained
to practice a form of divination called haruspicy, the inspection of the entrails of sacrificed animals,
especially the livers of sacrificed Sheep.

In this section, we first provide an overview of the analysis engines, which are called haruspices
in OVIS parlance. We subsequently illustrate the utilization of these haruspices by providing an
application of the multi-correlative haruspex; for more context about this application example,
please refer to [7].

7.1 Overview

Definition 7.1. A OVIS haruspex is a process that:

1. is triggered by the Baron,
2. runs one on or multiple Shepherd nodes,

3. executes an analytical engine.
In particular, haruspices rely on specific tables of the underlying OVIS 3.2 database.

The OVIS 3.2 release supports several haruspecies in learn mode: Descriptive, Bi-variate and
Multi-variate Correlative, 2-variable Contingency Statistics, and Time-series. The initial OVIS 3.X
release does not support the monitor mode of operation, in which data is compared to the model
determined by learn mode, which was present in the OVIS 2.X release; monitor mode will be
re-integrated into a later OVIS 3.X release. More on this mode can be found in [6].

More detail on the OVIS 3.2 haruspecies can be found in [8]; the parameters and output values for
the learn modes are copied here for convenience.

Descriptive Statistics

The primary model of a descriptive analysis contains the following statistics in a single table:

Cardinality: number of observations in the data set
Variable: name of metric
Minimum: minimum
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Maximum: maximum

Mean: sample mean

MZ2: sum of quadratic deviations from the mean

M3: sum of cubic (absolute) deviations from the mean

M4: sum of quartic deviations from the mean

Correlative Statistics

The primary model of a correlative analysis contains the following statistics in a single table:

Cardinality: number of observations in the data set

Variable X: name of first metric

Variable Y: name of second metric

Mean X: mean of first metric

Mean Y: mean of second metric

M2 X: sum of quadratic deviations from the mean for first metric
M2 Y: sum of quadratic deviations from the mean for second metric

M XY: sum of crossed deviations from their respective means for both metrics

Contingency and Information Statistics

The primary model of a contingency and information analysis contains the following meta infor-
mation in a first table:

Variable X: Name of first metric

Variable Y: Name of second metric

This meta information tables provides keys (specifically, the row number of a given X,Y pair is the
key) into a second table which provides the actual statistics. This is to save storage space (to avoid
multiple storages of pairs of string of arbitrary length) and facilitate retrieval in subsequent stages.
This second table contains the following statistics:

Key: Key of the X,Y pair

48



x: Value of first metric

y: Value of second metric

Cardinality: Number of occurrences of observation (x,y) for metric pair with corresponding key
Note that the first row of this second table is also always reserved for use by the derive and assess

phases, and is not filled with valid values during a learn phase: to make this explicit, a value of —1
is stored for the cardinality in this first row.

Multi-Correlative Statistics

The primary model of a multi-correlative analysis contains a table with the following columns:

Columnl: The name of the first metric (except for the first row, which contains the reserved name
“Cardinality”)

Column2: The name of the second metric when an entry is present

Value: The stored value, equal to:

e the cardinality of the data set when Columnl is equal to “Cardinality”,

e the mean of the metric with name stored in Columnl when it is not equal to “Cardinal-
ity” and when no entry is present in Column2,

e the sum of crossed deviations from their respective means for both metrics with names
stored in Column1 and Column2, which amounts to the sum of squared deviations from
the mean of the metric when the name is the same in both columns.

Multi-Correlative Time Series Statistics

The primary model of a multi-correlative time series analysis contains a table with the following
columns:
Frequency: The Fourier mode index

Columnl: The name of the first metric (except for the first row, which contains the reserved name
“Cardinality”)

Column2: The name of the second metric when an entry is present
ReEntries and ImEntries: The real and imaginary parts of a stored value, equal to:

e a cardinality measure of the data set, defined as #windows + i#observations, when
Columnl is equal to “Cardinality”;
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e the mean of the metric with name stored in Columnl when it is not equal to “Cardinal-
ity” and when no entry is present in Column2;

e the sum of crossed deviations from their respective means for the Fourier transforms of
both metrics with names stored in Column1 and (with complex conjugation) Column2,
which amounts to the sum of absolute squared deviations from the mean of the Fourier
transform of the metric when the name is the same in both columns.

7.2 Haruspex Calculation

Details of the Haruspex tables are beyond the scope of this document; see [9] for information on
how analyses are implemented and how to extend OVIS to include your own analysis. However,
users should be aware that a Haruspex analysis occurs in several phases: first, the shepherd into
whose database a request is inserted copies the request into other shepherds’ databases. Then,
each shepherd independently summarizes the metric data in its own local database by running an
analytical engine. When it completes the summary, it writes the resulting model to its own database
and then copies this model to the other shepherds’ databases. Each shepherd, upon receipt of
a model from another shepherd, aggregates all the local models into a single global model. Each
time an aggregation is done, the aggregate result is presented in the Baron, along with the identities
of the shepherds contributing to the result. If several shepherds are involved in an analysis, the
result presented in the baron may update several times during the course of an analysis, as more
shepherds report. In this way, if any shepherds survive, their results are presented to the user
regardless of shepherds that fail to complete the analysis.

There is one parameter relevant to the analysis that can be set in ccmake, as described in Section 2:

. The is used as the tolerance in floating point comparisons
used in SQL queries to fetch chunks of metric data to fetch at a time. By default this is set to a
value we have found to work in practice. Should it fail, it is possible that a haruspex thread will
hang looking for metric data it cannot find (but this is unlikely).

Certain calculations involve determining relationships between variables that occur as a set, for
example in the multivariate correlations. In these calculations, if there is some time offset among
instantiations of the raw data collected, interpolation of variable values will occur to bring data val-
ues and times in alignment. Currently, a default piecewise-constant interpolation is used. There-
fore, data values in the database tables must be ordered monotonically increasing in time for the
correct interpolation to be done. Minor variations in this will cause values to be dropped from the
calculations or sub-optimal interpolations to occur, but a result will still be obtained. Given a gen-
erally large number of data values and generally small time between observations, it is expected
that such variations will not have substantial effect on the analysis outcome.
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7.3 Example: Multi-Correlative Haruspex

We now illustrate the use of OVIS 3.0 haruspices with an application of the multi-correlative harus-
pex to resource characterization. This example will also cover use of the monitor capability, present
in OVIS 2, for context, though it is not yet implemented in OVIS 3.

In this approach, anomalous behaviors are sought by

1. calculating (with “training data”) or devising (with “expert knowledge’) mean vectors and
covariance matrices — and thus, implicitly, a multiple linear regression model — for a set of
tuples of variables of interest, and

2. examining how individual observations of these tuples of variables of interest deviate from
the aforementioned model; such deviations are characterized in terms of the significance
level to which they correspond when the mean vector and covariance matrix are made those
of a multivariate Gaussian model. Note that this is directly related to the multivariate Maha-
lanobis distance computed with the mean vector and covariance matrix.

il

Figure 13: Actual rendering of the Red Storm platform zoomed in on the
partition on which data were taken. The nodes are colored red if below the user-
defined probabilistic threshold for being too unreliable and green otherwise.
Grey indicates there was no data in the display time window for that resource
for the metric being displayed.

For instance, Figure 13 displays a simple use case where only one pair of variables is of interest

to the analyst, namely PROCPIC_0_.CORE and PROCPIC_0_Proc_Int, which we will respectively
denote A and B.
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When the first phase of the process described above is meant to be calculated (as opposed to
devised, e.g., using expert knowledge), then the “Learn” mode of the haruspex is turned on prior to
the execution of the haruspex on a set of training data. This is the case in the example of Figure 13:
specifically, all observations (a,b) of (A, B) between the specified start and end times (respectively
10:52:02 a.m. and 4:45:02 p.m. on November 8, 2007) on all components called rsnoden, where n
varies between 1 and 3000, are used to “Learn” a model. To ensure that the number of observations
are the same for each component, the data is interpolated by taking the most recent observed value
at even time intervals for each component.

As a result, a mean vector and a covariance matrix are calculated, and are available to the user in
the “Learn” tab (not selected in the figure).

Learn l Validate | Monitor ‘

Threshokt: | 0.0080 '%]

A B

Means | 136415 | 324118

A B
mnode::PROCPIC_0_CORE (A) 5.07163 | D.407803

msnode::PROCPIC_0_Pmoc_Ini (B) 2.21940

Menitor ” Cancel

Results

Haruspex submitted successfully

[r]

Inputs:

[Multi Correlative Haruspex - Monitor], RsnodePROCPIC_0_CORE,
RsnodePROCPIC_0_Proc_Int, [c0-0c0s0 c0-0c0s1 c0-0c0s2 c0-0c0s3 ...
c0-4c2s7), [Nov 8 2007 10:05:02 AM - Nov 8 2007 4:45:02 PM), Threshold=0.005 |

Mean RsnodePROCPIC_0_CORE: 13684.15
Mean RsnodePROCPIC_0_Proc_Int: 324116

Cholesky RsnodePROCPIC_0_CORE: 5.07163
Cholesky RsnodePROCPIC_0_Proc_Int: 8.21949

Cholesky RsnodePROCPIC_0_CORE RsnodePROCPIC_0_Proc_Int: -0.407603
Results:

85 outliers
Max Staleness=0, c6-2c2s2, Nov 8 2007 12:45:01 PM, (1492, 38), 1.574e-139 =
relative pdf
Max Staleness=0, c6-2c2s2, Nov 8 2007 10:45:02 AM, (1492, 38), 1.574e-139 =
relative pdf
Max Staleness=0, c6-2c2s2, Nov & 2007 3:45:01 PM, (1492, 38), 1.574e-139 =
relative pdf
Max Staleness=0, c6-2c252, Nov 8 2007 10:45:02 AM, (1482, 38), 1.574e-130 =
relative pdf
Max Staleness=0, c6-2c2s2, Nov § 2007 1:45:02 PM, (1492, 38), 1.574e-139 =
relative pdf

(4]

Figure 14: The interface in Figure 13, zoomed in on the analysis output.

Note that the second phase of the analysis process, called “Monitor”, can be performed on either the
same data set used to infer a model, or on a different data set. For simplicity, the former option is the
case in our running example. Therefore, as illustrated again in Figure 13 and Figure 14, under the
“Monitor” tab, one can see the mean vector and Cholesky-decomposed covariance matrix that have

52



been calculated by the haruspex during the “Learn” phase. In particular, the means uy = 1364.15
and up = 32.4116 as well as the covariance matrix

¥ :=cov(A,B) =U'U,
where

5.07163 —0.407603
U= ,

0 8.21949

are those of the underlying (bivariate, in this case) linear regression model.

It is beyond the scope of this article to delve into too many details about multiple linear regression
models and their relationships to multivariate Gaussian distributions; one only has to know that the
underlying linear model is mapped into an N-variate (bivariate in our running example) Gaussian
model, whose probability density function (PDF) is, by definition,

! 1 .
fx(x) = Wexp <—§(x—#) )y ](X—H)> ;

where x' := (x1,...,xy) is the observation of an N-tuple of interest. In our bivariate example, this
simplifies into

1 1
fiam ) = 5o (—5 6= ).

where x' := (a,b) and thus (x —u)’ = (a—ua,b — up). (Note that the inverse covariance matrix ¥ !
is computed only once, by means of the Cholesky decomposition.) The argument of the exponen-
tial is —% times the squared Mahalanobis distance, which is the natural metric associated with the
multivariate distribution. The significance level of observation x is defined as the probability (in
the Gaussian model) of observing a Mahalanobis distance greater than that of x. This significance
level is a natural choice of cumulative distribution function (CDF) for the multivariate Gaussian
distribution; it ranges from 1 for a central (mean) observation to O for observations infinitely far
from the mean vector.

With this in mind, we define an outlier as any observation x of X whose significance level is less
than a user-specified threshold 7T (typically T < 1). If observations accurately follow the multi-
variate Gaussian model, then a fraction T of observations should meet this criterion. Observations
may not follow the inferred model, however, either because the data are non-Gaussian or because
the data being monitored have a different distribution from the training data. Nevertheless, the
computed significance level is useful in assessing the deviance of an observation.

A simpler description of the significance level is possible in the bivariate case. There, the signif-
icance level happens to equal the exponential factor in the Gaussian PDF. This factor can then be
described as the relative probability (normalized to the maximum of the PDF), and an outlier can
alternatively be defined as an observation x with

fx(x)

— < T
maxp> fx
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As shown in the “Monitor” tab of Figure 14, a threshold value of T = 0.005 was chosen, resulting
in 85 outliers being reported by the haruspex, and listed in the lower right text window of the user
interface. For example, the first of these outliers corresponds to an observed value of (1492,38),
which, in the context of the underlying model, has a significance level (or relative probability) of
~ 1.574-10~1% < 1 =0.005, making it an outlier according to our definition. (Such a vanishingly
small value indicates that the data are non-Gaussian, since an event with actual probability of or-
der 1013 would not realistically occur.) In turn, in the cluster view of Figure 13, all components
evincing outlier behavior at the time shown in the view are colored in red, whereas other com-
ponents appear in green (data were not collected on the grayed-out components during the time
interval of interest).

The surface determined by learn and the data comparison in monitor are shown in Figure 15.

Voltage {(mV)

1400 0

Figure 15: Plot of the surface determined by the Learn phase of the Haruspex.
Actual instances are shown on the surface as black dots. Instance values are
compared to the surface to determine outliers in the monitor phase.
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8 Baron

The Baron is the graphical interface of OVIS which enables exploration of the data. The Baron
allows the user to:

1. select a cluster and a relevant database

2. visualize cluster geometry in a physically accurate display

3. create derived variable values

4. visually inspect raw and derived variable values on the physical display

5. create haruspices and inspect the results of their analyses

6. view historical data, browsing through time history both manually and animatedly

7. view live data, updating in real-time, and

8. tune many display parameters.

Features and capability of the Baron are described in this section. Figure 27 is a picture of the
Baron with the elements referred to in this section labeled.

8.1 Cluster and Database Selection

The Bookmark Editor allows you to specify to which database you want to connect. Figure 17
(left) shows selection options filled out for connecting to local database holding the test data set for
the Glory cluster. Use of this data set is discussed in §9.1. In addition to selecting a database, you
may enter connection parameters (user name and, possibly, a password) in the Server Connection
window in shown in Figure 17 (right). WARNING: In the ServerConnection window, if you
choose the option to remember the password for any of the different OVIS_(clustername)
databases, the user name and password on your database will be stored in plain text in the
file S{HOME}/.config/Sandia/ovis.conf.

The yellow star icon indicates a user-specified static entry. The blue globe icon indicates an auto-
matically populated entry, representing an available Shepherd as advertised by Avahi.

8.2 Adding Views

Any number of panes may be shown simultaneously. You can create additional panes by either
clicking on the New Pane Icons in the upper left corner of Figure 27 or the Split Pane buttons in
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Figure 16:

Overview of the elements of the Baron with annotation.
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Figure 17: Bookmark Editor (left) and Server Connection (right) windows.
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Figure 18: Options for instantiating a new pane.
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the upper right corner of any existent pane, also seen in Figure 27 which split the existent pane in
the direction indicated in the buttons. The buttons include one by which a pane can be closed.

When a split is selected, options for the new pane are presented and can be selected as in Figure 18.

8.3 Rotating, Panning, and Zooming the 3-D View

The second pane from the the left in Figure 27 is a 3-D interactive physical representation of the
cluster of interest. Moving the mouse while pressing the left mouse button will rotate the 3-D
view. Moving the mouse while pressing the middle mouse button will pan the 3-D view. Moving
the mouse while pressing the right button will zoom the 3-D view. Also, rotating the mouse wheel
button will zoom the 3-D view. Selecting the Display tab, shown in Figure 19, presents the user
with the option to reset the physical view to its original position.

3-D | Time Colors | Display

Reset Display

Popout Distance (mmj): |E|§|

Figure 19: The display tab, which resets the 3-D display and controls the pop
out distance.

8.4 Search Bar

The Search Bar (aka Component Bar) 27 is used to pop out components in the physical display.
This is shown in the lower physical pane of Figure 27 where we have popped out nodes involved
in a particular job. All component types can be popped out, for example, racks and CPUs where
available. Components to pop out can be specified by short name (e.g., cn207) or by component
type and number (e.g., rack8). The advantage of the former is that the short name is generally well
known. The advantage of the latter is range notation is supported (e.g., “node10-14,node57-65).

Jobs can be dropped on the search bar, resulting in the job components being popped out, which
allows one to more easily see the data for a particular job through time. This is made particularly
easy when coupled with the Color popped out components only option in the Colors tab de-
scribed further in §8.7. Pop out distance is controlled by the Display tab as shown in Figure 19.

8.5 Metric Drop

On the far left of Figure 27 is a pane which lists the various component types in this data set and
the metrics which are taken upon them. Metrics can be selected with the mouse and dragged and
dropped upon the physical view (Middle pane). The physical view will then color the elements by
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the selected metric. A color bar will indicate the color-value mapping. By default, the range has
as its max and min values the max and min values for that metric for the time displayed (More on
Time in §8.10). The range can be overridden as described in §8.7.

Components having no value at that time (or within the relevant fade period, described in §8.10)
will be shown as gray.

8.6 Metric Generator

The Metric Generator pane is shown in the lower right fof Figure 29. It consists of a selection bar
from which scripts can be selected. When a script is selected, the result of its he 1p output is shown
in the window below to indicate the required arguments. These arguments can then be input into
the other fields of the display. Once the Metric Generator has returned, the new metric is available
for display and analysis as shown in the Metric List in the left of Figure 29.

OVis Dige{s SeiR)

ator
EDESEs Search:®. (node205.nads e220 e o

=
50 Time | Colors  Display [ |

start Time End Time
[reb 15,2009 <) [reber, 2009 T~

[sa0a37m > [os0mm B

96:00:00

204221228

e

Parameters:  [OVIS_Glory s $ ce_countValues _S1R3_EDAC ¢ *2009-02-23 11:56:57" "2009-02-26 15:15:25"

Input Metric

Figure 20: Metric Generator Pane and resulting Derived Metric in the Metric
List and droppped on the 3-D display.

8.7 Setting the Colors

The Baron provides a default background color, as well as default color scheme, scale and ranges
for the component variables. These can be modified through the Colors tab — the tab is shown
in 27), with the content of the tab illustrated in Figure 21. The Components section of the Color
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3-D Time | Colors | Display

Background
Choose background color...

Components

Component type node

Color by Active

Colorscheme

Display color legend

Color popped out components only

[] Override default range
Array range [46580, 2.86059e+07]

Coler range ‘ | | ‘

Figure 21: The color tab, where the color legend and range can be set.

tab allows one to override the default range for the color legend for metrics. This can be done by
selecting Override default range and specifying the range explicitly. If this is done, the color
range for the metrics will be fixed, even as one animates through time (see §8.10).

Setting the range manually allows easy visual comparison of the distribution and locations of
regions of interest across time and across data sets. Selecting a subset of the overall possible range
allows one to see finer grained detail within a section of interest. For example, if the range for a
particular metric ranges from 0-100, one may be primarily interested in details of the values in the
upper end of the range, and therefore may set the color range from 80-100, for instance.

The color tab also enables the option to more easily see the behavior of data on components se-
lected in the Search Bar by selecting the Color popped out components only option in the
Colors tab.

All color related options in this section will be retained as described in §8.13.

8.8 Job Log Search

The Baron has a job log search capability as described in §6. The Job Search pane is pictured in
Figure 22. The top of the pane features a search bar where jobs can be subselected based on criteria
such as userid, job completion state, components participating in the job, etc. Compound searches
involving AND and OR are supported. Jobs can also be subselected based on Time by use of the
Start Time and End Time feature — this will select jobs whose run time overlaps that indicated
time range.

Jobs matching the criteria are shown in the Results area of the pane. Some statistics for these
jobs are shown in the rest of the pane. This includes an interactive pie chart that can also display
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the distribution of the selected jobs based on Job Completion State, User Name etc. Thus one
can select, for example, jobs that FAIL and then use the pie chart to see those jobs distributed by
Username. The pie chart and its labels can be clicked on to do further subselection. Jobs can be
selected in the results area of the pane to also subselect for the pie chart.

Double clicking on a job in the results section of the pane, brings up an Analysis pane, populated
with the times and components of the job.

8.9 Haruspices

The Baron provides a graphical interface for creating and obtaining the results of the haruspices
(cf. 7).

A typical analysis pane is shown in Figure 23. It contains regions in which to input the metric
or metrics of interest, the time range of the calculation, and the components involved in the cal-
culation. The metrics can be populated by dragging and dropping them from the metric list. The
components can be specified by component type and number, in which case ranges are supported,
or by short name.

learn analyses learn a model as described in §7.1. Clicking the Learn button on the pane starts the
analysis. When the results in an analysis window are not current, either because new parameters
are being entered into an analysis pane or because the analysis has not yet returned, the buttons
and entry text boxes in the Analysis pane are grayed out.

The Repeat Analysis button is currently not enabled. When enabled it will automatically recalculate
the analysis including any newly collected data. This will ensure that the model is current and will
allow the user to note model changes with time. This feature will be enabled in a future release.

8.10 Time Features

One can manually scroll through time or have the Baron automatically animate playing through
time, and view the current state in the physical display.

The user interactive time widget 24, shows the current time in the physical display. There are
marks/hands for month, day, hours, minutes, and seconds that can be grabbed and pulled forward
and backward in time with the current state shown in text as well.

Additional handling of time is done in the Time tab — the tab is shown in 27), with the content of
the tab illustrated in Figure 25.

The first check-box controls the visibility of the time widget. The box below enables animated
playing through time. Setting the x RealTime entry to values greater than zero enables automatic
playback at the specified rate, where 1 equals real time. Setting the Frame Rate (target) entry
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specifies the maximum number of times per second that the Baron should update and redraw the
cluster. High values require more communication with the database but will make color fades
and the motion of the clock hands on the time widget appear smoother. Low values require less
communication but may result in a “jumpy” looking interface. It is possible to specify a frame rate
that the Baron is unable to produce. In this case, it will redraw the cluster as quickly as it can.

After the x RealTime and Frame Rate (target) entries have been set, the user can press the
space bar (on the keyboard) in the 3-D View tab to start and stop the clock. Note that stopping the
clock will only freeze the display, and the internal clock will continue to progress; the 3-D View
will reflect the data at the frozen time.

The playback time section allows one to manually set the initial time of the clock. The Earliest
button will set the time to the earliest time in the database; the Now button will set the time to the
current time on the machine. After adjusting the time, click the Apply button for the changes to
take place.

Data is recorded in the database at the fidelity of a second. Because of issues such as clock skew,
database insert times, etc., it is desirable to see all data not at a given point in time, but within
a window of time. For this region a Fade Period can be set that will allow components in the
physical data to be colored by the data value corresponding for that time nearest in time to that
shown on the clock within the specified fade period. For example, for the Glory database, described
in §9.1 data is taken on 60 second intervals, so one should set the Fade Period to 120, and preferably
greater, so that all components will be colored by a timely value. In order to distinguish the age
of values, the component color will also fade out as the data value gets increasingly distant from
the clock time. There is no correct value of the fade period — this is determined by the frequency
of data collection/inserts and the user’s desire regarding the fading effect. For example, if the user
finds the fading distracting, a longer time may be desirable; if the user is specifically trying to
investigate when components cease to report a smaller fade time is more appropriate. Note also
that longer fade periods require more data to be sifted through so that longer fade periods result in
decreasing performance.

Note that currently the fade period is a global variable pertaining to all physical views in the Baron.

All time related options in this section will be retained as described in §8.13.

8.11 Haruspex Requests View

The Haruspex Requests view 26 can be generated via the New Pane icons in 27. This is a table
that lists the previously requested analyses, displaying the Requestld and some parameters of the
request. Single clicking an entry brings up the results. Double clicking an entry instantiates the
corresponding Analysis view, filled out with the request and results. This allows the user to view
the results without having to redo the analysis. The analysis pane generated in this way is similar
to other generated panes and can be dropped on the the physical display and Search Bar, as usual.
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8.12 Multiple Shepherds

If multiple Shepherds are being used, the Baron will connect to one, via the choice in the Book-
mark Editor. When an analysis is invokved via the Baron, it will take place in parallel across
all the databases involved, with the aggregate result reported in the Baron. Currently, however,
the visualization presents only the data available in the database to which the Baron is connected.
Visualization of distributed data will be implemented in a future release.

8.13 Saving State

State, including color bar ranges, time ranges for analyses, time shown in the physical pane, etc.,
in plain text in a file ${HOME}/.config/Sandia/ovis.conf.
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Figure 22: The job log pane, with search and results display, including drill

down pie chart.
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Figure 23: Descriptive learn Analysis pane where the metric, components, and
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Figure 24: The user interactive time widget allows the user to scroll through
time in the physical display.
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Figure 25: The Time tab, which allows the user to set the time; choose to play
through time; and set the fade period.
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9 Examples

The OVIS 3.2 release comes with three example cases. The first includes a set-up file and example
data from a cluster. The example data is released as a separate tarball. The second and third are
examples from XML files, that with minor modifications will take and display data from your local

machine.

See §2 for info on the MySQL settings and general system settings before beginning.

9.1 Glory Example Data

This case involves exploration of some test data already gathered from a cluster. It illustrates use
of the Baron, building the display in Figure 27.

Data is not gathered, but rather is loaded from a mysqldump of previously gathered data. Relevant

files are

e gloryrelease.ovdb in the OVIS data directory which is the set-up data file which was used
in the actual data collection and established the cluster display arrangement and

e mysgldump.OVIS Glory v3Release.sql.tgz which is the mysqldump of the database

e mysgldump.slurm mapped.sqgl and mysgldump.slurm acct_db_mapped.sql which are
mysqldumps of the SLURM databases.

e mysgldump.ComponentTable_slurm_job_log.sqgl which is a mysqldump of a single table
that contains component identification to job mappings

Getting Started

1. First load the mysqldump files. This requires creating the empty database in MySQL and
then decompressing and loading the various files.

mysqgl> create
mysgl -u ovis
mysgl -u ovis
mysgl> create
mysgl -u ovis
mysqgl> create
mysgl -u ovis

database OVIS_Glory;

OVIS_Glory < mysgldump.OVIS_Glory v3Release.sql
OVIS_Glory < mysqgldump.ComponentTable_slurm_job_log.sql
database slurm;

slurm < mysqgldump.slurm mapped.sql

database slurm_acct_db;

slurm_acct_db < mysgldump.slurm_acct_db_mapped.sql

2. Enable user ovis permissions on the databases as described in §2.
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Figure 27: Using the Baron for data exploration.
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3. If this is your first use of the MySQL database with OVIS it is recommended that you run
the database effector to load the user defined function for initiating analyses as described
in §4.2.

4. Edit the StartupData table so that OVIS will recognize the Shepherd on your machine for
performing analyses on the example dataset. Note: had the collection actually been per-
formed on your machine, your Shepherd information would already be in the database.

mysgl> use OVIS_GloryRelease;

mysgl> select * from ComponentTypes;
#this will show you that the Shepherd has CompType 3

mysql> select * from ComponentTable where CompType=3;
#this will show you that the Shepherd has Compld 316

mysgl> select * from StartupData where CompId=316;
# this will show you the current allowable Shepherds).

mysgl> insert into StartupData values (2,316, "XXX",NULL,NULL,NULL)

# replace XXX with the hex version of your IP address. Be sure to add all the addresses
for your Shepherd.

mysgl> insert into StartupData values (0,316, "XXX",NULL,NULL,NULL)

# replace XXX with the hex version of your MAC address. Be sure to add all the
addresses for your Shepherd.

mysgl> select * from StartupData where CompId=316;
# you should now see your machine listed

5. Start the Shepherd:

cd /path/to/ovisBuildDir

./bin/shepherd --name=Release \
--database=mysql://ovis@localhost/OVIS_Glory

If you get a warning at this point like

Shepherd was unable to determine its own component ID.
This will cause haruspex calculations to be unreliable
at a minimum. Set a component ID in the StartupData table.

then you have not added your Shepherd properly.
6. Start the Baron:

in a different window but the same directory run:
export LD_LIBRARY_PATH=$LD_LIBRARY PATH:/path/to/ovisBuildDir/lib

./bin/baron

7. Choose the Glory database in the Baron (The Bookmark Editor and ServerConnection win-
dows are described in §8.1):
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(a) When the Browser Window comes up select: View—Show Bookmark Editor
(b) Fill in the following fields:
e Service name = Release
Protocol = MySQL
Hostname = localhost
Database name = OVIS_Glory

(c) Click on the plus sign
(d) Select “Release” in window

(e) When the OVIS Server Connection window comes up you should see “ovis” as the user
name and nothing for the password. You can use the default, if you have enabled user
ovis the appropriate permissions on the OVIS_Glory database; otherwise you can use
the user name and password of your choice. Note that these will be stored (as described
in §2) in plain text on your machine. Click "OK”.

(f) At this point the OVIS Digest (Baron window) should appear with the cluster dis-
played.

Using the Baron: Displaying Raw Metric Values

Before displaying data, set the Fade Period in the Time Tab to 600 seconds. The Fade Period
and Time tab are discussed in §8.10. Determination of the correct value is based on the innate
frequency of the data collection (in this case 60 second intervals) and the preference of the user as
to the fading effect. If this is the first time running the Baron, the date/time may be set to January
1, 1970, GMT. To change the date/time to the earliest time at which there is data for this cluster,
click on the “Earliest” button in the Time Tab of the 3-D View.

To display raw metric values in the physical display:

1. Click on “node” in the left hand menu to see the available metrics for display for the node.

2. Drag and drop a metric onto the display, such as Active.

The nodes should become colored by value as shown in Figure 28. The range of the values in
the color bar is determined by the min and max metric values exhibited at the time in the display,
unless overridden by settings in the Color tab (described in §8.7).

Using the Baron: Job Exploration 1

This section illustrates some of the features available for job-centric exploration.

1. First bring up the Job Search Pane, via the Search Logs icons.
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Figure 28: Raw metric values on the physical display pane.

. Click on the Go button. All the jobs whose run time overlap the times given in the time range
will be listed in the results panel.

. Note the pie chart which shows the Job State distribution. Selecting other display options,
such as User Name, will show the new distribution in the pie chart.

. Inserting FAIL into the Search Bar and clicking on the Go button will return only those jobs
whose information includes the word FAIL. This will include both jobs whose ending state

is FAIL and NODE FAIL.

. From this list, double click on the the job with id 16466. This will bring up an Analysis Pane
already populated with the correct components and time range for this job.

. Perform a Descriptive Statistics Analysis of Active Memory, by dragging and dropping that
metric from the Metric Pane. Note that the distribution is unbalanced.

. Bring up a second Physical display, by clicking on the Split Pane buttons and drop the Active
Memory Metric on it.

. Select the Color tab and select Color popped out components only.
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9.

10.

Drop the job components from the Analysis Pane onto the Physical display. This should
result in the nodes involved in the job being popped out in the display and in those nodes
being the only nodes that are colored.

Popping out and coloring only the node involved in the job makes it easier to examine the
behavior of data values that pertain only to the job. Manually move the clock hands, noticing
that over the lifetime of the job that one node has a markedly higher Active Memory value
than the other nodes participating in the job.

The Baron also supports automatic playing data through time. Details can be found in §8.10. For
this example, in the Time tab shown in Figure 25:

1.
2.

3.

set the Playback time to be the initial time given in the analysis window
click on Show time widget

set 1xRealtime

In the physical display you should see the time animation of the data. Colors shown indicate the
data value at the time currently shown on the clock and the clock should be changing with time.

Using the Baron: Job Exploration 2

In this section, we use the Metric Generator to explore a job.

. In the Job Search Pane, select Job 17317.

Bring up the Metric Generator Pane via the Metric Generator icon.

. Select the accumulate script and populate the arguments as indicated in Figure 29. This

script generates a new metric which is the accumulated val of the input metric over the time
range entered.

Click on Generate Metric. When the generation is complete, the Metric Pane will have
refreshed. Expand it again and note that the output metric of the Metric Generator is now in
the list.

. The new metric is available for analysis and display, just as any other metric. This is shown

in a job component drop on the Physical display in the figure, where only one of the compo-
nents actually has non-zero values for the generated metric. Note that in this example, that
since in the input metric is error counts, which only are recorded as they occur, rather than
at regular intervals, so too is the output metric. Thus, the fade period for this case should be
extended so that the color does not fade out between data value occurences.
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help for help
e.pl OVIS_Test localhost “2008-02-23 12:01:01 *

Output Metrics [node: DER_S1R3_EDAC_Curultivetrrors ]

utput Storage: |float

Figure 29: Metric Generator Pane and resulting Derived Metric in the Metric
List and droppped on the 3-D display.

Using the Baron: Analyses

Analyses are done as in the example in §9.1. In general, Click on Analysis in the upper left of the
window and an Analysis pane should appear. The default time range is the entire time range in the
database. Do the following:

1. Select some analysis type.

2. Drag and drop some metric(s) onto the analysis metric window .

3. Fill in some components, e.g., “nodel-300”. Components can be specified by either their
canonical names or their component type and number (as they are in this case). If they are
specified by canonical names, note that ranges are not supported as canonical names can
have hyphens within them.

4. Fill in the relevant times.

5. Click on Learn

These steps applied to the Contingency and Multi-variable correlative statistics result in the panes
shown in Figures 30 and 31.
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9.2 Localhost Demo Files

This section describes two example cases which can be used on your local machine. They further
illustrate use of local and remote samplers for core utilization information and 1lmsensor informa-
tion, as described in §5.2.

Node Level display

This case collects data from your local machine for analysis and display. In the OVIS source data
directory is the file testone.ovdb which is an OVIS configuration file that can be modified to
test collecting and displaying data with OVIS. For example purposes the display shows 3 racks,
2 of which have two nodes each. Only one of the nodes will be used in this example and will
collect data from your local machine. The physical display is shown in Figure 32 (top) with the
real component upon which data will be displayed popped out in the figure.

To use the localhost demo example:

1. Review the samplers to ensure that the metrics are correct for your system

2. Edit the addresses section of testone.ovdb where it is indicated to replace the data in the
lines with that corresponding to your local IP address and MAC address

3. mysqgl> create database OVIS_Testone
4. cd /path/to/ovisBuildDir

5. ./bin/ovis-db -d -t 16383 -u mysqgl://ovis@localhost/OVIS_Testone
-x /path/to/ovisSrcDir/data/testone.ovdb

(this will set up the correct tables in your database)

6. In a different window but the same directory run

./bin/shepherd --name=Testone \
--database=mysql://ovis@localhost/OVIS_Testone

7. In a different window but the same directory run
./bin/sheep -—-name=Testone
8. In a different window but the same directory run

export LD_LIBRARY PATH=$LD_LIBRARY PATH:/path/to/ovisBuildDir/lib
./bin/baron
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Core Level display

This case has 1 rack with one node which contains 4 CPUs each of which has 4 cores as shown
in Figure 32 (bottom). This illustrates both containment of components and the use of remote
samplers. You can use this file in a manner similar to the previous example, but it will only be
meaningful if you have a multicore machine.

This case illustrates use of the ovMetricLinuxProcStatUtilSpecialtySampler which runs on
the node and collecting data either to be displayed on the node (e.g., the overall utilization) or
on the cores (e.g., the per core utilization). This is in contrast to the previous example where the
ovMetricLinuxProcStatUtilSpecialtySampler was used to collect the same information to
be drawn to the node level only. Note that in the Node Level display example the per core metrics
must all have unique names per core (e.g., CPUOUserPercUtil, CPU1UserPercUtil), where as on the
Core Level display, they do not, as they are uniquely identified by the core.

More information on the specification of local and remote association for these examples is given
in §5.2.
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DEEl

Request

Name: [ ]

Analysis: |Contmgency statistics

£33

) node::WVCaoreA
Metric(s): | node::cPUL Temp

| clear |

| Components x Time |

Component(s): [nodel—BDO ]

Start Time End Time
[Feb 23, 2009 | v| [Feb 23, 2009 [v]
[12:00:00 PM |2/ [1:30:00 PM B

[ idle times only

10.000 , retain |1
Learn

Results
Results from 1 shepherd (20001)

Text Viewer

Summary

A total of 22870 observations across 306 distinct conditions.

X NodeCPUL_Temp 67 distinct values
y NodeVCoreA 11 distinct values

Contents

Information entropy

Joint contingency table J(x y)
Marginalization on NodeCPU1 Temp, M(x)
Marginalization on ModeVCoreA, M(y)

Information entropy
H(x,y) 5.14768

H(x]y) 3.18931
H(ylx) 1.20518

Joint contingency table, J(x,y)

MNote that "#" is the number of observations for a given combination of (x,y) and "PMI" is the pointwise
mutual information of the condition (x,y)

x y # P(x,y) P(ylx) P(xly) PMI
11 1171 4.37254e-05 0.2 0.015625 4.26926
11 1184 0.000174902 0.8 0.00767754 3.55869

115 1.17 26 0.00113686 0.346667 0.40625 4.81931
11.5 1.18 49 0.00214254 0.653333 0.0940499 3.35616

12 1173 0.000131176 0.3 0.046875 4.67473
12 1187 0.000306078 0.7 0.0134357 3.42516
12.8 1.1358 0.00253607 1 0.0843023 3.50379
13.21.13 117 0.00511587 0.92126 0.170058 3.42178
13.21.1510 0.000437254 0.0787402 0.00183385 -1.10794 v

Figure 30: Analysis Pane with Contingency Statistics.
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(== X ]

Request

Name: [ ]

<

Analysis: | Multicorrelative statistics

node::CPU1_Temp
Metric(s): node::CPUZ_Temp
node::CPU3_Temp

| Clear |node::CPU4_Temp

| Components x Time ‘

Component(s): [nodel—BDO l

Start Time End Time
|Feb 23, 2009 | v| [Feb 23, 2009 ||
[12:00:00 PM 2 [1:30:00pm B

[ Idle times only

10.000 , retain |1

Learn

Results
Results from 1 shepherd (20001)

|Text Viewer|| Table Viewer

Atotal of 22677 observations.

Mean Standard deviation

NodeCPUl_Temp 27.6653 7.92989
NodeCPU2_Temp 25.8423 7.65036
NodeCPU3_Temp 32.4794 9.13857
NodeCPU4_Temp 27.2442 8.65549

Covariance matrix:

NodeCPUl Temp NodeCPU2 Temp NodeCPU3 Temp NodeCPU4 Temp

NodeCPUl_Temp 62.8832 50.7235 71.4121 67.0431
NodeCPU2_Temp 58.528 68.5694 65.1976
NodeCPU3_Temp 83.5134 77.7165
NodeCPU4_Temp 74.9175

Figure 31: Analysis Pane with Multivariate correlation analysis.
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(5]

s

L

B

EDE3EA Search:® [real

Analysis  Results

Prefix Make/M etric

—- rack 3100
metric  PositionX
metric  PositionY
metric  PositionZ
metric  Orientation

- cn Tyan dual opteron
metric  PositionX
metric  PositionY
metric  PositionZ
metric  Heartbeat
metric CpuOTemperature
metric CpuOUsage
metric Cpu0ChecksumE...
metric Fan0Speed
metric CpuiTemperature
metric  CpullUsage
metric Cpui1ChecksumE...
metric Fan1Speed
metric DummyTemp
metric Maintenancehction
metric  EthOTxBytes
metric  EthORxBytes
metric Eth0TxPackets
metric EthORxPackets

(4]

3-D | Time ] Colors ] Display ]

cors Parcanidystly  cn ParcanisysiY

. 0.00104 . 0.000303

Figure 32:

0.00207 0.00074 1
0.00153 0.00053%

0.00093 19 0000374

0.00 . 0,000244

Node Level metric display (Local Association) from the

testone.ovdb file (top); Core Level metric display (Remote Association)
from the testonecpu.ovdb file (bottom).
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10 Additional Notes and Future Work

This section presents some additional notes and some planned enhancements.

10.1 Analysis

Outlier detection and model drop, which existed in the OVIS 2.x release is temporarily absent in
the OVIS 3.2 release. A demo version of the model drop is enabled for Descriptive Statistics only
and uses an outlier probabilistic threshold of 2.0 standard deviations. Outlier detection and model
drop will be reincorporated in a future OVIS 3.x release. More on these capabilities can be found
in [6].

Time series analyses will be included in a future release.
The Repeat Analysis capability (see §8.9) will be included in a future release.
Graphing/plotting capabilities will be included in a future release.

The Bayesian Modeling Analysis, referred to at ovis.ca.sandia.gov is not part of the release,
and a patent application has been granted on this part of the OVIS work.

10.2 Multiple Shepherds

OvVIs 3.2 enables distributed (non-replicated) database back-ends for insertion and analysis. Visu-
alization of the data on the 3-D display currently only works for the database (Shepherd) to which
the Baron is connected. Concurrent visualization of data from all Shepherds is in work and will be
part of a future 3.X release.

10.3 Data Collection and Insertion

A lighter-weight data collection and insertion methodlogy, which takes the database client off the
Sheep has been developed and is in the process of being incorporated into a future OVIS 3.x release.

10.4 Job Search

A more generic database interface will be implemented in a future OVIS release that will enable
more generic scheduler/resource manager support.
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10.5 Miscellany

OVIs is released open source under BSD license, which allows for the development of plat-
form specific samplers or enhancements to OVIS to be kept for private usage. Please contact
ovis-help@sandia.gov for more information.
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