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ABSTRACT 

Thls eighteen-chapterl three-volume study evaluates the various nonde­
structive examination (loWE) techniques now used to detect flaws in components 

of nuclear systems so that the reliability of the techniques may be increased. 
The significance of flaws at various locations in press'.lre boundary components 

are assessed along with ways to optimize the NOE procedures needed to detect, 

locate and size them. Empnasis is placed on an in:egrated program which also 

co~siders design~ fabrication procedures, ano materials. The data available 

on the re1iability of detecting, locatir.g and sizing flaws by NDE are used to 

construct a probabilistic fracture mechanics modeL The mode1 highlights the 

significance of the failure to detect flaws, and to accurately locate or size 

them in the context of component fa 11 ure probab i ~ i ty. 

This study was conducted under the U#S. Nuclear Regulatory Commission 

pr:Jgram on the "Integration of NOE Reliability and Fracture "lechanics." Its 

objectives include 1) improving exami11ation procedures for incorporat-ion into 

the American Society fer ~echanical Engineers (ASME), Boiler and Pressure 

Vessel Codes~ Sectior, Ill, V, Xl; and 2} gaining a better insight into the 

influence of improved reliability of NOE in detecting, lo::ating and sizing 

flaws on component failure probabilities. 
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CHAPTER 7 

ULTRASONIC EQUIPMENT--CHARACTERISTICS AND LIMITATIONS 

7.1 INTRODUCTION 

In this chapter, both theoretical upper-bound limits and variability typi­

cal of electronic circuitry and transducers will b€ considered. Existing limi­

tations and the possibilities of improvement will be covered. 

In order to fulfill this scope, and to place the status of UT equipment 

in the proper perspective, the review is in the context of piping and vessel 

underclad cracking as specific systems to be examined. Three categories were 

selected: 

• Conventional fine-grained materials containing weldments with minimal 

geometric reflectors. Large diameter thick-walled ferritic piping 

uniformly bored and then butt we1ded would be an example. 

• Fine-grained ferritic alloys in thick (>6 in. or >15 em) sections 

containing weldments plus some form of overlay cladding of a coarse­

grained austenitic alloy. The examination is presumed to be through 

the cladding and the cladding may or may not be finished to provide a 
relatively smooth surface for UT. Concern will be detection of 
defects in or directly beneath the cladding. 

• Austenitic alloys either wrought (fine-grained) or cast (coarse­
grained} containing dendritic weldments~ Wall thickness may be less 

tha·n a centimeter to 8 to 10 em {3 to 4 ln.}~ Diameters will range 
from 4 in. (10 em) to greater than 30 in. (75 em). The piping will 

contain counterbores as geometric reflectors. Emphasis will be on 

detection of cracks originating at the inner bore. 

7 .1.1 



A fourth category not relatea to examination of systems will be reproduc­

ibility of specific components making up aUT system both separately ana when 

evaluated as a system. An attempt will be made to establish the inherent vari­

ability uf systems as fabricated and as a function of time. In essence, this 

will consider each component as a "black box" with an assessment of "black box" 

variability. 

S i nee convention a 1 sys terns are covered in the avail ab 1 e tests de a 1 i ng with 

ultrasonics, discussion of such systems will be limited to establishing them 

as a baseline with regard to their meeting or failing to meet reasonable values 

of detection reliability plus acceptable levels for sizing and location of 

defects. Emphasis will be given to discussion of newer techniques now becoming 

state of the art. Their strengths and weaknesses will be reviewed, including 

whether sufficient information exists to permit a meaningful assessment. 

The next section will attempt to set the stage for uiscussion of specific 

systems by reviewing those equipment factors that it is necessary to control to 

optimize the detection of defects in systems. 

Several chapters, specifically 4, 5, 6 and 13, have touched on equipment 

ana equipment limitations under specific conditions. Those deemed relevant 
are rereviewea in this chapter. An obvious factor influencing reliability of 

detection is the relevant coae such as ASME V or XI setting forth the condi­

tions of acceptable equipment calibration, etc. This specific aspect is cov­

ered in Chapter 14 and to a degree in Chapter 2; one such case is 20% DAC 

versus 100% DAC. 

The approach in this and other chapters has been one of critically review­

ing a large number of articles and selecting those believed to be relevant to 

the scope of the given chapter; thereafter, the effort was to correctly inter­

pret the authors' coverage. Obviously, there is a finite possibility of incor­

rect interpretation and presentation. If this occurs, we apologize to the 

authors for any incorrect interpretation of their results. 
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7.2 EQUIPMENT PARAMETERS AFFECTING DEFECT DETECTION RELIABILITY 

Em;>hasis ln this section is on angle-beam contact techniques typically 

used in UT of piping. A broad overview of those critical equipment parameters 

influencing defect detection was give!"~ in a paper by t-1.undry and 

Wi.istenberg.(7· 2 •1) They oisc~..oss signal significance whl:::n is defi11ed as "the 

capability to discern between actual f1aw echoes and all irrelevant indications 

such as grain noise, electromc interference, etc." This definition is an 

excellent one to use in measuring equipment perforrrance. 

Specific opt i mi z: at ion c riter l a were developed to evaluate detect detection 

mettlods; namely, 

• sufficient defect detection capability of the inspection system 

itself 

• sufficient defect detection probability if a test object 1s actua11y 

ins~ectea by ~he system 

• sufficient signal significance of the test method. 

1he authcrs(J.L.l) cor.sidered the case of flaw slzi:ng and loc.ation and 

suggested optimization criteria for defect eva1~ation: 

• sufficient travel time reso1ution of the test method 

• sufficiently narrow beam ctnd precise knowledge of the oeam-axis 
direction 

• sufficient lateral resolution. 

The first two i.tems deal with flaw location ana indirectly with sizing. 

The third itell'! on lateral resolution is essential in accurately sizing flaws, 

particularly those normal to the surface. While the first two apply to pulse­
echo;. all three are relevant to imaglng systems. 

Specific factors influencing defect detection such as beam spred.dt fre­

quency, bandwidth, wave mode and beam direction were discussed and are cited 
in modified form here:(l.Z.I) 
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• Beam Spread~ Figure 7~2.1 illustrates the options. A very wide beam 
should detect almost everything and locate nothing. furthermore) a 

wide beam covers a large volume, and this may cause scattering and 

spurious echoes from surface areas of the test piece, leading to a 
reduction in detection probability. For conventional planar probes 
the best compromise is the medium width beam. An alternate is 
focused probes which scan limited volumes~ but have good potential 

for sizing and locating defects in the volumes scanned. An economic 
penalty may exist with their use because of time required for a com­

plete scan~ Phased arrays discussed later pro- vide a future option. 

• Frequency needs to be considered in terms of the operational fre­
quency, the central value of the spectrum used) and the band·,'J'idth. 
The operational frequency will be determined by the interaction 

between probe~ cable and equipment. Bandwidth will vary with equip­
ment and probe~ Increasing the bandwidth may improve siqna1-to-noise 

(SIN) ratio in the material. Figure 7.2.2 illustrates how the detec­
tion probability increases with a decrease in frequency. The upper 

DlVERGENC£: LARGE 

DET£CTABILITY: OPTIMAL 
lOtATION CAPAEUUTY: MI~IMAL 

POSSIBLE FUTURE 
SOLUTION, SCANNING 
BY PHASED ARRAY 
SYSTfMS 

SMALL 

"" 
Ml~!f~AL 

OPTHMl 

MEDIUM 

BEST CHOICE FOR 
PRAGTI CAL USE 

FIGURE 7 .2.1. Influence of Divergency on Detection Probability 
dnd Defect location 
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FIGURE 7.2.2. Orientation Dependency and Frequency 

curve is one half the lower. As the frequency decreases) the SIN 
ratio should increase because reflection echoes from defects compara­
ble in size to the wave lengths increase as a function of freQuency 
squared while grain noise increases with the third to fourth power 
of frequency. While lower frequencies are preferred, particularly 
for coarse-grained material, a lower 1imit is set by probe ringing. 
This ringing interferes in particul~r with the detection of ne~r­

surface defects~ Therefore. 1 to 2 MHz represents a good compromise~ 

• Wave mode represents an option~ Generally, oblique incidence shear 
waves are preferred to avoid mode conversion from various surfaces 
which occurs when longitudinal waves are used over a range of inci­
dent angles. ln some instances longitudinal waves are the preferred 

choice particularly for coarse-grained materials such as cast 
austenitic alloys where shear waves suffer scattering, attenuation 
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and skewing. This is particularly true for examination of near­

surface areas where high-angle shear-wave echoes suffer interference 

from surface waves. 

• Beam direction selection depends on the system being examined and the 

presumed flaws. Typically 45° or 60° probes are used, or sometimes 
70° probes. The tandem technique is another option, particularly 

applicable to detecting flaws oriented normal to the surface. Fig­

ure 7.2.3 illustrates how no single angle is sufficient to detect 

flaws with a spectrum of orientations. 

7.2.1 Defect Evaluation 

The conclusions of the authors( 7· 2· 1) relevant to sizing and location 

of flaws are particularly interesting. 
niques to a figurative trash bin. This 

They relegate some well-known tech-

confirms their often expressed opinions 

that techniques optimized for detection aren 1 t necessarily the best for sizing. 
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FIGURE 7.2.3. Detectability of Inclined Flaws with Tandem 
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As indicated in the following conclusions, they feel acoustic holography, 
focused probes and possibly phased arrays present the best options: 

1. A conclusive determination of defect size by use of the 6- to 20-dB 
drop method is impossible if the lateral dimensions of the defects 
are smaller than the sound-field diameter~ 

2~ B- or C-scan presentation surely may be useful to improve the estima­
tion about defect positions and orientations, but not for defect 
sizing if the defects are small relative to the sound-field diameter~ 

3. It is well known that the DGS method (reflectivity diagram) provides 
sizes of virtually circular reflectors~ but not of actual flaws. 

4. The applicability of ultrasonic pulse spectrometry in practical 
operation has not yet been proved finally. This method may perhaps 
be promising, especially if in addition to the amplitude spectrum 
also the phase spectrum is taken into account. 

5. The suitability of echodynamics is limited and it may be replaced 
perhaps by the more modern linear holography. 

6. Phased array systems may be very helpful in the future. But they are 
still in dn early stage of development. 

7. Today acoustic holography and focusing probes seem to offer the best 

possibilities for sizing of actual flaws. 

7~2.2 Conventional Fine-Grained Alloys 

An optimum system to be examined with UT would be a simple geometry such 
as a flat plate, no system-related geometric discontinuities) no cladding, and 
a homogeneous fine-grained structure. With such a component one would not 
anticipate beam skewing, attenuation, excessive grain-related noise. etc. Even 
in such systems where flaws should yield large SIN ratios the success record 
has not been outstanding with conventional pulse-echo equipment. Chapter 3 

confirms this is both PVRC and PISC programs. Some of the problem is in opera­

tor interpretation which is not covered here. Another problem is that equip­
ment was not optimum for some of the flaws. This aspect will be treated in 
section 7.3 dealing with inherent component variability. 
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7.2.3 Austenitic Clad Components 

A reactor pressure vessel represents an excellent example of a clad, 

thick-walled component. A typical pressurized water reactor (PWR) will have a 

wall about 10-in. (25-cm) thick. Such a vessel will be clad with an austenitic 

alloy. Depending on manufacturer, year of fabrication, nuclear steam supplier, 

etc., the cladding could be single-wire, multi-wire or strip-clad process. The 

specific combination of austenitic alloys used in the weld wires could vary 

also. These same variables will determine whether the surface was ground after 

cladding or not. This means a simple statement that the vessel is clad does 

not provide much information to the NDE team. 

In the United States PWR design essentially limits UT to the inside of the 

reactor pressure vessel (RPV). Access is not provided in the RPV cavity for 

NDE from the outer surface such as is required in Germany. 

The postulated pressurized thermal shock accident, where a severe cooling 

transient occurs with the systems at operating pressure, places a premium on 

UT establishing whether there are flaws in or immediately under the cladding 

in the region subjected to high neutron fluxes. Since UT in the near-surface 

region currently represents a major thrust, we will examine the role of clad­

ding in the detection of near-surface flaws as they influence selection of UT­

equipment systems. 

An irregular surface can introduce major variability in a contact UT 

examination. For this analysis such behavior is recognized; however, a uniform 

surface will be assumed to focus on direct cladding effects. 

Typically a weld-applied austenitic cladding will have a coarse-grained 

hiqhly oriented dendritic structure. This structure and the austenite-ferrite 

interface will represent a 

to the system noise level. 

large number of geometric reflectors contributing 

The dendrites will lead to some beam skewing. 

These problems compound the difficulties of near-surface examination under the 

best of conditions; however, they are of lesser importance with high-angle 

longitudinal waves. 

Mundry and WUstenberg( 7· 2· 1) cite the problems of shear-wave UT through 

cladding. Figure 7.2.4 represents a case of a 45• 1-MHz shear wave probe used 
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FIGURE 7.2.4. Secondary Waves from Shear-Wave UT Produced by a 
Cladding Surface 

on a clad surface. The cladding shifts the beam from 45• to 41·. Concurrently 

a spurious shear wave is generated essentially normal to the surface. The 90• 
wave echo may lead to prediction of non-existent flaws. The sensitivity of 
incident angle is illustrated by experiments where a change of 4" completely 

suppressed the normal shear wave. Presumably, scanning will have been parallel 
to welding direction of the cladding. 
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Another stud/ 7 • 2 ~ 2 ) cites equipment measures to improve S/N ratio when 
exa~inlng through cladding: 

• Short puises are preferred. 

• Lower frequencies should be used. 
Several JT techniques were suggested to examine through cladding: 

• focused probes 

• transwitter-receiver technique 

• tandem 
• longitudinal creeping wave 

• high-angle iongitudinal probes 
• signal averaging 

• spatial averaging. 

Factors other than those listed, such as transducer size a~d immersion or 

contact, are known to influence S/N behavior. The pros and cons of these and 

other techniques wil1 be considered more extensively in a later section. Only 

a few of the problems will be reviewed here. One case is that of the tandem­

probe technique. By the time the tandem probe has been adjusted on the cali­

bration block followed by corrections due to transfer behavior, fluctuations in 

tra:1sfer behavior and iryhomogeneous sensitivity distribution in the inspected 

zones the total adds up to 12 to 18 dB which increase the number of indications 
requiring analysis and to a reduction in signal significance. There can be a 

substantial di~ference in near-surFace response of tandem probes. Figure 7.2.5 

illustrates the response of an unoptimized and an optimized set of tandem 

probes used through cladding. 

7.2.4 Coarse-Grained Austenitic Structures 

The problems of beam attenuation and skewing cited in 7.2.3 are more pro­
nounced in coarse-grained aJstenitic alloy castings and weldments. This favors 

lower frequencies and longitudinal waves. Since the greater portion of Chap­

ter 13 deals with this phenomenon, the details will not be repeated here. With 

regard to equipment optin1ized ~or use with austenitic alloys, those details 

will be addressed in a later section of this chapter. 
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7.3 EQUIPMEMT VAR~ABILITY OR LIMITATIOMS 

The thrust of this section will be to e~a~ine information perta1ning to 

basic limitations in components, or unit-to-unit variability requiring particu­
lar attertion. A ge~eral overview will be given first followed by oefects 

s~ecific to a given class of components. 

PVRC studies{ 4#S.S} indicate that the two most important parameters are 

system operating frequency spectrum and the beam profile or radiation pattern 
of the transduce~ in the material under consideration. Both were discussed in 

section 7.2 and Figures 7.2.1 and 7.2.2 relate to these parameters. 

T~e variability of transd~cers is another factor. Radiation patterns, 

intensity and freQuency response~ usually are not reproducible to within 20% 
even from the same manufacturer.( 4· 5· 1) Furthermore, transducer characteris­

tics decay with usage, with a mean useful life of about six months. A later 

section will exanine transducer proble~s nore extensively. 

A definitive paper on equipment variability was authored by Caussin and 
Verspeelt.{?· 3· 1) The authors cite only two reports (as of 1981) in the open 

literatl.lre pertaining to the influence of UT equip'l1ent variability on test 

resJlts. The wor< of Chalaye et al. was reported where 60 pairs of equipment 
and probes, purportedly identical, were tested. Some 2000 records of echo 

a:npl itudes were obtained from artificial reflectors, and the amplitudes were 
calibrated against the reflection obtained from 2~-mm side-drilled holes posi­

tioned at the depths of the reflectors. Results of d statistical analyses 
indicated a spread of 12 dB at 2 sigMa. Unfortunately, the transducers in 
these studies had not been precallbrated rendering the data suspect. 

Similar results were observed in the PISC data. Teams using the same 

calibration/test procedure reported data from actual weld flaws. When ana­
lyzed. the spread was 18 dB with only two teams reportin9 amplitudes differing 
by less than 2 da. rncidentally1 these two teams were the only ones who 
characterized and selected their equipment against a common standard. 
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The autho~s( 7 · 3 · 1 } considered the tnree equipment factors required to 
be mectsured in ASME XI or V: 

• the linearity of the amplifier 
• the accuracy of the gain control 

• the measurement of the uitrasonic beam. 

The following equipment-related factors are not required to be determined by 

ASME XI and often are not: 

• the amplitude and shape of the excitation pulse 
• the generator output impedance 

• the amplifier input iwpedance 

• the amplifier frequency response 

• the characteristic impedance of cables 

• the probe frequency distribution 

• the ultrasonic beam generated by the probes. 

A program was developed to q~Jantify the influence of some of the preceding 

para:neters in such a way as to modify one parameter ..;ltho~t affecting the 

others. Table 7.3.1 lists those parameters varied or controlled. The combin3-

tions of parameters cited permitted 36 configuraUons# 

Three sets of measurements were taken to determine the following factors: 
1. frequency response of the probes 

2. eqJipment sensitivity ooth 

A) absolute 
and 

B) relative. 

Frequency response was measured in the configurations cited in Table 7*3.2 

by obtai~ing the echo on the bottom wall of a fine-grain carbon steel block. 
The signal was taken at the apparatus input. The parameters cited in 

Table 7.3.2 were 1Tl€asured with a frequency spectrum analyzer; namely, 

• frequency at maximum power: fm 

• cutoff frequencies at -3 dB: f+ and f_ (ASTM uses -6 dB) 
f+ + f 

• central frequency: 

• bandwidth: B = f+ -

f = 
0 
f 

• quality factor: Q f 0/B 

2 
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TABLE 7.3.1. Ultrasonic Equipment Factors Examined 

Independently Controllable Characteristics 

Generator-Output Impedance (Z0 ) 

Amplifier-Input Impedance (Zin) 

Frequency Response (three settable bands) 

Characteristics Held Constant 

Generator-Pulse Amplitude 

Generator-Pulse Rise Time 

Generator-Pulse Repetition Frequencies 

Amplifier Linerarity 

Amplifier-Gain Accuracy 

Probe Characteristics 

P1: Low Damping; Impedance 

P2: High Damping; Impedance 

Cable 

Values 

12.5, 25, 50 ohm 

50-ohm resistive (2 MHz} 
800-ohm capacitive 

Low-Pass (LP) 
High-Pass (HP) 
Wide-Band (WB) 

0.65 - 2.25 MHz 
1. 25 - 4.45 MHz 
0.29- 9.76 MHz 

-100 V on 50-ohm load 

22 ns on 50-ohm load 

Better than 5% 

Better than 0.5 dB 

4 MHz, 10~ mm, 
+2 uH in Parallel on + 1 nF 

1 MHz; 25.4~ mm; :2 nF 

50 ohm or 1/2 length 25 ohm 

Equipment sensitivity was obtained by successively coupling the probes to 

a standard calibration block and measuring the echoes to obtain absolute sensi­

tivity. For relative sensitivity the probes were coupled successively to a 
standard calibration block, to two fine-grained carbon steel blocks, and to an 

austenitic steel block. Measurements in all cases were done in such a way as 
to avoid coupling variability. The probes were fixed in place with selector 

switches or cables being varied. All echoes were obtained on the bottom sur­

face of each block with corresponding wave paths in the range 1.3 to 2.5 urn 

near-field length. When using the calibration block, a thickness within 5 mm 
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TABLE 7.3.2. Probe Frequency Response 

Configu- P1: 4 MHz 10-rvn D i a Low Dam PZ: 1 MHz! 25.4 mm Oia! Hiih Oam~in~ 
ration \...able .J.m.. Miz f+ ,M1z f Miz 1 Miz ., \ t-tl z Q _fm (MHzj f+ (Mizj _ L t-11z) _!0 MHz B_J B (fl!lzj Q 

12.5 R 112 4.37 4,7 4.16 4.45 0.54 8.2 0.90 1.25 0. 74 0.99 0.51 1.9 
12.5 c 1/2 4.37 4.54 4.18 4.36 0.36 12.2 0.91 1.:.o 0.36 0.77 0.83 0#9 

25 R 112 4.37 4. 71 4.13 4.42 0.58 7.6 0. 92 1.25 G.76 l 0.49 2.0 
zo ,- 112 4.35 4.o 4,23 4.36 0.27 16 0.97 1.21 0.35 0.76 0.26 0.9 
50 R 1/2 4.3b 4. 7 4 .16 4,43 0,54 8.2 0.94 1.!3 0.78 • 0.45 2.2 ' 

50 c 1/2 4,33 4.41 4.21 4.34 0.26 16.7 1 l.2o 0.35 0.8 0.90 0.9 

!2 .5 R :Jl 4.41 4.7 4.1 4,45 0.5 8.9 0.91 1.30 0.73 1.02 0.59 !.7 
12.5 c 111 4,34 4.42 4,14 4.28 0.28 15.3 0.99 1.31 0.42 0.87 0.19 1 
25 R 111 4.38 4.7 4,18 4.44 0,52 8.5 0.93 1.26 C. 7B 1.02 0.18 2.1 
25 c 1/l 4.33 4.45 4.14 4.3 0.31 13.6 0.99 1.28 0.42 0.84 0.84 1 • 
5C li 1/1 4.31 4.7 4.17 4.43 0.53 8,4 0.90 1.28 0.74 1.01 0,54 1.87 
50 c 111 4.2 3 4.42 4.14 4.28 0.28 15.3 0.96 1.26 0.42 0.84 0,84 1 

~ ± 0 4.35 ± o.oc 4.59 '*' O.lC 4.16•0.04 4.38. 0.07 0.41 * 0.13 :1.6 * 3.8 0.96 • 0.06 1.26 • 0.03 0.57 • O.l9 0.91 • 0.10 0.6!> * 0.19 1.46 • 0.!>4 

1.3.5 





of the thickness of the test piece was used. Gain settings necessary to hold 
echoes consistent were recorded with an accuracy of :0 .. 5 d8. 

Results in Table 7.3.2 on frequency response of the probes can be summa­

rized as follows: 

• Probes Pl: 4 MHz, 10-~n dia, low damping: 

- The dispersions of f'TI~ f+, f and f 0 were 1imited to a few percent 

of the mean values. 

The dispersion of S and Q reached about 30% of the mean values. 

- Compared with the frequency responses of the apparatus, the LP 

band was totally unmatched and the HP band f'lOSt of the time did 

not go up to f+. 

- The qua1ity factor (Q) was al~Jst constant o~ a resistive load 

(Z1n:R), the highest on capacitive load (Z;n:C). anc only slightly 
influenced by the cable length~ 

- On capacitive load, Q was sensitive to both cable length and z0 .. 

• Probes P2: 1 MHz, 25.4-mrn dia, high damping: 

- The dispersions of fm, f+t and f 0 were restricted to a few 
percent of the rnean values. 

- The dispersions of f ~ S, and Q reacryed about 30% of the mean 

values. 

- Compared with the frequency response of the apparatus, only the 
WB band matched the probe response~ In half of the cases the LP 

band did not go 1 ow enough in frequency .. 

- The quality factor (Q} was almost constant on a capacitive load, 
the highest on a resistive one~ and only slightly influenced Dy 
the cable length. 

- On a resistive load, Q was sensitive to both cab1e length and z0. 

Table 7~3.3a contains the equipment absolute sensitivity data and 

Table 7.3.3b contains similar data for relative sensitivity. Figures 7.3.1a 
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TABLE 7.3.3a. Mean Values and Standard Deviations of 
Absolute Sensitivity Readings 

Wave Path LP HP WB 
(mm) • ,. 0 (dB) ~ (%) l'±o(dB) 2: I %l o ± a i dli l a(%) 

Probe P1 

15 54.3 + 4.0 7 50.5 + 3.65 I 60.3 + 4.0 

30 55.9 + 4.5 8 52.3 + 4.68 9 62.0 + 4.2 

45 57.8 + 4.7 8 54.0 + 4.9 9 63.7+4.6 

Probe P2 

15 68.8 + 0.8 1 72.7 + 1.2 2 80.8 + 0.8 

30 65.0+1.1 2 69.7 + 0.8 1 78.0 + 0.0 

45 65.7 + 0.52 71.3 + 1.0 1 78.5 + 0.6 

TABLE 7.3.30. ~ean Values and Standard Deviations of 
Relative Sensitivity 

Wave Path 
- [rrrn) 

15 

30 

45 

15 

30 

45 

LP 
u ± o (dB) . d (& 

2.1 + 0.8 38 

5. 0 + 1.0 20 

3. 3 + 1.0 30 

4.33 + 0.82 19 

11.67 + 1.52 4 

10.1 + 0.41 4 

HP 
u ± o (dB) 

Probe Pl 

2.3 + 1.3 -
4.8 + 0.8 

3. 3 + 1. 3 

Probe P2 

6.5 + 1.22 

13.67 + 0.52 

12.33 + 0.82 

d (%) 

57 

17 

39 

19 

4 

7 

o ± a (dB) 

2.2 + 0.9 

5.1 + 1.0 

3. 4 + 0.9 

4 + 0.00 

10.17 + 0.41 

8. 5 + 0~84 

7 

7 

7 

1 

0 
1 

a (%) 

41 

20 

26 

0 

4 

10 

and 7.3.lb contain the data on the 15-mm condition cited in Table 7.3.3a. The 

variables are those cited in Table 7.3.1. ,1\s can be seen, there are definite 

differences in response for a given instrument; namely, 

• Probes Pl: 4 MHz, 10-mm dia, low damping: 

- The dispersion reached 20 dB maximum. 

- The best sensitivity appeared with a capacitive load. 
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FIGURE 7 .3.1. Inflvence of Characteristics on System Sensitivity 
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For a given load, the best sensitivity was obtained for the best 

matching of the apparatus frequency response (HP). 

- With a capacitive load and the proper frequency matching. the 

sensitivity increased with the output impedance and the cable 
length haC no iPf1uence. 

• Probes P2: 1 MHz~ 25.4-mm dia, hign damping: 

- The capacit~ve load represented by the probe was too high for the 

generator and no discernable echo was obtained in such a 
configuration. 

With the resistive load a dispersion of 14-d3 maximum was reached. 

- The best sensitivity was obtained with the LP band which matched 

the probe frequency response at best. 

- The other parameters haa a small influence bkt it appeared that a 
low output impedance si1cu1o be preferred~ 

In sinilar fashion, the relative sensitivity data were obtained. In prin­
ciple. the ca1ibration with three test pieces against a common calibration 

block should eliminate irstrurnentation effects. J1fferences should be due to 
differences in attenuation and coupling, and should be constant for all 
configurdtions. ~s cdn be seen in Table 7.3.3b and Figures 7.3.2a and 7.3.2b, 

this was not r.he case. Probe differences were as follows: 

• Probes Pl: 4 M~z, 10-nm dia, low ddnping 

In this case the dispersion reached a maximum of 4 dB. 

- At low-output impedance, the variations were irregular. 

- At 50-ohm output impedance, only the input impedance played a 

role. 

• Probes P2: 1 MH;;:, L5.4-ffll'l', dia, high damping: 

- With that probe the dispersion reacheo a maximum of 7 dB. 
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FIGURE 7.3~2. Influence of Characteristics on Transfer Measurement 
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It seemeo that all parameters affected the dispersion; however, 

the best suited band (LP} and the lowest output impedance seemed 
more appropriate. 

17 3 1\ An overall examination of the authors 1 
• • ' data reveals that equipment 

can meet ASME XI CoCe requirements yet have characteristics unknown to the 
operdtor. These variables will influence the performance of the inspection; 

• The frequency response of the probes ·,.,.as affected. 
• An absolute sensitivity oispersion of 2U d3 occurred. 

• After calibration a range of 7 d8 in ecno amplitude existed. 
Even with properly matched probes, cables and equipment, careless use can gen­

erate major non-reproducioility. 

7.3.1 Transducers 

Transducer variability has been studied for several years. An obvious 
problem is what cor>stitt.tes a significant variable, and this needs to be tied 
to the use of the syste~. Sredae1( 7 · 3 •2 ) states this quite well; 

It is hard to make a definitive classification as regards probe 
qJallty, since the selection of a probe is so dependent on the prob­
lem involved. In some cases the frequenct is critical (echo enceph­
a bgraphy, thickness monitoring using the resonance method~ etc.), 
but in other cases the damping is critical (phase measurements~ 
microporosity analysis, bubble noise monitoring, etc.). In the same 
wayt focal length or focal point diameter may be critical. For weld 
inspection the beam angle is often highly critical, etc. So the best 
way seems to check it the data supplied by the manufacturers corre­
spond to those measured by the user on receipt and after aging or 
use. 

The author( 7 • 3 ~Z} cites generaL agreement of measureMents on receipt of 

probes with those cited by the manufacturer (82% confidence}. During opera­
tion, 5-MHz probes generally work at 6.2 MHz (63%). As frequency increases~ 
the probes usually operate below the cited level. The author considers fre­
quency error to be directly proportional to the mechanical damping or inversely 

proportional to the quality factor Q. The focal length is generally shorter 

than indicated (81% shorter in 91% of probes analyzed). The manufdcturer 

usually does not give the dimensions of the focal point or the angle between 
the mechanical axis (reference plane) and the acoustic beam. Breoael(l.J.2) 
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reported a mean 
tricity of 0.07 

asymmetry of 15% in 30% of units 

em based on statistical analysis 

analyzed, and 
of the data. 

a mean eccen-

Sachse and Hsu(7 •3•3) describe the characteristics of a "good 11 trans­

ducer contrasted to an "ideal" transducer. With the 11 ideal" transducer the 
exact relationship between input and output is known absolutely. This is not 
true for a "good11 transducer whose response characteristics should meet the 

requirements of any materials testing condition. fhe characteristics defining 

a 11 good 11 transducer include 
• high sensitivity as a receiver (SIN ratio} 

• controlled geometric radiation field effects 
• controlled frequency response 

• absence of 11 i1l" characteristics 
• high power as source 
• wide dynamic range 
• linear electro-mechanical-acoustic response. 

Generally, the first two are considered to be the most significant. 

The authors( 7· 3•3) cite the fo11owing character-istics they consider to 
be most sought in transducer response; a broad-band device having a uniform 

response in the frequency domain and a delta transfer function in the time 
domain. A device with these characteristics when operated in the pulse-echo 

mode would have high resolution and would faithfully transduct any incident UT 
signal into an electrical signal in the receiver mode. Unfortunate1y, real 
transducers usually have low sensitivity. If high sensitivity is desired, a 
narrow-band unit is the answer. 

A transducer possessing all of the features cited for a '1 good" transducer 

is not available. Most transducers emphasize one or two characteristics at the 
expense of the others. Furthermore, the situation is further complicated by 
variability. A transducer might be found meeting a specified series of 
requirements for a given measurement; however~ the likelihood that a second 
"1dentical" transducer will, in fact, have an identical response is very slim. 

Dijkstra{ 7•3·4) cites the T.U.V. requirement for the use of a real scale 

test and reference blocks for probe parameter determination and for calibratio~ 
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of multiple probe systems. The blocks must be fabricated of representative 

materials. for example, in nuclear components the original clad layer and sur­

face conditions have to be Jsed, and they should contain the prescribed cali­

bration reflector for optimum reflection by a completely mounted probe system. 

The preceding is a requirement on site. In addition, the following transducer 

prcperties are to be measured in the laborotory: 

• sensitivity in f1nding test reflectors and sensitivity reserve 

• bea~ widths. both in impulse echo and in tandem, and pi ten-and-catch 

technique, both longitudinal and transverse directions 

• SJ~ ratio at all distances used during exarr,ination and also on origi­

rlal clad if available. 

Tne err:phasis in final checkout on calibration blocks is on partial recognition 

that so-called calibrated probes can yield inva11d results. 

Birks and i.awrie{ 7 ·3 .S) attempted to relate probe parameters to their 

significance with regard to the detection of flaws in CO'Tlponents. They used 

different probes with the same equipment to measure the percentage of ~C from 

a series of defects in a weld mockup simulatir.g a pressure vessel. DAC values 

varied markedly from probe to probe* and probe responses from the various flaws 

were net consistent. An extension of this work used probes meeting the cri­

teria in Table 7.3.4. Of 18 probes tested, seven were rejected because they 

were outside tolerance. five did not meet frequency; two had low gain and one 

of these had an asymmetric bea~. 

The author:s( 7 · 3 ~ 5 ) scheMatically illustrate the irrplications of vary­

ing probe parameters in calibration blocks and with planar flaws. 

Figlire 7.3.3a~b*c illustrates the effects due to frequency changes. It is 

essential to re~ember that only the frequencies selected from the search unit 

spectrum and reaching the detector are important. The purpose of tolerances 

is to obtain reproducible signals under the same conditions; unfortunately, 

this is not that common an occurrence. 

Figure 7.3.3a represents the case of a transducer beam reflecting from a 

slde-dri1led reference hole. ln this case, the axis of the radiation pattern 
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TABLE 7.3.4. Tentative Probe Specifications and Tolerances 

Probe Parameters 

Center frequency (f0 } 

Frequency bandwidth (6 dB) 

Beam exit point 

Refracted angle 

Lateral-beam symmetry 

Sensitivity 

Specified 
Tolerance( a) 

_:25% f 0 

•0.025 in. 

+2' 

+10% 
Calc'Jlated 

30-dB 
reserve 

Possible Significance 
A decrease in frequency increases 
width of beam profile, increasing 
signal from a reflector. 

As bandwidth increases reflector 
response increases. 

Incorrect exit point introduces 
errors in flaw location. 

Relatively minor deviations can have 
substantial effect on reflector 
signal 

Similar to refracted angle in being 
strongly related to reflector. 

Function of effective frequency and 
transducer di~ensions~ 

Not a major factor--usually there 
is a reserve in dB. 

(a) No scientific Oasis for tolerances; they may be excessive or lnadequate. 

approaches the reference hole at normal incidence and is reflected back along 

this same axis. This means a reference hole provides an adjust~ent in sensi­

tivity limited to one direction along the beam axis. With defects~ particu­
larly planar defects; whose orientation may have angles away from that normal 
to the beam such as in figure 7.3~3b) the 'T!Oximufll response is off-axis on both 
the search unit and the defect radiat-ion patterns. The illustrated pattern is 
relevant to both longitudinal and shear waves~ figure 7.3.3c illustrates how 
changes in probe frequency can influence both beam profile and radlation pat­
tern. A decrease in frequency broadens the beam profile and increases the 
radiation pattern response~ Obviously changes ln frequency will adversely 
affect reproducibility. A further effect at higher frequencies is the behavior 

of a tilted defect which acts like a low pass filter cutting out the higher 
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freQuency signals. This means a broad bandwidth probe will give a hi9her 
response than will a narrow bandwidth probe. 

Another parameter examined( 7•3•5} was refracted angle. Figure 7.3.4 
reveals how rotation into the normal to the defect will enhance signal while 
rotation away will decrease signal. 

Other factors cited in Table 7.3.4 can affect radiated amplitude. 

The preceding comments have attempted to establish the significance of 
variation in some transducer parameters. The following will attempt to deter­
mine how variable probes are or have been. In Chapter 4 comments were made 
relevant to probe variability. For example, Yee and Couchman( 4·5•1} cite 
significant variability within a given class of transducers and Bastien{ 4· 5•7) 
found the situation even worse between classes of transducers. 

Posakony{ 7•3•6) tested one class of transducers (quartz) in accordance 
with ASTM E-127-75~ He found that the design of the probe? particularly as it 
applied to the relationship between the size of ground and positive electrodes~ 
could have a substantial effect on the sound beam. For example, a positive 

SEARCH 
,--,. __ .--.--- UNIT 

HAW 

TEST 
SURFACE 

b 

FIGURE 7.3.4. Effect of Rotating Out-of-Tolerance Sound Beam 
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electrode smaller than the ground electrode will develop electric and acoustic 
field fringing resulting in an increase in apparent size of aperture. 

Variations in the far-field pressure profile were reported which dramati­

cally influenced the amplitude of the echo response from a test block leading 
to incorrect adjustment of sensitivities or DAC electronics which can result 

in establishing inaccurate accept/reject criteria. 

The preceding was due to the limited scope in ASTM El27 other than the on­

axis and cross-axis profiles. Manufacturers may provide a variety of probes 
utilizing different designs which "apparently" satisfy the ASTM reQuirements. 

The largest and most significant studies located were those of Lidington 
and Sil<(I.J.?,?.J.B) who tested 228 probes in the first(?.J.I) and 148 in 

the second study.(L 3.Bl Since an immersion technique was used, the reie~ 
vance to shear- or longitudinal-wave contact probes can be inferred only~ The 
following parameters were examined: 

• nat~ra1 frequency of probes 
• variations in pulse shape 

• non-exponential p~1se decay 
• presence of other frequencies 

• beam misalignment 
• secondary beams 
• beam quality. 

In the frequency range of interest for piping and pressure vessels-­
namelyt below 5 MHz--probes have a mean somewhat biased to the high side of 
the nominal frequency with relative narrow variance (o2). The authors(l.J.l) 

consider frequencies more than 25% away from the nominal value as adversely 

influencing examinations. 

Pulse shape was measured in terms of both pulse len9th and number of 

cycles. The significance of this parameter for contact probes is not known. 

Some probes exhibited non-exponential signal decay which did not seem to 

correlate with the other parameters. 
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A factor probably related to a definite malfunction of the transducer ls 
the presence of frequencies other than the primary. Both harmonic ana unre-

1 a ted frequencies were observed. 

Beam misalignment represents a potentially more severe 

below 6 MHz appear more susceptible than those above 6 MHz. 

fault. Frequencies 
Contact probes 

were less susceptible thaf'J immersion probes. Misalignments exceea 2.5~ in 

nearly 10% of the probes. 

Secondary beams occasionally occur leading to a serious error unless 

detected. 

Probe sensitivity was not a critical factor for the great majority of 

probes; however, beam quality as exemplified by angular misalignment. poor beam 

profile, insensitive areas on the probe face. hollow beam, etc., was important 

i~ that a substantial percentage of probes suffered from these quality defects. 

Table 7.3.5 incorporates the probabilities of the preceding defects in 

both studies.< 7 · 3 · 7 ~ 7
*
3· 8} Beam misalignment, other frequencies and poor 

beam quality are significant factors. 

~limited program soonsored by the Air Force( 7· 3•9) characterized 23 UT 

transducers using 17 parameters including ability to detect and size four sample 

TABLE 7.3.5. Probabilities of ~alfunction (Only 11 0ther Frequency 
in Response11 is likely to give serio:Js effect on 
measurements. The last two malfunctions have been 
correlated to s~e extent.) 

Possible Malfunction 
Frequency deviation {<25%) 

(a) Probes >6.5 MHz 
(b) Probes <6.5 MHz 

Non-exponential decay 

Other Frequencies in response 
Beam Misalignment (>2.5•) 

Secondary beams 
Low sensitivity 

Poor bea~ quality 

Earlier Estimate 
of Probability, % 

7.3.19 

3 

66 

10 

IS 
g 

4. 5 

6. 5 

12 

Latest Estimate 
of Probabilttyt % 

5 

53 

20 

18 

9.5 

5.5 
8 

11 



flaws (flat-bottom hole, Elox notch low-cycle fatigue crack~ high-cycle fatigue 
crack). Statistical correlation techniques irrl'ere used to establish those 
parameters with high correlation values. Of the 17 parameters (six pertained 
to RF power spectrum and wa~e form. five to beaw. characteristics, one to con­
version efficiency, one to electric noise, and the flaw-response ratio related 
to the four sample flaws), only four pairs among the parameters related to 
electrical and beam characteristics showed correlations greater than 50%: 

• the spectrum-symmetry ratio (SSR) and spectrum-inflection ratio 
( Sl R)-59% 

• the bandwidth ratio (BWR) and the far-field ratio (FFR)--67% 

• the beam-width error (BWE) and the effective-diameter ratio {EOR)--68% 

• the beam-symmetry ~atio {BSR) and the beam-inflection ratio 
(B!R)--86%. 

Flaw-response ratio (FRR) of the various flaws were checked for correla­
tion with spectral and beam parameters. Correlations existed with center fre­
quency. Beam parameters sucn as effectlve radiation area, beam-width error, 
and in particular loop sensitivity had strong correlations. 

Based on a performance rating on1y two of the 23 transducers rated good, 
11 fai~ and 10 poor. The significance of poor was apparent when examining the 
fatigue cracks. Some transducers nad hign S/N rat1os permitt-ing easy detec­

tion; others had no signal. There was a factor of 40 variatton in response. 

Of interest was the poor record of 2.25-MHz transducers. 

Since tests were limited to longitudinal wave, the implication of shear­
wave behavior and of beam misalignment were not examined. 

Tne very strong corre1ation of flaws and the transducer-loop sensitivity 
ratio (LSR) make this parameter worthy of further appllcation: 

where VT is the initial pulse applied at transducer and Vt is tne return 

echo from a parallel flat surface. 
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The correlation with FRR isn't surprising since 

where Ve is the flaw-echo amplitude. 

An examination of the parameters investigated by l idington and Silk.(/.3 •7 
> 

7•3 ·8 ) ana Smith et a1.( 7•3•9) reveals a surprising lack of overlap in parame­

ters: frequency deviation and low sensitivity were comparable, poor beam 

quality overlapped partially, and non-exponential decay corresponds somewhat 

to damping. Checking other frequencies was limited and secondary beams and 

beam misalignment were nonexistent in the Air Force study( 7•3•9). 

Farley( 7•3•10 ) discussed a Babcock and Wilcox, Ltd. program where probe 

standards such as BS 4331, parts 2 and 3~ and a CEGB draft standard were used 

to characterize 30 flaw detectors (mainly used ones of five types) and 70 

probes (all new •-miniature'1 type of two makes). Results relevant to the flaw 

detectors wi)l be discussed in section 7.3.2. 

Table 7 .3.6 covers the variety of measurements taken on the probes. An 

interesting conclusion based on the results was that the specialized probe 
assessment techniques were valuable for probes used in a developmentai labora­

tory for the complete character1zation of indiv1dual probes; however, none is 

absolutely necessary tor routine checks where "test-block" methods are deemed 

sufficient. These methods generated a wealth of data. The summarized results 
follow: 

Probe 1 ndex: 

Beam Angle: 

Resul~s of Tests on Probes 

Many probes had emission points more than 1 mm from 

the index marK, some were more than 3 mm away. 

It would be better if there were no marks at a11, or 

else just a scale referenced to one eno of the probe. 

Most probes had angles within 2" of the nominal but 

a sman number were 3 or 4" away. Again this indi­

cates the need for the measurement ot the angle of 

each probe by the operator. 
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TABLE 7.3.6. Summary of Tests of Probes Under B&W Program(7.3.1G) 

Meeting BS-433l(a) 

Probe Index 
Beam Angle 
Beam Squint (skew) 
Seam Prof i 1 e 
Sensitivity and 

SIN Ratio 
Dead Zone 
Resolution 
Domlnant frequency 
Pulse Length 

CEGB Standard(b) 

Pulse Characteristics 
Pulse Shape 
Pulse length 
Spacing of Cycles 
Operating Frequency 

Seam Characteristics 
index Point 
Beam Angle 
Squint 
Side Lobes 
Longitudinal Waves 
Surf ace Waves 
Backwards Shear Waves 
Subsidiary Maxima 

Sensitivity 
Gain Reserve 
S/N Ratio 

Internal Echoes 
Internal Echo Amplitude 

Additional Tests at 
CEGB NDT Center 

At CEGB NDT Center 
Frequency Spectrum Analyses 
Photoelastic Visualization 

Immersion Tank Plotting 
Impedance Meter Measurement 

At 8&\1 
Electrodynamic Beam Plotting 

(a} Require Flaw Detector and Calibration Block only. 
(b) Medium Frequency, Miniature~ Shear Wave~ Angle Probes. 

Beam Squint (skew}: Only one of the 70 probes had a squint greater than 2~ and 
this was 2$5". 

Beam Prof i1 e: 

Sensitivity and 

Signa 1-to-Noi se 

Ratio: 

The profiles of probes of the same type were reasonably 
consistent but this is a probe feature which should be 

measured by the operator when the profile is required. 
The lateral beam spread of one make of miniature angle 

probe was nearly twice that of another make despite their 

similarity of crystal size and frequency. 

At ranges between 10 and 120 mm for the single-crystal 
probes {20 and 50 mm for twin-crystal probes) the ratio 

between the signal from a 1.5-mm side-drilled hole target 
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Dead Zone: 

Resolution: 

and the overall system noise exceeded 20 dS for almost an 
the probes. 'this test is important because the results at 
shorter ranges demonstrate a feature of twin-crystal 
probes that must be recognized: below the surface there 
is a blind zone (of 10 to 15 mm) where the sensitivity is 
much reduced compared with that of single-crystal probes. 
The precise length of the blind-zone depends on the probe 

geometry and whether or not the crystals are 11 toed-in." 

Ali the probes tested (single and twin) were able to 

detect a 1.5-mrn hole at a depth of 1 mm from the testing 
s~rface. 

All the probes tested appeared capable of resolving the 

2-nm step in the resolution block. However, the test is 
not reproducible and not a true measure of reso 1 ution. 
The ability of a pr~be to resolve defects closely soaced 

in range is better quantified by a pulse length 

measurement. 

f)ominant Frequency: This is checked by measuring cyc1e-to-cycle spacing on an 
unrectified display of the pulse. Spectrum analysis does 

give a more accurate result but for most purposes the 
test-block method would be adequate. The results indicate 
that the mean frequency of each group of probes lies below 
their nominal frequency-- by 0.25 to 0.50 MHz --and that 

probes within a group generally have frequencies within 
+10% of the mean and +20% of the nominal~ 

Pu1se Length; This is measured between t~e 10% po1nts in the pulse enve­
lope. A significant difference was found between the two 
types of probes checked. One ~ake of probe had pulse 
lengths between 1.5 and 3.5 uS, the other had shorter 

pulses, 0.5 to 2.0 vS. Only 9 of 36 of the first make of 

probe met tne CEGB 2.5 .s or 3 uS limits while all 18 of 
the second make met the requirement. 
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The role of components, otloer than the transducer, making up a probe can 
be significant. Posakony( 7• 3•6 ) cited the leads as a factor. Bainton and 

S1lk(7~ 3 · 11 ) investigated infL.tence of backing material anC bonded region on 

the overall performance of a probe. The acoustic impedance of a material such 

as tungsten/Araldite often will be substantially lower than a transducer such 
as lead zirconate titanate (PZT). u~iess packing densities are controlled, the 

acoustic i mpeaa'1ce may drop be 1 ow 80%. The boundary i aye; shou 1 d be no more 

than d few microns in thick~ess. This again requires careful control. 

An exanple of the type of problem that can affect an array of transducers 

is given by Sruneel et aL( 7 • 3 ~ 12 ) The au:hors found that electrical cou­

pling often occurs betwef:n nearby transducers, especially for very narr::>w 

transducers leading to a rarrowing of the radiation (or reception) pattern of 

individual transducers. 

7.3.1.1 Transducer variabi1tty represents a major problem. Untn the 

variability is resolved the option ·..,in be to calibrate and certify prior to 

use. An approach combining tests in the laboratory af!d in the field 1s con­

sidered the correct approach. 

7.3.2 Generators and Amplifiers 

Two critical items of equipment in aUT system are signal generators and 

output signal amplifiers. rests have been maoe wHh variot.s off-the-shelf 

units combined wit~ a series of probes to exa~ine relative behavior; however, 

no detailed experimept aimed Gt defi.1itive measurements of variability of 
these components is known in the open literature. The work of CaussiP and 
Verspelt(/.J.l) cJnes closest to such a study and clearly indicates the 

significance of some variables taken for granted in such equipment. The same 

is believed true with regard to exploring the overa11 system behavior where 
the individual components all exhibit acceptable behavior~ but the syste:n is 

less than optim~m. 

FarleyP· 3•10 ) discussed flaw detector varidbi1ity where flaw detector 

covers the oulse generator, etc. Table 7.3.7 llsts the tests conducted and 

their source; e.gq 85~4331 or ASt-lE XL Again~ the results are given: 
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TABLE 7.3~7. Suggested Tests on Flaw Detectors by Standards and for Purchase and Periodic Checking 

' 
' 
• 
* 
• 

Resolt.tivr of probe/ f 1 aw det0ctor 
'fi,neUase linearity 
/'i.tter:uatcr accurctc-y 
A'Tlplifler l irleari ty 
Echo-pulse dt.:ration 

Trans;v,ssloq ;:n~1se per,;:ne:ers 
Tra'JS'~·,i~ter oc::;;ut inpedMct 

X 
X 

X X 
X X 

X 

-;· i:neoase I ineati ty 
1Htenuator accur:;~cy 

.Amp 1: f 1 er 1 incari ty 

Trans1r:1 tter' p1~lsf' pJ.r'Jil~eters: 

;JU l 5e arr:p l i tuoe 
Sla2'11ty o'" pu:s.: repetiticn treq•,;er.cy 

X 
X 
X pulse snape 

.. 
H 

** 

l"'easure p~;ls.e n:petitio11 frequency 
P,mp i if iet f .. equen;::;y resoonse 
Equ1val~rtl irlput nois~ 
t'-11lp1ifler dead t1rr.e 

The fcllo~-ti>~g eqJipme'1~ is requiced: 
funct1on generator, ttiggtr unit ona 

X 
X 
X 
X 

r:se ti11e 
decay t ~me 
p1Jlse ~uratien 
repet 1 t ion freuL:f:nCy 

.n*'l.p 1 if rer frequency respurse 
~quivdlent ~nput r1oise 
Am;Ji :fier dt,Jd :l11c 

three cal1tlro.tion i::iccks, oscillu:.cu;:H:', freq~..ency cou'!ter~ 
Jtlecvator. !l,ethcds ore defiLet i;-, BS 4331: Pt. 2. 



Resolution: 

Results of Tests on Flaw Detectors 

Results uslng 2-mm step on the ~esolution block were not 
reproducible. 

Timebase Linearity: 27 sets were better 1~5% and within their manufacturers 1 

specifications; others were 2%, 3% and 2%. 

Attenuator Accuracy; Almost a11 sets checkea had attenuators accurate to +1 dB 

in 20 dB. Two new sets initially gave poor results until 
the attenuators were 1'run-in. 1

' 

Ampllfier Linearity: The vertical linearity of all sets tested was very good, 

between 90% and 10% of full-screen height. 

Echo Pulse 
Duration: 

Transmitter Pulse 

Parameters: 

Generally~ the duration of the rectified ano detected 

echo-pulse was shorter than the length of the unrectified 
pulse for the same probe. The echo-pulse duration was 

influenced far more by the choice of flow detector than 
by the frequency band setting useo. 

Amplituoe varied between go and 310 V (with one faulty 

set giving ~nly 11 V)~ rise times fell between 26 and 
200 nS,. decay times between 62 and :no nS. Output imped­

ances were between 10 and SO% and were consistent for 
particular types of flaw detectors. Pulse repetition 

frequencies varied greatly from set to set, typically by 
a factor of two and in some cases differed from the manu­
facturers1 specification by the same amount. 

Amplifier Frequency There is a wi6e variation in frequency bandwidth between 
Response: nominally identical flaw detectors; e.g., for one type 

bandwidths ranged from 0.88 to 3.18 MHz. for another type 

bandwidths were from 0.88 to 4.59 MHZ on a particular 

band setting. Center frequencies showed similar vari­

ations between flaw detectors of the same type. 
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Equivalent lnpu-: 

Noise; 

T~is ranged from a best value of 5 ~V on the best flaw 
detector tested to an Jpper 1imit of 400 mV and an 

extreme case of 900 mil on the faJlty set. 

A~olifier Uead Ti~e: This parameter showed 1arge variations between sets of 

the same type (e.g., 0~8 to 3.5 ~son one flaw detector 

type) ano very large values on one particular type of 

set. On these tests, the worst values obtained 'ltere 18 

to 25 uS, which could give a dead range of 20 mm of steel 

when testing with a miniature angle probe~ 37.5 mm when 

testing with a comoression probe. 

Pade and Enrietto( 7•3•13) as a part of their study of UT detection of 

cracks in cast stainless stee1{ 13•5· 1) examined UT systems variability. Five 

test instruments were used i~ conjunction with five different probes. The fol­

lowing cast test specime1s were used in the evaluation: 

• Specimen V-3 contained an outside diameter fatigue crack which was 

visibly discernible to a d€pth of 26% thrOl.Jgh-wal1 {0.55 in.) on one 

side and 24% throGgh-wall {0.5 in.) on the other side of the 

specimen. 

• Speclmen OV-2 contai~ed afl inside diameter fatigue crack 14% through­

wall (0.3 in~} deep on both sides of the specimen. 

• Specimen DW-2 co~tained an inside diameter fatigue crack 5% through­

wall (0.1 in.) on both sides of the specimen. 

• Specimen 0;.'-1 was the calibration standard which contained 3/16 in. 
diameter side-drilled holes at l/4T, l/2T 1 and 3/4T depths (T equals 

soecimen thickness). The standard also contained a 2-in. long, 
1/16-in. deep V-notch on tne inside diameter. 

Transducer effectiveiness was evaluated through measurement of the follow-
ing test parameters: 

• the ability to calibrate the test system 

• the ability to detect the cracks in the test specimens 

• the recorded length of the crack based on 50% DAC sizing level 

• the average SIN ratio in the vicinity of the crack indication. 
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The probe chdracteristics were as follows; 

• Krauti<ramer~ 0.5-MHz, 36.5-mm diameter transducer mountea on a 63-mm 
by 52-mm by 110-rnm wedge machined to produce a 45~ refracted longitu­
dinal wave ln carbon steel. 

• Vincotte~ 1.0-MHz, 15-mm by 20-mm dual pitch-catch transducers witn 

a crossover focal point of 50 mm in steeL The crystals were fliOunted 
in a 52-mm by 40-mm by 46-mm case. 1he crystals were designed to 

produce a 60$ refracted longitudinal wave in steel. 

• Vincotte, 1.0-tf!Hz~ 15-mm by 20--mm dual pitch-catch transducers with 

a crossover focal point of 85 mm in steel. The crystals were mounted 
in a 52-mm by 40-mm by 46-mm case. The transducers were designed to 
produce a 45~ refracted longitudinal wave in steel. 

• Viflcotte, 2.0-h1Hz, iO-mm by 10-mm dual pitch-catch transducers with 
a crossover focal point of 25 mm in steel. The crystals were mounted 

in a 40-mm by 20-mm by 46-mm case. The trartsduce-rs were designed to 
produ~e a 45~ refracted longitudinal wave in steel. 

• Automation Industries, Inc., 10-MHz, 1.5-in. diameter search unlt 
mounted i'l an 87-mm by 75-mrn by 72-mm water box with a flexible mem­
brane at the contact area. The fixture was designed to produce a 40~ 
refracted longitudinal wave in steel. 

Results of the evaluations are given in Table 7 .3.8. An assessment of its 
contents indicates the following: 

• All transducers except the Vlncotte 60• search unit were capable of 

being calibrated in accordance with the procedure. 

• The Krautkramer 0.5-MHz search unit~ when used with the Sonics 
Mark I, Krautkramer USIP 11, or Sperry UM 721 test instrument, 
consistent-ly detected all three cracks. The Vincotte, 2.0-MHz, 45~, 

10-mm by 10-mm probe detected the 15% through-wall crack with all 

test instruments~ the 25% through-wal 1 crack with the- UJ Reflecto­
scope and UM 721 Ref1ectoscope test instruments, and the 5% through­
wall crack with the UJ Reflectoscope and Kravtkramer USIP 11. The 
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Vincotte, 1.0-MHz, 60~, 15-mm by 20-mm search unit could not be used 

to examine the test specimens because it was not possible to cali­
brate the test system when using this probe. The Vincotte, 1~0-MHz. 

45°, 15-mm by 20-mm search unit detected the 25% and 15% through-wall 
cracks with all test instruments hut detected SX through-wall cracks 

only when used with the UJ Refl ectoscope. The West i nghoose­
Automation Industries 40° refracted longitudinal wave fixture was 

evaliJated using the Sonics Mark I~ Krautkramer USJP 11, and UJ 

Reflectoscope. All cracks were detected except the 5% through-wall 
crack when using the Krautkramer USIP 11. 

• The recorded crack lergth should theoreticaily hQve been the full 

3 .. 5-ln. width of the specimen. However, the crack orientation and 
through-wall depth could vary across the width of the specimen. None 
of the search unit-test instrument combinations evaluated detected 

the crack at or above 50% DAC across the full width of the cracked 
sanples. The Vincotte, 1.0-MHz~ 1~- by 20-mm, 45• unit did detect 

the 15% and 25% through-wall cracks in all cases except when the 
probe was used wlth the UJ Reflectoscope# The 1.0-MHz Westinghouse­
Automation Industries probe recorded an average of 64% of the crack 
length fro~ at least one surface while the Krautkramer search unit 
recorded an average of 55% of the crack length, usually from both 

sides of the weld. 

• In all the tests where a crack was detected, the crack S/N ratio was 
2:1 or greater with the exception of the Ylncotte. 2.0-MHz, 45·~ 

10-mm by 10-mm probe when using the UJ Reflectoscope. The better 
overall S/N ratios were obtained with the ~estinghouse-Automation 

Industries fixture where the ratios were between 6:1 and 7:1 using 
the Sonics Matk I instrument and between 5:1 and /:1 when using the 

UJ Reflectoscope. The Vincotte search unit had a S/N ratio of 9:1 
on the 15% through-wall crack when using the Sanies Mark r test 

instrument. 

• Pr1or to using the special acoustic impeddnce matching devices with 
the Vincotte probes, the screen presentations for the Vincotte probe 
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were difficult to interpret due to crosstalk between the transmitter 
and receiver crystals and noise levels up to 10% full screen height 
in the areos of interest. When using the impedance matching devices, 
the crosstalk was eliminated and the noise level dropped to less than 
5% fun screen height. However, the ability to detect cracks was not 
significantly improved. 

• When using the Vincotte probes, the maxi~um sensitivity should be at 

the crossover points. Theoretically, when using a 45u refracted 
sound beam to examine centrifugally cast stainless steel specimens, 

a focus point of approximately 76 mm would provide the maximum sensi­
tivity at the opposite surface of the specimens where cracks would 
be expected to start. When using a 60~ probe, a crossover point of 

approximately 108m~ would provide the optimum sensitivity in the 
area of interest. Because of the need to match the crossover point 
with the area of interest, the lack of sat-isfactory test results 
from the Vincotte 45" probe with a crossover point of 25 m~ and the 
60" search unit with a crossover point of 55 111111 was expected. As 
excepted, the best test results from the Vincotte probes were 
obtained from the 45~ probe with an 85-mm focal crossover point. 

The following conclusions were reached based on the evaluation of special 
search unit: 

• Of all the special transducers evaluated, the Krautkramer 45u, 0.5-

MHz search unit appeared to provide the most satisfactory overall 
test results. A very significant problem with the Kra~tkramer probe 
was that it was too large (63 mm by 52 mm by 110 mm) for use in field 
testing primary piping welds. Although the Westinghouse-Automation 
40q refracted longitudinal wave fixture used in the reliability study 
is also too large for field testing, a new miniaturized design using 
a 1.0-in. diameter search unit in a taj:}ered water tube has been 
evaluated and provides similar results on test specimens. 

• There was a very significant variation in test results when the only 
test parameter varied was the test instrument. This effect has been 
noted in other programs~ 
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• Couplant was another variable that affected test results. Pure 
glycerine provided more accurate test data than did Exosen 30~ 

• Of the three Vincotte probes evaluated, the LO-MHz~ 45" search unit 
with an 85-mm crossover p8int provided the most accurate test 

results. However, the unit dld not consistently detect the 5% 

through-wall crack. The other two Vincotte probes were not con­

sidered adequate primarily due to a mismatch of the crossover points 

and the location of the cracks. 

• The Westinghouse-Automation Industries 40~ refracted longitudinal­

wave fixture is equal tG or better than the special search units 

evaluated i~ the study. 

• During the program~ several combinations of test instruments and 

search units were evaluated on the same test sa~ples. There was a 

wide variation noted in test results from comoination to combination. 

The same phenomena have been observed in several other programs~ It 

appears that it is extremely important that the test instrument and 

search unlt be matched for the test to be conducted. 

The authorsU~ 3 • 13 } in their final concluston remark Ofi the importance 

of matching test instrument and search unit for a given test. We concur com­

pletely with this statement. In fact it is surprising that the ~K USM-2 and 

Automation Industries UJ Ref1ectoscope were used with the 0«5-MHz probe. There 

is ample experience confirming their lnapp1icability for this frequency range. 

in a papet by Bayre and McCormack(l.J.l4) the results of a cooperative 

program aimed at greater teliability of bearings are discussed. High-frequency 

UT :.Js.ing a surface or near-surface wave was the technique. Of interest were 
the following results pertinent to equipment ~ariability: 

• Transducers with a different emitted frequency spectrum yield dis­

similar inspection results. 

• A major source of transducer error is the lack of coincidence of 

focal point and Fraunhofer poinL 
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• The slope linearity and amplitude of the analog output of different 
ultrasonic instruments vary ~uch more than the oscilloscope presenta­
tion. Using beam reflected signal for establishing counting levels 

results i'1 a much smaller error than using voltage analog output. 

• The impedance between transducers and instruments has a significant 

effect on both frequency of beam and foe a 1 length of transducers. 
for example, with some tuned pulsed instruments changing input cable 

from 8 to 15 ft changed output frequency from 10 to 5 MHz. 

With regard to the above item, particularly the second~ there is disagree­

ment with the conclusion by other researchers. 

l~3.3 Signal Processing 

There undoubtedly is a potential for error and variability in the various 

systems used to modify or to interpret the output signals; however, no studies 

are known related to such a source of variability. Whether the contribution 

is limited or substantial is not known. 
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7.4 ULTRASONIC EQUIPMENT FOR EXAMINATION Of CONVE~TIONAL 
FlNE-GRAINEO (WELOMENTS) SYSTEMS 

The pulse-echo UT system will be emphasized in this section to serve as a 

basis for comparison to the other sections on UT through cladding or in coarse­
grained austenitic structures. 

A fine-grained material containing a minimum of surface geometric reflec­
tors represents a potentially ideal system from the point of view of UT. An 
obvious example woula be a thick-rolled ferritic plate with a butt weld and 
both surfaces finish ground to an acceptable smoothness. Some of the PVRC and 

PISC blocks discussed in Chapter 3 approximated this description .. Others, 

because of the "dirty" steel, contained many internal geometric reflectors pos­
ing problems. 

A pulse-echo UT system will consist of a signal generator (transmitter}, 

a transducer, an amplifier, and a unit such as a CRT to observe the signal. 
The pulse-echo UT system represents one link in the detection chain. As dis­
cussed in sections 7.2. and 7.3, the signal response is hlghly sensitive to the 

response characteristics of the individual components with no assurance that a 
given combination of '1 good 11 components will yield a 11 good" system. Other links 
in the detection chain include the type of calibration b1ocks and calibration 

procedure; types of flaws, their orientation tightness~ location, etc.; and the 

reaction of the operator to signals observed during an examination. All links 
in the detection chain are important. 

The PVRC and PlSC data illustrate how inattention to calibration proce­
dures can invalidate resu'lts on the specimens. This was discovered after the 
first PVRC round robin so rigorous calibration procedures were initiated. In 
PISC the same situation occurred. A few teams ~<~"ere careful in calibration and 
oid well on the plates. Others paid 1ip-service to calibration ana did poorly 
on the plates, which they expected to be the case because they distrusted the 
technique~ and cited the gross limitations of pulse-echo. 

The operator is an important link. Two teams with very similar equipment 

will see signals in a given location. One will call it a flaw, the other a 
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geometric reflector. A basic problem with the pulse-echo technique, where 

decisions are limited to interpretation of signal amplitude alone~ is the h:gh 

degree of subjectivity~ One operator can examine the s*lape of a signal with 

relatively low S/N ratio and call it a flaw; others will depend on amplitude 

alone and completely miss the flaw. Obviously, the first is depending on more 

than signal <!mplit:.~de so he hds moved cutside the botlnds of a decision based 

on amplitude alone. 

Several techn1ques exist for the better rlisplay of the sigrH.ls related to 

the component being examined; for ex3mple; 

• A-scar~- Ultrasonic amolitude versus time. The base line indicates 

elapsed time superposed on the through-thickness section~ 

• 8-scan- A distance-ti~e UT plot showing thickness of co~ponent and 

flaws in the thickness in profile. 

• C-scan- .D.n amplitude-area UT plot displaying defects on the scanning 

surface of the component. 

• P-scan -A projection image scanning showing flaw projections on Doth 

scanning s~rf ace and through- thickness. surf ace. 

All of the preceding depend o~ pulse-echo amplitude signals which are 
analyzed. In P-scan a microprocessor in the circuit measJres, analyzes and 

records a11 signals. re~ovinq so~e degree of subjectivity from the exarrination. 

7.4.1 Conclusions 

Pulse-echo examination results can vary widely because of the degree of 

subjectivity in ttte evaluations. In some instances, excellent results are 

obtained; in others, r~sults are very poor. If decisions are ~ased on an 

amplitude: signdl alone, great care ·nust be exercised to ensure that the optimum 

signal is developed, and operators. with the appropriate field experience are a 

critical link. It is recognized that other techniQues se~ch as tandem provide 

an alternate. They wi11 be discussed in a later section to exa11ine the effect 

of other parameters on signal. 
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7.5 EQUIPMENT FOR EXAMINING COARSE-GRAINEO AUSTENITIC$ 

A great deal of the material on eQuipment for examining course-grained 

auctenitics discussed in thi.s section is applicable to Section 7.6 pertaining 

to examination of clad ferritic alloys. Factors affecting scattering aop1y and 

attenuation ·ts a function of thickTJess so it applies ln prlnciple. Since much 

of the information is covered extensively in Chapter 13~ the reader is referred 
there for detailed coverage. Significant aspects will be introduced nere but 

not elaborated on. 

7.5.1 SignificanCP of Cracking 

Austenitic alloys represent a spec i a 1 case i r. fracture mechanics. Bee a use 

of their toughness over a wide spectrum of temperature, linear-elastic fracture 
~cha~ics is not appropriate. Ootions are elastic-plastic fracture ~echanics 

or general-yield fracture mechanics. They will withstand relatively large 
flaws without failure and 'leak-before-break is the anticipated failure 
mechanism. 

in wrought austenitic alloys, interg"arular stress corros-t::m cracking 

(IGSCC} has been the predominant failure mechanism. Such cracking occurs most 

often in the weld heat-affected zones, sometimes in regions of cold work, 
rarely in the weld. It is much more common in BWRs than ?WRs. Cast austeni­
tics are essentially immune to IGSCC for the sawe reason that welds rarely 
::racK. The· delta ferrite present in both cast and weld material minimized 

IGSCC. Resldua 1 stress) sensitization and oxygen in the coolant promote IGSCC. 

Initiation periods may De short or long depending on these parameters. Propa­
gation may be very rapid or quite slow. A rule of thu~b is that larger piping 

{>16 in.) have long initiation and propagation times; smaller piping may have 

rapid r,1tes in both initiation and: propagat1on. In fact, llT of 4- to 8-in. 

lines may reveal no evidence of lGSCC and the lines may have leaki1g cracks 

within a year. 

Because of the toughress of the austenitic alloys, the decision as to what 

represents an acceptable flaw in the context of ASME XI Standards reeds recon­
sideration. The rules applied to ferrHic are very conservative. ASME XI is 
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reconsidering standards for austenitics in the context of their toughness to 
see whether or not larger values are permhsible. An obvious advdntage of 

larger values would be in enhanced reliability of detection, partfcularly in 

coarse-grained materials where smaller flaws have signals buried in the back­
ground noise. 

7 .5.2 Mechanlsms Affecting UT-Bea1n and Equiement Selection 

Chapter 13 devotes substantial coverage toUT beam behavtor in austenitic 

·,e l dment s and coarse-gra i 'Jed structures. The following are of part i cu 1 ar 
concern: 

• beam skewlng 

• beam bending and direction along dendrites 

• beam scattering 

• beam attenuation. 

The 1atter two are interrelated and particularly important with regard to 

frequencies in the eq:.lipment of interest; therefore, they will be reexamined 

in this chapter. 

In a statistical mechanics context~ several mechanisms contribute to 

Type ri errors {missing the defect) and to Type I errors (false alarming). 

Sources of Type II errors include beam refraction, reflection and scattering 

beam absorption, beam curvature or skewing (beam redirection is a special 

case), beam defocusing, mode conversion and attenuation. Sources of Type I 
error include back-scatter and focusing~ pulse spreading, mode conversion and 

amplitude fluctuations. 

The two major attenuation mechanlsms are interface and grain-boundary 
scattering. In we1dments and cladding the major contributors are the large 

grains and rough interfaces where 11 1arge" indicates sizes comparable to or 

greater than the wavelength. A portion of the beam eoergy wi 11 be intercepted 

and reradlated or scattered with the net effect being increased attenuation 

and greater signal noise. The two-dimensional inhomogeneities located at or 

near interfaces such as fusion lines or rough surfaces (cracks, etc.) lead to 

surface scattering. Grain size is the othet major contributor where these 

grains lead to three-dimensional or volume scattering~ 
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The sum of backscattering contribations from all inhomogeneities distrib­
uted along or rear the interfaces is termed su~face reverberation while the 

grain contribution is defined as volume reverberati8n. 

A somewhat simplified presentation of formulas Jsed 1n defining scatter 

and attenuation fol1ows for the simple homogeneous ~aterials case: 

A{x) =sound amplitude 

A
5
(x) =mean backscattering amplitude 

x = sound oath 

A
0 
~amplitude excited in material under test 

a = attenuation coefficient 

" = "s + " n 

"s scattering coefficient 

"n " absorption coefficient 

' = pulse length 

SNR = acoustic signal~to-noise ratio 

The amplitude of the signal reflected from the back wall wi11 be 

A(x) • A exp (-ox) 
0 

The mean backscattering amplitude will be 

The SNR wi 11 be 

or, in terms of dB, 

A (xI 
s ' A I ) ]/ 2 

= o 'Q.sil exp (-ox) 

SNR - ~((\ "" 
5 • 

( )
-1/2 -1/2 

a 6 - 6 s 

S~R {dB) 

7.5.3 

(7.5.1) 

(7.5.2) 

{7.5.3a) 

(7.5.3b) 



Another key factor will be the type of wave used~ longitudinal vers~s shear 

wave. 

The scattering coefficients as will consist of two parts where the first 

contains the scattered ultrasonic wave of the incident wave type and the second 

part corresponds to the mode conversion process such as excitation of shear 
waves (T) or by incident longltuainal wave (L) or vice versa. ( 7 ~ 5 • 1 ) 

For the incident 1ongituaiDal wave 

and the incident shear wave 

The Rayleigh or volume scattering is 

where v • 03 

il?' = elastic anisotropy of a single 

Po = density 

VL = wave velocity for longitudinal 

v, = wave velocity for shear waves 

f = frequency 
• 
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crystal 

waves 

-l rrn 
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An example for steel is 

f = constant 

A :o: constant T L 
"s"0.4·•s 

The scattered shear wave is a .. actor 3/2 (VL[VT) 5 greater than that of 

longitudinal waves. In steel~ this corresponos to a factor of 31. 

A more accurate formula than 7 .5.2 w1ll be 

T ·. r ( n )112 ( I n TL. ) As (x) = A0 ~S A exp - aA + ~S + ~S ! X 

Again, in steel 

1 ( TT 112 As ( x) "s ) 
I = U = 

-~s (xl "s 
(0.4 • 31)112 

= 3.6 

(7.5.7) 

{7.5.8) 

11.5.9) 

which corresponds to an amplitude ratio of 11 dB so the S/N ratio 1s better for 
L-waves than forT-waves in the Rayleigh region by this amount • 

• 
An analysis of the preceding 'indicates that l!T systems emphasizing control 

of the following parameters enhance the possibility of detection and aid in 

minimizing the levels of background nfJise: 

• Longitudiflal waves ure preferred. 

• Very short pulses are needed to estctblish the desired axial profile 

of the beam. 
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• Lateral control of the beam can be achieved by pitch-catch~ 

transmitter-receiver or focused probes. 

• !:ontro 1 of frequency spectrum is vita 1. 

With regard to frequency, the scattering coefficient u 5 will vary as the 
foCJrth power in the Rayleigh (volume) region when the grain size is large with 

respect to the wave length. tn the stochastic region) where the grain diameter 
and wave length are essentially equal, u5 wi11 vary as the square of the 

frequency. Since contl"o1 of frequency spectrum is critical, a transmitter 
capable of modulatiqg the pulse amo1itude by cortrolled signals will yleld 

shorter pulses, more rapid pulse decay and suppression of higher frequencies. 
In CO'ltr ast 1 more convention a 1 t rans'Tlit ters do the opposite. At 1 east 10-dB 
gain is possible with SIJCh a transmitter.P.S~l) 

Table 7.5.1 lists the parameters necessary to consider in a piping system 
as they affect NDE with UT. 

7.5.3 UT tquipment Opti~ 

There is general agreement con~erning various factors requiring control 

if a reasonable S/N ratio is to be achieved concommitant with an acceptable 

reliability of f1aw detection i~ austenitic weldments. Previ0usly~ the formu­
las dep1cting wave behavior were presenteo and conclusions drawn concerning 

pulse length, beam w1dth, etc. A similar list was presented in 13.4.3 of 
Chapter 13 ana ls repeated here for comparison: 

• Select the form of UT waves that interact mir.1mally if at an with 
the grain structure.(lJ.Z.S, 13 · 2· 6, 13•4•7) Preferred choice is 

longitudinal waves with optimally oolarized shear-waves a possibi1~ 
itv. The L-waves also will have less skewing and scattering. 

• Opttmize frequency (wavelength} to yield acceptao1e SIN ratio 

together with good flaw resolution.( 13 • 4 • 7 ~ l3.tl.B) Higher frecruen­

c1es increase noise and decrease S/N; lower frequePcies (<1 MHz) 
decrease resolution. Optimum ranges 1 to 2.25 MHz. 
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TABLE 7. 5. L Inf1 uence of Various Parametets in Piping Systems on UT Detection Reliability 
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• Use short broad-band pulses to reduce scattering, improve SIN, reauce 

false signals.( 13 ·2•6• 13 •4·7• 13 •4·8 ) Low-pulse lengths redLCe 

scattering thereby iwproving S/N; e.g., a tenfold reduction in pulse 

length irr:proves S/ N about 10 d8. ! ncreased bc.ndw i dth reduces false 

signals because of shorter signal ti1les; this aoproach also reduces 

signal amplitude. 

• Use controlled shaping of the transoucer acoustic field to reduce 
grain scattering (bean focussing).( 13 •2·6, 13.4 .7, 13.4.8) 

• Ootain acoustic and electrical rr;atching of trdnsducers ano flaw 
detector (dual probe).\lJ.,.I) 

• Utilize signal processing to increase SIN ratio. (13 •4#

7) Use 

variable frequency and bandwidth transmitter pulses. Use signa1 

averaging as an inverse filter. 

• Utilize adequate numbers and types of reference blocks to provide 

meaningful calibration. 

In Chapter 6. an extensive program r~as discussed where six different 

equipment systems were used on samp1es with srr:a11 difficult-to-detect 

flaws.(l.S. 2,7•5#

3) Since there was extensive coverage in Chapter 6~ only 

those factors pertaining to tne equipment will be addresseo here. 

A rank ordering of the various tyoes of LT equipment, together with their 

percentage of success in detecting the defects~ is shown in 1able 7.5.2. 

T~BLE 7.5.2. Relative Reliability of Oetectlon of Systems 

Ia 

lb 
2a 

2b 
3a 

3b 

4 

Multiple beams- shear and longitudinal waves 

Multiple beams - sheer waves 

Short pu1ses ~ shear waves 

Short pulses- longitudinal waves 

Restricted beams - focused probes 

Restricted beams- pitch-catch probes 

Phased arrays 

Controlled signals 

6 Spatial averaging 

7 .5.8 

82% 

76% 

73% 

39% 

58% 

58% 

53% 

39% 



The percentage values in that table are hased on tests on several stai~less 

clad stainless plates that were relatively thin so they do not represent the 

situation in thick-cast stainless sections; however, they permit a rank order­

ing for purposes of discussion. 

7.5.3.1 The Multiple-Bea~s Technique 

The multiple-beams technique has been discussed by Gruber.( 7•5•2) It 

was developed especially for the detection of IGSCC in piping and for welds and 

heat-affected zones in cladded piping. The MBT approach was ai!f.ed at solution 

of the low S/N ratio typical of clad-base metal interfaces in austenitic pip­

ing. Two areas were attacked dS noted in Table 7.5.3. The actions cited in 

Table 7.5.3 are in their suggested order of inplementation. Mode II is used 

to keep false alaming to acceptable levels. In essence, a suspicious indica­

tion in Mode ~ is considered Jnconfirmed until checked ln ~.ode II. Fig-

ur-es 7.5.la and b illustrate the two modes of operation with the nultiple-bearn 

technique. In Mode I a parallel combination of tests using eithe~ S3 or Sb are 

designed to increase defect detection reliability. ln Mode U a series combi­

nation of tests using S
3 

(or Sb) and La is desiqned to increase the 

probdbility of correct rejection. 

The probes shown in Figure 7.5.1 are inclined to one another by less than 

10·. They are highly damped pulse-echo types. Probe B's angie is larger than 

the critical angle for longitudin~l waves 

transmits on1y a standard 45• shear wave. 

transmits both a shear and a longitudinal 

in austenitic materials (~zg•) so it 

Probe A has an angle <29Q so it 

wave. The inclination (<10°) permits 

an overlap of the two probes at a selected depth such as the inner bore clad­

ding of large diameter piping. 

The size of lucite wedge and probe characteristics were optimi?ed to opti­

mize real-time waveform processing both directional averaging and spatial fi1-

terinq. No single frequency was considered optimum for spectral averaging so a 
split-spectrum processing approach was used. 

The MBT was optimized for detectio!l of flaws at a clad-base metal inter­

face where the cladding was on the far surface. Some examinations through 

cladding indicate that MBT is applicable to thick sections typical of reactor 
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TABLE 7.5.3. Modes of Operation and Salient Features of the M"ultiple-Beam-Angle (MBA} 
Crack Detector ("Multiple-Beams Technique,." MI3T) 

Inspection 0Eeration Feature/Process to 
Mode When Act ion Achieve Pureose 

l* Prior to Pulse Pt.lseshaping and 1. Short Pu1ses 
Transmission Beamforming 2. Multiple Beams!•) 

Following Waveform 3. Multiple Bands I a)f 
Waveform Processing Spectral Averaging 
Reception 4. Directional Averafing{b} 

5. Spatial Filtering b) 

II** Pattern 6. Multiple Pulses(a,c) 
Recognition 

(a} Multiple means two or three 
(b) Used only in the automatic inspection mode {mode I - inspection) 
{c) Used only in the manual reinspection mode (mode II - confirn:atior.) 
* Automatic Inspection Mode 

** Manual Reinspection (Confirmation) Mode 

Pur~os~ 

Minirr,ize volume and 
surface reverberation 

Control frequency 

Control time 
Control space 



LUC ITE WEDGE 
MODULE 

PROBE A 

FIGURE 7.5.la. Multiple Beams Used in the Inspection Mode of Operation 
(Mode I) of the MBA Crack Detector 

LUCITE WEDGE 
MODULE 

\ 
SURFACE-CONNECTED CRACK 

FIGURE 7.5.lb. Multiple Beams Used in the Confirmation Mode of Operation 
(Mode II) of the MBA Crack Detector 

pressure vessels indicating it may be applicable to the detection of cracks 
under the cladding. Therefore, MBT needs to be considered as an option for 
section 7.6. While the MBT system has been used to a limited degree on thick 
sections of cast or wrought austenitics, it should be capable of optimization 
to be equal to or better than simpler systems. The ability to resolve the 
attenuation problem depends on probe and equipment optimization rather than 

technique. 
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7.5.3.2 Short Pulses 

Short pulses represent an improvement for any of the equipment. In the 
simple pulse-echo single-probe system, results in Tabl e 7.5.2 i ndicate that 
shear waves performed better than L-waves; however, the thin section, prepon­
derance of wrought stainless, and defect locations were factors. In thicker 

sections, particularly through coarse grains, the longitudinal beam would be 
preferable. 

A possibility permitting the advantages of L-waves higher velocity and 

S-waves detectability is through use of electromagnetic acoustic transducers 
(EMATS) to generate horizontally polarized shear waves. As noted in Chap-

ter 13, shear waves polarized in this plane are comparable to L-waves. The 
veloci ty is nearly double and the wave length halved for the same frequency. 
For example, at 1 MHz the polarized shear wave A = 4 mm versus A = 2 mm. This 

longer wave length reduces the scattering coefficient by nearly a factor of 16. 
Unfortunately, experimental results established that the oriented austenitic 
alloy rotated the beam so that the horizontally polarized was shifted to verti­

cally polarized. 

The status of probes for UT of coarse-grained austenitics is included 

here, recognizing that the comments are generally applicable to all pulse-echo 
equipment. Many claims have been advanced and a wide var iety of probes have 
been developed, incorporating characteristics such as rapid ring down, narrow 
lateral beam, etc. Even so the current situation is exemplified in one study. 

A limited study using 1- to 2-MHz refracted L- waves was conducted on five 

different probes: 
1. K.B. Aerotech 45° f - 50 SEL 

2. Vincotte 45" f - 85 SEL 

3. SRI 45" SEL 

4. RTD 45. f - 25 SEL (broad band) 

5. RTD SEK-2 f - 12 for surface defects 

A section of cast austenitic -60-mm thick with a weld in the center was 
used. This material was known to have poor acoustic properties. Side-drilled 
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holes were located at 1/4 t, 1/2 t, 3/4 t in HAZ plus notches. None of the 
probes was considered to be adequate. None could detect the rear corner of 

the block. 

The preceding is typical of other studies. In the thicker sections of 

coarse-grained castings attenuation is very severe even with optimized probes. 

A study by Kupperman et al.( 7•5•5) concentrated on conventional pulse­

echo equipment. Samples were 4-, 10- and 26-in. (102-, 254-, 660-mm} 304 SS 

schedule 80 piping containing a variety of artificial defects such as EOM 
notches, saw cuts, and drilled holes. The notches were transverse and longi­

tudinal as well as being slanted and skewed. These defects were in both welds 

and wrought material. Also there were intergranular stress corrosion cracks 

in some HAZs. 

A large test matrix was utilized including pulse-echo with focused and 
planar probes and pitch-catch. It included three frequencies (1, 2.25, 5 MHz), 
two angles (45•, 60.), two transducer sizes (6, 13 mm), and both flat and 

curved shoes. A KK Branson Sonoray 303B was used primarily with aerotech 

probes. With regard to the equipment parameters the following represent 
conclusions: 

• Focusing is advantageous for small reflectors plus being less sensi­

tive to variations in flaw slant angle; there was no advantage with 

large defects. 

• Curved wedges have a slight advantage for small reflectors, none for 

large reflectors, and are disadvantageous for skewed defects. 

• The larger probe is best for a general scan with the smaller good for 

confirmation, provided weld crown does not force use of the smaller. 

• 45• beam angle is best if there is no weld crown; otherwise 60• is 
the choice. 

• 2.25 MHz was best with 5 MHz having high attenuation and 1 MHz a low 
S/N ratio. 

• Dual beam was best for skewed reflectors; otherwise they were 

disadvantageous. 
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The operator proved to be a significant variable. With either 45• or 60• 

shear waves, the signals could not be definitely and unambiguously differen­
tialed between cracks and geometrical discontinuities. An operator famil iar 
with piping could differentiate because of pattern recognition. While the 

preceding was an extensive study and provided insight s into the effects of some 

parameters, its overall scope was too limited to permit broad i nferences con­
cerning equipment capability. 

7.5.3.3 Focused Probes 

Focused probes, either contact or immersion, have been successful in 
retaining satisfactory SIN ratios with good flaw detect ion and sizing. A prob­
lem with the more sophisticated systems is detection t o very low levels. A 
"dirty" steel presents difficulties in both examination and evaluation because 
of computer costs and time. Substantial coverage is given in Ch apter 6 to 

focused probes. Focusing improves the ratio of reflector to beam diameter. 
Since this is a squared relationship because the areal relationship is the 
important one, major gains in S/N ratios accrue. For example, reducing beam 

diameter by a factor of 2 changes S/N ratio 12 dB. A f urther gai n is the 

enhanced sound pressure per unit area in the focus reg ion leading to increases 
in gain and in sensitivity.(l.S.l) While the preceding represent obvious 

gains, it must be recognized that focused probes must be carefully engineered 
for a specific operation and yield data for a given depth only. A one hundred 
percent depth examination in a thick section will require a series of probes 
each covering an increment of thickness. If the examination coverage is 
reduced (e.g., concentrating on the region near to the inner bore of a pipe) 
the complexity will be reduced. 

Yamazaki and Fuji( 7•5•6) examined factors influenc ing angle-beam focused 
probes .. While such probes have excellent sensitivity, there is no sound theo­

retical bases for handling curved surface aberation and real-versus-apparent 
transducer locations. For example, wedge shape is a significant factor in 

control l ing and reducing the spread of the reflection si gnal. In particular, 
studies are required to better predict behavior of 7o· probes. These most 

definitely are not off-the-shelf items. 
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7.5.3.4 Pitch-Catch Probes 

Pitch-catch probes usually are considered in the context of separate 
transmitter and receiver probes; however, a special case is the signal compo­
nent transmitter-receiver representing a special subset of conventional pitch­
catch. WUstenberg et a1.( 7•5•7) discuss pitch-catch~ tandem~ transceiver 
angle and inclined longitudinal waves transmitter-receiver approaches. Fig­
ure 7.5.2 permits a comparison of these various techniques. 

Basically T-R probes examine a region where the beams cross, which can be 
Quite small so the S/N ratio is not adversely affected. Since there are both 
axial and transverse decreases in "grass" there will not be an overall improve­
ment in S/N ratio. T-R probes have a further advantage for coarse-grained 
materials. While multiple scattering and reflection at big grains near the 
transmitter are detected and measured with the usual pulse-echo eQuipment, T-R 
probes do not pick up these grains. Figure 7.5.3 compares T-R probe, focused 
beam and pulse-echo in an austenitic weldment illustrating the decrease in 
background noise. 

SINGLE -ANGLE-PROBE TECHNIQUE 

T 
T 
R 

R 

TANDEM-TECHNIQUE 

NORMAL -PROBE 
ANGLE - PROBE (LONG. WAVES J 

DELTA-TECHNIQUE WITH SCATTERED 
WAVES (LONG. -OR TRANS. -WAVES) 

~ ,-j'D cs: i--+--1 

DELTA-TECHNIQUE WITH 
MODE CONVERSION 

PITCH-CATCH METHOD 

FOCUSS lNG-PROBE 

FIGURE 7.5.2. Methods of Ultrasonic Testing for Internal Defects 
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FIGURE 7.5.3. Comparison Between Different Ultrasonic Techniques for 
a 3-mm 6 Side-Drilled Hole in an Austenitic Weld 

As with other systems, there are minuses balancing the pluses with T-R 

probes. A definite plus is reduction in background noi se in coarse-grained 
austenitics; however, Bowker(7•5•8) cites the following definite minuses for 

the specific system: 

• T-R has poor sensitivity very close to the surface due to beam shape 

which is a product of both transmitter and receiver. Only the edges 

of their fields overlap resulting in a low sensitivi ty. Of course, 
single-probes ar e poor in this region too. 
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• T-R probes are poorer than single-probes at longer ranges; one reason 
is that in T-R probes pulse length increases away from the beam axis 
which is exaggerated in T-R probes. 

• At all ranges, single-probes are more sensitive than T-R probes. 
While toe-in improves T-R probe sensitivity, it leads to higher side 
lobes yielding forked beams at the longer ranges. 

• T-R probes usually are better on rough surfaces because the plastic 
mount has lower acoustic impedance and accommodates itself to the 
surface. Single-probes typically are hard-faced so coupling is poor. 

• With curved pieces (e.g., piping) where the probe must be contoured 

to the surface, internal echoes improve single-probe short range 

performance. 

• Flaw orientation is a factor; for example, with T-R probes defects 

parallel to the beam are more detectable than those normal to the 

beam. 

Licht and Hallett(7•5·g) discuss the pitch-catch technique generally. 

Figure 7.5.4 illustrates the shadow techniques to assist in locating a flaw. 

The authors have used this technique to monitor fatigue crack growth. The tan­
dem technique represents a special case of pitch-catch. Tandem is required for 

reactor pressure vessel examinations in Germany on the basis of its greater 

reliability in detecting flaws normal to the surface. 

7.5.3.5 Phased Arrays 

Phased arrays represent a special case, covering pitch-catch, focused, 
etc. Discussion will be deferred to 7.6 where the application is more obvious. 

7.5.3.6 Controlled Signals 

Controlled signals (CS) incorporate the short-pulse characteristics, and 
have been recommended for use in austenitics as noted in Table 7.5.2. They 

performed relatively poorly on small defects. This was attributed to the man­

ner of producing the CS which resulted in an increase in pulse duration con­

commitant with the generation of a narrow-band pulse. Another factor is that 
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FIGURE 7.5.4. Pitch-Catch Shadow Technique 
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coarse-grained materials act as a "stop-band" filter essentially removing some 
frequencies. The optimum frequency for detection of one flaw could be substan­

tially different for another. 

7.5.3.7 Spatial Averaging 

Signal and spatial averaging have not been successful for flaws comparable 
in size to grain diameter since the signal is buried in the noise. However, 

signal averaging, of which spatial averaging is one form, has been quite suc­

cessful for other cases; e.g., dR > dG. A paper by Kraus and 
Goebbels( 7•5•10) describes the various signal averaging techniques. In 

essence, averaging attempts to vary the interference resulting from grains and 
grain boundaries while keeping the flaw signal constant as a first approxima­

tion. The pros and cons of the averaging techniques follow: 

• Spatial averaging is based on limited probe movement (~0.3 mm ~ ASTM 

G.S. 1) which changes the scattering signal without changing the 

reflector signal providing dR >> dG. 

• Directional averaging occurs when the angle of incidence is changed 

slightly (-1·), leading to a change in scattering volume and improved 
SNR. 

• Frequency averaging results when the pulse frequency is changed 

electronically for fixed probe and angle positions. This can be done 

with broad-based transducers excited with short pulses. Change of 
-0.1 MHz will change the signal drastically. 

• Analog and digital averaging are the two processes for signal han­
dling. While digital requires more sophisticated electronics, it is 

preferred to analog because of the sensitivity of analog to coupling 
variability which biases the signals. Digital sums effects in the 

scans and coupling so that coupling will have a general not a local 
effect. 

• High-frequency signals may be used or they can be rectified. With 

rectified signals, all those above zero are averaged while both 

positive and negative signals are averaged in the high frequency 

7.5.lg 



case yielding a signal going to zero on averaging. While the high 
frequency case yields a better SNR, it only applies at limited phase 

shifts of the reflector signal (-O.l A). For greater shifts reflec­
tor amplitudes also go to zero. Therefore, taking this factor plus 

the affects of specimen surfaces into account, rectified signals are 

preferred. 

• Linear or exponential averaging are options. With slower averaging 

processes, exponential averaging may be the choice; each A-scan is 

given a varying weighting factor which is an advantage with linear 

movement. With fast equipment a straightforward averaging of all 

data occurs which is the preferable approach. 
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7.6 EQUIPMENT FOR DETECTING AND SIZING UNDERCLAD CRACKS 

Pressurized water reactors (PWRs) in most countries are nondestructively 

examined inservice from the inside because of lack of access to the outer sur­

face. This discussion will assume single-sided access which represents a more 
limiting case than examination from both surfaces. Factors adversely influenc­
ing detection of cracks immediately below the cladding include the following: 

• surface roughness or waviness of cladding, particularly with contact 
probes. 

• coarse-grained dendritic structure of cladding causing beam attenua­
tion, skewing or bending. 

• relatively rough austenitic clad-ferritic vessel interface increasing 
the background noise. 

• location of hypothetical {or real) cracks immediately below or even 
slightly in the cladding; this near-surface region is a 11 dead zone" 
for many UT techniQues. 

• choice of technique. 

7.6.1 Rayleigh Waves 

The pros and cons of using Rayleigh waves to detect and size cracks below 
cladding was discussed in Chapter 5. Hudgell(S.S.S) discussed three 

approaches: 1) transmission around a defect; 2) mode conversion at the defect; 

and 3} acoustic spectroscopy. All are sensitive to surface finish, something 
that wtll vary widely from PWR to PWR, particularly in older plants. The fact 
that the cracks are not surface-breaking and are expected to be quite tight 
virtually eliminate a traditional Rayleigh approach. Changes in frequency 
might be beneficial; however, surface and interface roughness represent limita­
tions. Since other techniques discussed in this section are state of the art 
without suffering from these limitations, Rayleigh waves will be designated as 

not practical at this time. 
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7.6.2 Focused Probes 

The use of focused probes has been discussed in sections 6.2.3 and 
7.5.3.3. The technique has been used extensively in France on PWRs including 
specific applications to the detection of underclad cracks . Optimizing probe 
design for the region immediately below the cladding is state of the art; a 
combination of probe angles would be preferable to enhance the probability of 
detection of cracks in the clad zone. 

Computer storage of the examination data probably would be necessary to 
permit completion of the examination in a reasonable time with analyses 
deferred. Typicallyt everything above background is analyzed, which means 
that a 11 dirty" steel could pose substantial problems. This occurred in the 
PISC-1 exercise where the sheer number of signal emitters tended to overwhelm 
the electronics. 

Immersion probes are less sensitive to surface variability than contact 
probes so they may be the preferred choice in some PWR vessels. Immersion 
focused probes are considered to be an excellent option for detection and 

sizing of underclad cracks. 

7.6.3 Inclined Longitudinal- or Shear-Wave Probes 

Underclad cracks have been detected successfully using 70• longitudinal­
wave transmitter-receiver (T-R) probes.(7•6•1) While the technique was used 
manuallyt it could be modified for automatic application. This technique as 
well as immersion focused probes, was used in France to detect the cold cracks 
occurring in steam generator tube sheets or PWR nozzles. These clad cracks 
usually were oriented normal to the clad/base-metal interface. 

Two T-R probes were selected: 
• BAM SE 70 L2 150 
• Sonatest SE 2.25 MHz T-R; 26° in a shoe. 

Both were optimized for a depth of 8 to 10 mm. A two-stage process was used 
consisting of using these probes to detect anything at or less than the clad­
ding thickness, and then using a KK o· SEB 4 KF 8 probe set at 50% reference 

level to confirm the indications, including those at d > cladding thickness. 

7.6.2 



Detection from a smooth surface was very good--defects 0.7-mm deep by 
5-mm long were detectable. Supposedly~ extensive statistics exist confirming 

the detection reliability; however~ these statistics are not in the public 
domain at this time (early lg82). 

Discussions in section 7.5 relevant to short-pulse shear waves( 7•5•3) 

would indicate that they might be a viable option to 70° longitudinal waves; 

however~ there appear to be no conclusive experiments establishing the relia­

bility of high-angle shear waves for the detection of underclad cracks. 

A special class of T-R•s is the multiple-beam technique discussed by 
Gruber.( 7·5•2) This technique has been applied to the specific case of 

underclad cracks in thick steel sections and was successful in a limited 
test. Since the technique can be optimized for angle~ frequency~ and wave 
form, its success isn•t too surprising. 

Another approach that is not state of the art appears to have potential 

both for detecting underclad cracks and for examining cast austenitic sections. 

Horizontal shear waves were discussed at some length in Chapter 13 where their 

advantages over both vertically polarized shear waves and longitudinal waves 
were cited. The problem has been in their generation. Recently, electromag­
netic acoustic transducers (EMATS) have been developed to the point that their 
general applicability can be examined. A study by Fortunko and Lawrence{ 7•6•2) 
cited some pluses for their use: 

• specular reflection from planes containing the direction of particle 
displacement 

• generation in any direction lying in the suggested plane with equal 
efficiency 

• inherent discrimination against Rayleigh, longitudinal and shear 
waves 

• absence of mode conversion. 

Since they are a noncontact system~ surface roughness is less significant; 

they can be used either in the pitch-catch or pulse-echo mode and both fre­
quency and beam angle are variable over a substantial range. 
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The direct application of EMATS to the underclad cracking problem has not 

been reported; at least no source is known; therefore, its potential awaits 
future studies. 

7.6.4 Crack-Tip Diffraction Techniques 

The crack-tip diffraction technique has been discussed in Chap-
t 6 (6.2.13, 6.2.14, 6.3.1) G 1 I {6.2.13) 't . h t er • o an s paper c1 es some 1n eren 
problems with crack-tip diffraction that are particularly applicable to exami­

nation through cladding for cracks at the interface. Factors influencing S/N 
ratio adversely, include crack closure~ grain boundaries, grain size, macro 
inclusions, etc. One directly relevant is the problem of front surface reso­

lution. The resolution is limited by the index of the transducer defined as 

the distance between the exit point of the central beam and the edge of the 
transducer. The smaller the index~ the smaller is the undetectable depth or 
11 dead zone"; however, below a certain index size, a strong surface beam will 
be scattered from the edge of the wedge, leading to a deterioration of front 

surface resolution. For a layer of 5 to 10 mm the wedge angle should be 

selected to avoid propagation of surface longitudinal waves which mask the dif­

fracted signal. Resolution in this zone can be improved by using shear-shear 
waves rather than longitudinal-longitudinal waves. For example, 2.5-mm deep 

slits were sized to an accuracy of 15% with S-S waves. 

The preceding comments relate to the zone immediately below the surface; 
however, the effects of cladding on the reliability of th i s technique is not 
known . While it may have potential, the creeping wave procedure discussed next 
has been applied to detection of underclad cracks with considerable success 
making further evaluations of crack-tip diffraction somewhat marginal. 

7.6.5 Creeping Longitudinal Waves 

WUstenberg et al.( 7•6•3) reviewed the various UT techniques available to 

detect defects in the near-surface region. These techniques are contained in 

Table 7.6.1. Most of the techniques cited have been discussed in sections 7.5 
and 7.6 or will be discussed in 7. 7. Emphasis is given to longitudinal creep­

ing waves for the detection of cracks. Other techniques discussed in sec-

tion 7.7 could be used for sizing. Unlike Rayleigh waves, creeping longitudinal 
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TABLE 7.6.1. Near-Surface Inspection by Ultrasound 

Physical Phenomenon 

Special Techniques 

Practical Limitations 

Detection 
Bulkwaves (corner effect, 
crack-tip diffraction) 

Guided waves {Rayleigh, 
creeping L-waves, S.H.) 

Focused sound fields 

TR-probes 

Analysis 
(e.g., crack depth) 

Spectrum of delaytime 

Crack-tip diffraction 

Shadowing by cracks 

Imaging 

Frequency Analysis 

Holography 

Focused fields 

Surface conditions 

Waviness, Roughness, Cladding, Access 

Coarse grained materials 

Geometry 

waves (and shear horizontal waves) only excite tangential movement at the sur­
face rendering them less susceptible to surface roughness. 

Detection of cracks either in the cladding or in the clad/base metal 
interfacial region are influenced by interface noise and dendritic structure. 
The creeping wave can examine the surface region and be optimized for the 

interface region according to the authors.( 7•6•3) Unfortunately, no defini­
tive data appear to exist on the reliability of detection of underclad cracks 
with creeping waves. They have been validated on slits, etc. 

Figure 7.6.1 illustrates the near-field and far-field patterns for creep­

ing waves. A definite limitation is the relatively short distance between 

probe and crack permissible for detection because of the rapid decay of signal 

noted in Figure 7.6.1. An unknown is the effect of cladding thickness on 
detectability of underclad cracks. 
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FIGURE 7.6.1. Directivity Pattern and Distance Law for Creeping-Wave Probes 

Both wedge angle and transducer size are parameters influencing creeping­
wave signal amplitude. For example~ Figure 7.6.2 covers two cases. An 
increase in transducer diameter increases creeping-wave amplitude. The wedge 
angle is optimized for total reflection of the longitudinal wave. 

Some idea of the ability of creeping waves to detect inclined surface 
defects is given in Figure 7.6.3 for 1.5- and 2.5-mm deep cracks. As noted~ 
the 1.5-mm crack at angles as great as ±20 8 is still detectable at S/N ratios 
near 20 dB. 

While creeping waves appear to be a powerful tool for underclad cracks, 
experiments specific to the problem are needed to confirm their use. 
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7.7 EQUIPMENT FOR SIZING AND LOCATING DEFECTS 

While some systems are equally capable of detecting, sizing and locating 

defects, only a very few can be applied to a variety of materials to detect 
flaws in the near-, far- and mid-surface ranges. If the economics of large­

scale examination are considered, the options are further limited. Probably, 

only focused probes meet these criteria for reactor vessels and no system is 
believed to meet all requirements for austenitic piping. 

Possible choices include acoustic holography, SAFT-UT, focused probes, 
shadow techniques utilizing pitch-catch probes, and crack-tip scattering or 
diffraction as a special case of pitch-catch. 

WUstenberg et al.( 7•6•3) discusses the accuracy of various sizing tech­

niques. Figure 7.7.1 illustrates the relative accuracy over a range of thick­
ness for holographic single and tandem probes and focused tandem probes. 
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.ffO FOC 
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). 

HOLO. SINGLE PROBE: 
>J2 

MEASURED DEPTH 

REAL DEPTH 

FIGURE 7. 7 .1. Accuracy of Imaging Techniques 
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Figure 7.7.1 is valid for cracks with different orientat ions providing shadow 
techn iques are applied. Otherwise, there is a definite loss in accuracy of 
sizing. 

WUstenberg and Erhard< 7· 7•1) provided an excellent overview of various 

techniques used in detection and sizing. Table 7.7.1 provides a comparison of 
the various parameters determined by each UT technique. Included are such 
parameters as probe position, beam direction, echo amplitude, time-of-flight, 
phase and pulse shape or spectrum. 

Figure 7.7.2 complements Figure 7.7.1 by illustrating the range over which 
imaging techniques are valuable. Very small defects may be sized using DAC or 
DGS; large defects can be handled by procedures based on dB drop when sizing 

TABLE 7.7.1. Sources of Information for Evaluat ing UT Indications 

PROBE BEAM 
ECHO TIME OF PULSE SHAPE 

TECHNIQUES POSITION DIRECT ION AMPLITUDE FLIGHT 
PHASE OF 

z SPECIMEN 

DAC OR OGS e e e 
IAVGI MfTHOD 

ECHODYNAM I C 
PATIERN (HALF VALUE e e e 
AND OTHERS I 

COMBINED e e e (e ) (e ) 
EVALUATION 

FOCUS -PROBES e e e (e ) (e ) 

AC HOLOGRAPHY e e e 

SYNTHETIC e e e e 
APERTURE 

SHADOW TECHNIQUE 
PITCH AND CATCH e e e e e 
SCATIERING 

PATIERN 
RECOGNITION e e e 
IALN etc. I 
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FIGURE 7.7.2. Range of Applicability for Conventional Ultrasonic 
Flaw Sizing .Methods 

errors represent a small fraction of the overall size. In the fracture mechan­
ics context the unhatched zone of Figure 7.7.2 represents the region of major 
concern. 

Mundry et al.( 7•7•2) critically compared ultrasonic pulse spectroscopy, 
acoustic holography and focused probes. Deconvolution techniques for NOE such 
as applied to phase spectrum data derived from acoustic spectroscopy and holo­
graphy were in their infancy at the time of the paper. Table 7.7.2 presents 
the inherent limitations of the three techniques in terms of lateral and lon­
gitudinal resolution and usable depth range. 

7.7.1 Acoustic Holography 

Depending on the smoothness or roughness of flaw surfaces, the UT signal 
may be more specular than diffuse so resolution will be fair. A basis of com­
parison would be UT C-scan, with holography having better resolution. Longi­

tudinal resolution is very poor; however, some improvement is possible with 
shorter pulses. Lateral resolution is about 2.5 mm. These latter characteris­
tics are defined more quantitatively in Table 7.7.2. As noted in Figure 7.7.1, 
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TABLE 7.7.2. Comparison of Analyzing Performances: Holography, Focused Probes, Deconvolution 

Parameter 

Lateral 
Resolution: 

t.L 
xmin 

Longitudinal 
Reso 1 uti on: 

Usuable 
depth range 

Holography 

A • b 
L 

1 ) + 2 --~--..·~b 
L2 

Not yet defined 

Focusing Probes 

If required, travel time 
can be used for depth 
discrimination 

Deconvolution 
Not yet defined 

Good, depends on the 
maximum frequency in 
the spectrum of the 
signal 

Far field 



single-probe holography has inherent limitations in resolution of defects at 
-5 A. Figure 7.7.2 compares holography in the single-scanning probe with both 
scanning and illuminating probes in the shadow technique. In addition, the 

tandem focused-probe technique is illustrated. 

Acoustic holography offers a promising approach for flaw sizing. The poor 

resolution along the beam represents a limitation since that is a critical 

dimension in flaw sizing for fracture mechanics. There is a more extensive 

discussion of acoustic holography in Chapter 6. 

7.7.2 Focused Probes 

Focused probes have been discussed extensively in Chapter 6 and elsewhere 
in Chapter 7. They represent a complex system requiring computer storage . 

They have been used extensively in the laboratory and in the field in france 
with considerable success. A decision to use focused probes for inservice 
inspections of pressure vessels would be a substantial one for an organization 

unfamiliar with their use. They can yield excellent results for fully auto­
mated examinations; however, the implications of access, cleanliness or dirti­

ness of the steel, etc., all would require consideration. 

The systems can be considered to be state of the art, albeit quite sophis­

ticated. Attention is necessary to establish a family of the ranges of focused 

probes to ensure coverage through the wall . An alternate approach might be to 

optimize focused probes for the near- and far-surface regions and depend on 
conventional probes to cover the central 50 to 70% of the wall. 

7.7.3 Synthetic Aperture Focusing Technique {SAFT-UT) 

SAFT-UT requires a very sophisticated computer system to analyze the flaw 
data. To date this has meant the procedure was quite slow. The procedure is 
discussed in more detail in Section 6.6.3. Current efforts are to increase 
scanning speed, hopefully by at least an order of magnitude . In contrast to 
acoustic holography, SAFT-UT has simultaneous high lateral and longitudinal 

resolution {-1 A). The following are other characteristics: 

• high signal-to-noise ratio 
• wide beam-width insonification {multi-angle) 
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• wide bandwidth insonification (multi-frequency) 
• inherently quantitative and volumetric. 

~hile SAFT-UT has obvious advantages, it requires further field development. 
It is not the type of a unit one would take into a nuclear reactor; at least 
in the current form. 

7.7.4 The Amplitude-locus-Time (ALOK) Technique 

ALOK is derived from ~mplituden und ~aufzeit Qrts~urven. It was developed 
for use in the NDE of reactor pressure vessels. The principles of ALOK are 
given in Figure 7.7.3. Data are collected from pulse-echo, or tandem, at vari­
ous angles (0, 45, 60, etc.) and transit-time locus or amplitude locus curves 
are generated. The basic aim is to minimize noise, thus enhancing the S/N 
ratio, plus reconstructing and characteriziing flaws through analyses of the 
transit-time data. In essence, ALOK does the following: 

• eliminates noise by forming transit-time locus curves 
• permits reconstruction of flaw position and boundary 
• classifies flaws as planar or volumetric. 

While the ALOK is appealing, it would be desirable to see more quantita­
tive data. Basically, one is analyzing amplitude data and this leads on~ to 
question the absolute accuracy of sizing planar flaws at various orientations. 
In essence the jury is still out. 

7.7.5 Phased Arrays 

Phased arrays represent an option providing more flexibility than simple 
pulse-echo techniques. Basically, phased arrays provide three basic functions: 

• electronic beam steering 
• variable focusing 
• side-lobe suppression. 

Table 7.7.3 permits a comparison of some of the characteristics of linear, 
annular and planar arrays. 
echo or as focused probes. 
opposing techniques without 
a1.(7.7.6a, 7.7.6b) discuss 

In essence, they can act as conventional pulse­
In some cases, they can combine the advantages of 

their disadvantages. For example, Gebhardt et 

sector scans where the high detectability of a 
broad beam can be combined with the high resolution of a narrow or focused beam 
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FIGURE 7.7.3. Principles of ALOK--Data Acquisition and Signal Locus Curves 
(~mplitudenund ~aufzeit-Qrts~urven). 
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TABLE 7.7.3. Comparison of Some Classes of Phased Arrays 

Class Characteristics A~~lications Limitations Advantages Reference 
Linear Sequentially pul sed non- Simple shapes Not for complex Speed (-lo) 7.7.4 

steered; no improvement shapes; can't 
in reliability over produce dynamic 
planar transducers focal- point beams 

Linear Will generate pulse- ? ? Speed (-lOO) 7.7.4 
(Sequentially echo, isometric, ....., 
Pulsed) volumetric imaging . ....., 

{holograms) . 
00 

Annular Can focus along Cannot steer Flexibility 7.7.5 
transducer t off-axis ' if 

unsegmented 

P 1 anar Combines characteristics Detection Complex electronics; Speed 7.7.5 
of annular and linear and Sizing expensive; cumber- Flexibility 
arrays without their some in field 
disadvantages 



without the disadvantages inherent in each; namely, low resolution in broad 
beams and low detectability in narrow beams. Sector beams can sweep across a 
region while retaining the characteristics of a narrow beam. 

Another option( 7•7•6b) is the compound scan where linear probe movement 

plus sector scanning yields three options: 

• sector display which has the possibility of distinguishing between 
volumetric and planar defects on the basis of amplitude and angle 

• compound scan amplitude curves (VAOK) which relate maximum amplitude 
to probe position, thus eliminating probe characteristics and defin­
ing flaw orientation 

• superposition of sector display on a storage display {VSB), permitt­
ing a comparison of data at several locations and angles to allow an 
integrated evaluation of defects. 

A combination of array, together with the manipulation of the data through 
sector display or compound scanning, should lead to increased detection with 
the possibility of determining flaw size and orientation. In the more sophis­
ticated arrays most other UT techniques can be duplicated. 

7.7.6 Crack-Tip Diffraction 

Crack-tip diffraction has been discussed by Silk(6•12 •
14

) and by 
Golan.(6•2•13 ) Chapter 6 has a discussion relevant to the applications, and 

Chapter 7 discusses pros and cons of the technique. Gruber(6•
3

•
1

} in Chap­
ter 6 discusses the Satellite Pulse Technique which represents a special case 

of crack-tip diffraction. Since time delay can be measured with a high degree 
of accuracy, it represents a fairly accurate method of crack sizing, providing 
the signal is detectable. In certain applications, crack-tip diffraction 
represents a viable option being simple and reproducible. However, it has 
limitations if there is a residual compressive stress field in the region of 
the crack. 

7.7.7 A Combined Imaging System 

Schmitz et al.( 7•7•7) reviewed the requirements with regard to flaw 
detection, sizing, location and orientation in the context of a fracture 
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mechanics analysis of a structure. They reviewed various sizing techniques. 
In essence they are divided into two phases for NDE. Phase one relates to the 
detection of flaws with some form of conventional UT. possibly supplemented 
with techniques such as ALOK. Phase two consists of sizing by the most appro­
priate imaging technique. 

Their approach was the development of a very flexible system permitting 
the use of T-R probes. either planar or focusedt or linear array operating in 
a rectangular coordinate system. Once a defect is detected it can be evaluated 
holographically or signals can be processed to generate amplitude-locus curves. 
Another option is to conduct acoustic spectroscopy. permitting analyses in both 
the time and frequency domains. 

As a concept the approach is attractive. It appears to have sufficient 

flexibility to permit selection of the optimum technique for sizing once a flaw 
is detected. However. more work is required to establ ish whether there are 
inherent limitations in the technique. 
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7.8 CONCLUSIONS ANU RECOMMENDATIONS 

Several of the techniques described in this chapter appear to have the 
capability of detecting flaws with acceptable reliability under general or 

specific situations, such as in a given geometry and material, or in a specific 
location such as under a cladding. Once detected there appear to be options 

for sizing and locating flaws either generally or specifically. Unfortunately, 
no single technique appears to provide all the answers. Perhaps the closest 
for the reactor pressure vessel case is a focused probe system optimized for 

the specific geometry. 

Table 7.8.l . is an attempt to provide a comparison of the strengths and 

weaknesses of the various sizing techniques. Most of the parameters were taken 
from the paper by Schmitz et al.(l.l.l) Unfortunately, many of the answers 

are highly subjective and subject to disagreement. If considered in a compara­

tive sense, the table permits an assessment of the stong and weak points of the 
various techniques. In that context it may prove valuable. At this time 

focused probes and acoustic holography are viable options. Phased arrays in 

time should be able to duplicate both and take less time. Deconvolution of 
phase and spectral data has the potential for providing the most accurate 
information; however, it requires tnore development, as does SAFT-UT. 

Both ALOK and pattern recognition techniques are sensitive to signals and 
signal recognition. Both use amplitude as a major parameter. 
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TABLE 7.8.1. Comparison of the Ability of Various Sizing Techniques to Accurately Size Defects~ Based on Meeting Certain Parameters 

Parameter 

Reliability of Me:hod 

Acoe~st i c JjQJograph.l: 
~J!ls:Je Probe Dua 1 Pt-obe 
Fair Fair 

Ability to Recognize Poor 
Form Echoes 

Fair 

lateral Resolution 

Axial Resolutio~ 

:=lassifica!.i0'1 
Vo l:Jmetric Vers:.Js 
Planar Defects 

Correct Sizing 

C;:;rrect Orientctti8~ 

co~ments 

Application Through 
Cladding for Near­
St,rface Cracks 

_il,pplication to Cas: 
St~inless Stee] a1d 
SS Weldments 

Good 
(-·2.5 mrr) 

Poor 

Poor 

Fair-Poor 

Inheren~ 
L ir~aat~ons 
1'1 Wdve 
lengtn 
re Sizhg 

? 

? 

Good 

Poor 

Fair 

Fo. ir-Good 
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Provides 
Via?le 
Approac'les 
to Siz~ng 

1 

? 

Focused 
Probe 
Jual 
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Good 

Good 

-l !-

Fair-Good 

Accurate 
Sizing 
Requires 
Correcting 
for Bean 
Diameter 
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ALOK 
1 

Good 

? 

1 

Fa i'~'-Good 

1 
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' 

? 

Poor 

SAFT -UT 

Fair-Good 

Good 

Good 

Good 

Good 

Good 

Good 

Recuires 
Very 
Soph lsti­
cated 
Cor1puter 
Setup 

? 

' 

?hased Arrays 
Li'lear Circular 

Fair-Poor Fair-Poor 

Poor 

Fair 

Poor 

Fair 

Poor 

Poor 

Essentially 
Du'se-EC'lO 

?cor 

Poor 

Poor 

Fait' 

Good 

Good 

Good 
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Si'11i lar 
to 
Focused 
P.-.obe 
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3-D 
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Good 

Good 

Good 

Good 

Very 
Flexible 

Good 

Good 

Pattern 
Re-cogdtioc 
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Fair-Good 
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Poor 

Fa"r-Good 

Poor 

P::::or 

Good f 0"' 

Repet':ive 
Jefects, 
Unce~"ta in 
for Non­
Reproducible 
Defects 
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Crazy Tin Diffraction 
e.g.? Satellite Pulse 

Fair -GcxJd 

No 
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Good 

No 

Good to -1 mm* 
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Stress Fie~d Can 
Adverse:y Affec: 
Reliability anc 
Sizi(lg 

' 

Poor 
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Acoustic Spectroscopy 
Deconvolution 
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' 

Good 

Good 

Good 

Good 

? 

Assu:nes l\cc:Jrate 
:hndl;ng of 
Deconvolution to 
Achieve Answers 

? 

? 
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CHAPTER 8 

FLAW DETECTION AND SIZING -- THEORETICAL BACKGROUND 

8.1 INTRODUCTION 

It is not the intent in this chapter to review the broad field of nonde­
structive theory; there are several texts providing such coverage. The follow­

ing boundary conditions have been established to make the problem more 
tractable: 

• Ultrasonics will be the only nondestructive examination technique 

reviewed. 

• Geometric effects will be limited to those pertinent to reactor pres­
sure vessels and piping . 

• Material effects will consider fine-grained ferritics, clad or 

unclad, and coarse-grained austenitics either isotropic or 
anisotropic. 

• The spectrum of flaw characteristics will be examined, particularly 
as they interact with various ultrasonic parameters. 

Haines and Langston(8.l.l) did an excellent job of defining what they 

hoped to accomplish with theoretical studies; since a similar goal exists for 
this chapter, their objective is repeated here: 

The view is taken that "big block" exercises of the PISC type will 
never provide sufficient data on which a statistical assessment of 
crack detection reliability may be based. The alternative approach 
proposed in is that the ultrasonic crack detection process can be 
sufficiently accurately modelled that the theoretical predictions may 
be made of detection reliability and sizing accuracy. The models 
must, however, be experimentally verified by both laboratory tests 
and by comparison with the detailed results of PISC type exercises. 

8.1.1 



This represents a laudable goal worth striving for. My subjective judg­
ment is that, given a correctly designed experiment, a statistical assessment 

is feasible. Also, I agree with the theoretical approach as it applies to 
detection and am sceptical as it applies to sizing. 

Several of the chapters contain comments derived from various theoretical 
studies; notably Chapters 4, 5, 6, 9, and 13. Some of the more relevant 

aspects of these studies will be repeated here to provide a more detailed 

presentation. 

To reiterate, the scope of this chapter will be sharply focused on aspects 

relevant to the optimized UT of piping and pressure vessels to see what theory 
offers in new approaches or confirms in current approaches. 

One additional caveat exists insofar as chapter coverage is concerned. 
In addition to the four boundary conditions given in the first paragraph, the 

further limi\ation is applied of interpreting the information contained in 
those available references. If I have misinterpreted the author's 1neaning, I 

apologize. My intent was to serve as a one-way screen removing information 

irrelevant to the boundary conditions and presenting the author's meaning as 

clearly as possible in the relevant areas. 
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8.2 SURFACE EFFECTS 

Extensive experimental evidence confirms the substantial role surface 
finish plays in UT examinations. For the purpose of this chapter we shall con­
sider three cases where smooth, rough and uneven surfaces may influence UT 
signals: 

• the near surface under coupling and immersion conditions 
• interfaces such as clad/base metal 
• the far surface where geometrical discontinuities can be important. 

A fourth case, that of the weld/base metal interface will be considered under 
section 8.3 on bulk metal. 

Chapter 4 reviews the implications of both surface and component geometry. 
Haines(4 •5•3) in recognition of surface effects assumed an ideal surface. Silk 
and Lidington(4 •5•9) have related surface finish to the relative efficiency of 
coupling. As the surface degrades due to roughness, scale, pitting, etc., the 
efficiency of coupling may be reduced from 100% to less than 50%. Another 
aspect in contact probes is gross surface irregularity such as weld crown. As 
a transducer rides up on the crown the signal may be lost due to changes in 
couplant layer. Neither of the above lend themselves to definitive theoretical 
studies. 

The couplant itself can play a substantial role in the response of the 
signal regardless of the surface finish. While there are many experimental 
studies where coupling played a role, there are relatively few theoretical 
studies. Erhard et al.(8·2·1) reported on a joint theoretical-experimental 
study. The model of the wave front can be seen in Figure 8.2.1. 

as 
The theoretical model used to calculate the permeability factor is defined 

C = K [i-gN + 1-hN] 
-g ~ 
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TRANSDUCER 

WAVEFRONTS 

MEDI U~1 1 
(SOLID) 

MEDIUM 2 
(LIQUID) 

(a) (b) 

MEDIUM 1 

MEDIUM 2 

FIGURE 8.2.1. Sound Transmission Through a Coupling Layer Either 
(a) by Short-Pulse Transmissions or {b) Pulse-echo 

where K = 1/2 o12o23 exp (i c) exp {-al/2) 
g = R21R23 exp (-al) exp (i6) [exp (iw6t) exp-xv6t] 
h = R21R23 exp (-al} exp (i~) [exp (-iw6t) exp (-xvot)] 

t 1 cos 8 CL2 T 
N = 2a r 

0 

where o12 = permeability factor from medium 1 to 2 
o23 = permeability factor from medium 2 to 3 
R21 = reflectivity factor at interface 2, 1 
R23 = reflectivity factor at interface 2, 3 

t = phase angle of permeability factor o23 
~ = phase angle of reflectivity factor R23 
w = angular frequency 

v = frequency 
1 = path of oscillatory reflection 
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cl2 = acoustic velocity of couplant medium 
a = absorption coefficient of couplant medium 

t 1 = pulse length 
d = couplant thickness 

~t = time interval. 

It is important to realize that permeability is not being used in the con­

ventional sense. Basically, it is used in the sense of the ability of an 
acoustic wave to pass through a membrane such as a coupling layer. 

A comparison of transmission and pulse-echo in plexiglass-water-steel 

using short pulses is made with the same combination of plexiglass-glycerine­
steel at o.gg MHz in short and long pulses in Figure 8.2.2. Figure 8.2.3 co~ 
pares frequencies of 2.0 MHz and 3.58 MHz as well as a general comparison of 
frequency. 

The immersion case is less affected by surface finish than the coupling 

case; however, in a certain range of roughness for a given wavelength there can 
be major wave scattering where a water/metal interface exists. This situation 
occurs for rough flaws and will be discussed in section 8.5 recognizing that 
much that is said there is applicable here. This is particularly relevant to 
the rough interface situation. 

The third condition often seen in weld counterbore design relates to the 
axial position of the counterbore, the angle of taper of the counterbore, and 

the weld root condition. The major problem is mode conversion. This can be 
established theoretically given the probe parameters and the weld root condi­
tions. Figure 8.2.4 illustrates such mode conversion relationships. While it 
is possible to predict that a given geometry will lead to mode conversion, con­
ditions near the weld root are usually poorly known so mode conversion may 
occur when it is not predicted. 

8.2.3 
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8.3 BULK METAL 

In bulk metal it is necessary to consider the implications of the follow-

ing cases: 
• austenitic cladding on ferritic base metal 

• wrought austenitic containing austenitic welds 
• cast austenitic containing austenitic welds. 

In these combinations the factors of significance are attenuation due to grain 

size plus skewing and channeling because of severe anisotropy. 

8.3.1 Cladding 

No definitive theoretical studies are known relating directly to cladding. 

By inference one can apply the commentary pertinent to attenuation and skewing 
in bulk material, recognizing that the cladding represents a relatively thin 
layer. The implications of attenuation with and without cladding were cited 
in Chapter 4 and are repeated here. Figure 8.3.1 (also Figure 4.5.3) indicates 
there can be a 25-dB drop through 5 mm of cladding when using a 70° probe at 
2 MHz.(4 ·5·19 ) Any theoretical study needs to consider the welding direction 

of cladding . The change in attenuation and skewing are greater normal to the 
direction of welding than they are parallel to it. This could be a problem 
around nozzles. It is particularly true for 45° probes. 

8.3.2 Coarse-Grained Nominally Isotropic Alloys 

Attenuation tends to be a more significant factor than skewing or channel­
ing in nominally isotropic alloys. A theoretical study by Atthey(8•3•1 ) builds 

on earlier work of Lipschitz and Parkhomovski (1gso), extending their work into 
textured or anisotropic materials. He tied his study fairly specifically to 
austenitic stainless steel considering both the longitudinal and both vertical 
and horizontally polarized shear waves. 

One limitation concerns the range of application. The cases 

qa > 1 or >>1 and qa <1 or <<1 

where q is wave number and a is average grain radius. 
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FIGURE 8.3.1 . Influence of Cladding on Angle-Beam Penetration 

The case qa ~ 1 is definitely doubtful . 

The original assumptions of Lipschitz and Parkhomovski were that 

• linear elasticity holds 
• within any grain anisotropy is small 
• grains are equ iaxial 
• no preferred orientation 
• single phase without voids or inclusions. 

~ttkey's model modified these assumptions to consider some anisotropy within 

the grains . His other assumpt ions were that 
• An infin i te medium (to simplify math) exists. 

• Orientations of adjacent gr ains are independent. 
• aq is very small or very large. 

The latter assumption divides the analysis into very short or very long 

wavelengths. 
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Equations in tensor notation are developed in a general form for any grain 
distribution and grain shape. He applies them to the case of cubic symmetry 
using the elastic constants x and ~ with values specific to austenitic 

stainless steel. 

The case of interest was the propagation of a plane wave through an 

austenitic weldment. This introduced further assumptions, namely, that 

• Propagation occurs in the (012} plane. 

• Since the composite structure is anisotropic, pure waves either lon­
gitudinal or shear cannot be assumed; therefore, quasi-longitudinal 
(q(l)), quasi-shear (q( 2) and pure shear (q( 3)) are substituted. 

• The orientation of weld metal (~0 ) about the fiber axis is assumed 
small (<20.). 

Using these assumptions, equations consisting of a real part representing 

wave speed and an imaginary part representing both velocity and attenuation 
were developed for the three forms of waves in both the short- and long­
wavelength cases. The following are these final equations: 

(1) _ 2 4-v (21 5 ... 31 5) [ 2 4111 (1 + 1 2) . 4w)t 120 2 3 y - v w CL cT ~0 cos T + 8 ~0 Sln T wp cl (8.3.1) 

y 
(2) 2 4- t 5 5) [ 1 2 (1 2 1\ 2 . 2 l 2 3 v w V \2/cl +3/cT ~0 + 8 + 5~0 /~ cos 'i'Sln 'i'J/120wp cT (8.3.2) 

y 
(3) 

(8.3.3) 

(8.3.4) 

c(
2

) :::: [~/pJ 112 {1 + "/16 [4e
0

2cos4 
+ (14-27e

0

2) sin2'¥cos2'¥ + 4e~sin4'¥) /p} 
(8.3.5) 
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where ~ = anisotropy 
w = wave frequency 
V = average grain volume 

c1 = velocity 

e = angle of orientation of weld metal 
p = density 

~,A= Lame• constants 
~ = angle related to (012) plane. 

(8.3.6) 

The author(8•3•1) states that there is no suitable experimental evidence to 

check the values contained within the braces of equations 8.3.1, 8.3.2, 8.3.3. 

He cites work of Tomlinson et al. (4•5•32 ) who examined cylinders of austen­

itic weld metal and cylinders of single-crystal, Nimonic 80 A to establish the 

quasi-longitudinal attenuation coefficient. In such measurements the amplitude 
of the transmitted wave depends on both the attenuation in the metal and the 
coupling between the cylinder and water. Since the Nimonic 80 A specimen was 
a single crystal, there should be no attenuation due to grain scattering and 
very little from other mechanisms. However, the signal had the same form and 
magnitude as with the weld metal, leading to the conclusion that a significant 
portion of the signal was due to effects other than attenuation; e.g., skewing 
being a possibility where angular dependence would be important. 

Table 8.3.1 contains values of attenuation coefficients for the short and 

long wavelength cases. Figure 8.3.2 illustrates the variation in wave velocity 
with angle. Both sets of data are in qualitative agreement with Figure 13.4.12 

of Chapter 13 which is reproduced here as Figure 8.3.3. 

8.3.3 Anisotropy Effects in Austenitic Alloys 

Beam skewing and channeling because of anisotropy is treated extensively 
in Chapter 13 and 138. Specifically, section 13.4 deals with the spectrum of 

attenuation, skewing and channeling as they pertain to austenitic stainless 

steel and Chapter 138 considers wave propagation and velocity in terms of 

8.3.4 



TABLE 8.3.1. Some Values of the Attenuation Coefficient 
Determined from a Theoretical Model 

Long Wav~length Attenuation Coefficients (m-1) 
w = 4n x lOb s-1, V = average grain volume, 20" grain scatter 

o" 
45" 

90° 

Quasi-Longitudinal Wave Quasi-Shear Wave Shear Wave 

1.4 X 1o11v 4.1 x 1o11v 4.1 X 1011V 

7.6 X 1010V 8.8 x 1o11v 6.3 X 1011v 
1.8 X 1011V 4.1 x 1o11v 8.4 X 1011v 

Short Wavelength Attenuation Coefficients (mr1) 
a0 = average grain radius perpendicular to mean fibre axis 

Quasi-Longitudinal Wave 

3.4 x 1o4a
0 

2.8 x 1o3a
0 

1. 5 x 1o4a
0 

Quasi-Shear Wave 

1. 3 X 106a
0 

2.2 x 1o5a 
5 0 

4.4 x 10 a
0 

Shear Wave 

3.1 x 106a
0 

4.2 x 1o6a 
6 0 

4.6 x 10 a
0 

slowness and wave surfaces. With regard to skewing, theory and experiment are 
in excellent agreement. Figure 8.3.4 (also Figure 13.4.9) covers the L-wave 
case illustrating the agreement between theory and experiment. 

With regard to channeling, Kupperman and Reimann( 4•5· 27 ) cite the guid­

ing of beams from their wave normal typical of the channeling observed by 
~oneyama( 4 • 5 • 24 ) and others. 

Rose et al.(8•3•2) discuss attenuation and skewing behavior in coarse­
grained cast-austenitic alloys that would cast doubt on most theoretical models 
insofar as accurate modeling is concerned. They reported local variations in 
attenuation with low values 0.4 to 1.0 dB/em at 5 MHz to high values of 6.2 to 
6.5 dB/em. Often the lows and highs were only inches apart in the material. 
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8.4 TRANSDUCER BEHAVIOR 

The following is a quasi-theoretical discussion of some factors influenc­

ing beam geometry when decoupled from surface and bulk media effects. Trans­

ducer theory as such is not discussed; only beam behavior as it is affected by 

some parameters. 

Legge( 8•4•1) touched on several characteristics of ultrasonic pulser, some 

of which are relatively obvious. These factors are presented in Table 8.4.1. 

Wustenberg et al.(B. 4•2) considered the influence of sound-field geometry 

as it influences defect detection. Probes will vary markedly in divergence 

ranging from those with large divergence, such as those used for acoustic 

TABLE 8.4.1. Factors Influencing Ultrasonic Beam Behavior and Flaw Detection 

• A pulse behaves as if it consists of a continuous spectrum of sinu­
soidal waves; as the pulse is reduced in duration the bandwidth 
increases. 

• Increases in frequency are accompanied by decreases in beam spread. 

• A beam will be rich in higher frequencies in the center and high in 
lower frequencies at the periphery. Higher frequencies tend to be 
preferentially attenuated. 

• Far-field beam spread is due to diffraction and will depend upon the 
size and shape of transducers and wavelength. Transducer size and 
pulse shape can be optimized so that axial pulse shape will not vary 
greatly with distance of propagation. 

• The signal-to-noise ratio is proportional to the square root of the 
bandwidth; therefore, a large bandwidth (short pulse) gives better 
results than a narrow bandwidth (long pulse). 

• The maximum and minimum in the near field of a long-pulse probe are 
greatly reduced in the near-field of a short-pulse probe. 

• A disadvantage of short pulses is the reduction in sensitivity accom­
panying damping of the transducer. 

• The wider the frequency band the greater the information from a 
reflection because such information is the vector sum of all 
contributions. 
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holography, through medium divergence typical of most commercial probes where 
aperture angles are 2• to 10° and, finally, to probes with small divergences, 
such as those used in focused sound fields. The following compares divergence 
as a factor influencing detection: 

Probability 
Type of of Signal/Noise 

Probe S~stem Divergence Detection Ratio Inter2retation Costs 
Acoustic Large ++ + 
Holography 

Most Commercial Medium + + 0 ++ 

Probes 

Focused Probes Small ++ ++ 

+ Favorable; - unfavorable; 0 neither + or -

Another study by WUstenberg et al.(8 •4·3a, 8•4•3b) investigated the effect 

of transducer size and shape on the sound field of angle probes. A relatively 
simple theory permits calculation of the sound-field distribution in a beam 
cross section, taking into account such factors as mode conversion at the cou­
pling surface and corresponding point-by-point intensities. Calculated and 

measured sound intensity patterns agree semi-quantitatively . 

It is possible to use the theory to predict the effective transducer size 
of a angled probe as noted in Figure 8.4.1. Figure 8.4.la presents the model 
schematically and Figure 8.4.lb appends the equations used to calculate the 
characteristics of the sound field. The suggested approach can be used for a 
variety of probes. Reference 8.4.3a (in German) develops the mathematics of 
the theory more completely than does 8.4.3b. 

Schlengermenn<8•4•4) discussed the factors leading to optimization of 
probes, specifically focused probes. In essence by following his rules it is 
possible to develop an optimized focused probe for any application. While his 
comments apply specifically to a transducer with a circular piston oscillator 
and a spherical lens, they may be extended to various other methods of forming 
focused sound fields as well as to other types of oscillators. Figure 8.4.2 
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illustrates the pressure distribution on the acoustic axis for the near fie ld 

foll owed by the focal region. The point of highest sound pressure is taken as 

the focus because of ease of experimental identification. 

The echo amplitude geometry portrayed in Figure 8.4. 2 as a series of dis­
crete peaks in the near field wou ld lead to the conclusion that the near-field 

8.4.4 



regions would be unusable. The actual near field varies substantially from 
the theoretical. A study by Pasakony,(8•4·5) portrayed schematically in Fig­

ure 8.4.3, indicates that the near field remains fairly constant. Even the 
center dead zone of the transducer is limited to a 1- to 2-dB drop. While Fig­
ure 8.4.3 is representative of excitation by a shock pulse, it is considered 
generally applicable. The scale on Figure 8.4.2 tends to be distorted in tnat 
the near-field echo amplitude will be closer to those in Figure 8.4.3 rather 
than the 20 to 30 dB noted. 

The focal distance (zf) in terms of wavelength and transducer radius 
defines the focusing factor Zf which is used to optimize transducer design 

for various applications. Figures 8.4.4a and b quantify such factors as focal 
range and radius of curvature in terms of the focusing factor. Using the cri­
teria developed in this paper,(8•4•4 ) Schlengermann indicated how optimized 
transducers are designed for various applications. 
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8.5 STUDY OF FLAWS 

The ideal situation would be a theoretical approach generally applicable 
to real solids that rigorously or exactly modeled the behavior of a defect and 

the interaction of ultrasonic waves with the defect. An exact model would 
serve as a benchmark for experimental results as well as providing a basis for 
comparison of simpler approximate models that are less exact but much less time 
consuming. 

As will be seen in the following discussion, most exact models suffer from 

one or more limitations and the approximate models are even less exact. 

It is not the intent in this chapter to present the mathematical deriva­
tions relevant to theoretical studies of flaws in ultrasonic fields. Rather, 
the effort will be in examining the strengths and weaknesses of the various 

theoretical developments. The remainder of this section is divided between 

models of spherical defects and various planar defects. 

8.5.1 Spherical Defects 

Truell and coworkers(8 •5•1,8•5•2,8•5•3 ) explored the behavior of 

longitudinal- and shear-waves incident on spherical defects. These defects 

were assumed to be cavities, rigid, liquid-filled or elastic. Table 8.5.1 sum­
marizes some of the parameters. A spherical geometry was selected because it 
permitted an exact solution using spherical coordinates and partial differen­

tial equations. Outputs were scattering cross sections for the various matrix-
h b . t" s "f" b" t" <8•5•3 ) . 1 d d sp ere com 1na 1ons. pec1 1c com 1na 1ons 1nc u e 

A spherical cavity in matrices of Al, Be, Au, polyethylene 
A 1 sphere in Ge 
Be sphere in polyethylene 
Mg sphere in stainless steel 
SS sphere in magnesium. 

Solutions for cross sections were based on the Rayleigh approximation for 

long wavelengths where x >> r. This approximation neglects all terms higher 

than second order in la in series expansions of Bessel and Hankel functions. 
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TABLE 8.5.1. Volumetric Defects Analyzed Theoretically 

Defect 
Sphere - cavity 

- rigid 
-fluid filled 
- elastic 

Analysis 
(exact or 

approximate) 
Exact 
Also Rayleigh 
Long ;1. 

approximation 

Sphere - cavity in T i Exact and 
- cavity in Al approximate 
- cavity in SS (Born) 
- Al sphere inTi 
- SS sphere in Ti 

Curved Interface 
Between Two Media 

Right-cylinder 
Sphere 

Approximate 

Approximate 

Method 

Spherical coordinates 
Partial Diff. Eq. 
Bessel functions 

Cartesian Co or. 

Integral Eq. 
plus Born 
approximation 

Reciprocity Theorem; 
Electromagnetic 
theory 
Born approximation 

Modified Diffraction 
Mode 1; 
Kirchoff's Theory 

Assumptions/Comments 

Infinite Isotropic Linear 
Elastic medium 
Long. and Shear wave 
Both high- and low­
Frequency cases 
Diff. Cross Sections 
Calculated 

Isotropic, homogeneous 
elastic medium 
Volume of flaw bounded 
Incident wave is a 
monochromatic planar wave 
of given frequency and 
direction (;1. > r) defined 
cross sections of spheres 

Isotropic and 
Homogeneous Low and High 
Frequency (A ~ a) 

Rigid Reflector Immersed 
in fluid medium; 
reflection 
Coefficient for 
particle velocity, R = -1 

References 

8.5.1 
8.5.2 
8.5.3 

8.5.4 
8.5.5 

8.5.6 

8.5.7 



Gubernatis et a1.<8•5•4•8•5•5) used an integral equation approach to 

derive exact solutions of a sphere in a matrix. Both exact solutions and sol­
utions based on the Born approximation were obtained for the combinations cited 

in Table 8.5.1. 

In reference 8.5.5, the authors rederived the equations of Truell and 

coworkers<8•5•1,8•5•2,8•5•3) and cite specific errors in some equations. See 

Appendices A and B of reference 8.5.5. 

The work of Gubernatis et al.<8•5•4,8•5•5) is of particular interest 

because the authors apply both an exact and an approximate solution to the 
various cases of spheres in a homogeneous linearly elastic matrix. Longitudi­

nal plane waves, shear waves polarized in the x direction, and a right circu­
larly polarized shear wave were considered. Scattering depends on both the 

elastic constants and density of the flaws as well as the shape of the flaw. 
These parameters can be separated permitting solutions in terms of the scat­
tering of various spherical voids as inclusions for the different waves. 

The Born approximation has the advantage of simplicity; however, agreement 

with the various cases was poor compared to the exact solutions, primarily 
because the approximation does not handle strong scattering in the forward 
direction for large values of the wave number times the radius of the sphere. 

The relative agreement (or disagreement) of exact and approximate models varied 

with similarity of matrix-sphere properties and type of wave. 

A more refined approximation is required to handle forward scattering than 

the Born approximation; however, this approach handles back scattering well for 
complex defects typical of NDE. 

While the spherical inclusion does not have much fracture mechanics sig­
nificance. the accurate theoretical benchmarking permits an excellent assess­
ment of experimental errors. Work of Kino< 8•5•6) using the generalized 

reciprocity theorem and scattering theory is another approximate method to 
analyze incident wave behavior when impinging on a defect. Formulas for 

focused and unfocused transducers generating incident beams were derived in 
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terms of a scattering matrix. No direct comparisons were given in terms of 
specific flaws. Both high and low frequencies and the near and far field were 
examined. 

Haines and Langston(8•5•7) used a simplified model based on a modifica­

tion of Kirchoff•s diffraction theory to derive spherical and cylindrical geom­
etry cases for flaws in a medium. An approximate and a simplified approximate 

approach were used to examine amplitude responses as a function of frequency. 
The limitation of the Kirchoff approach will be considered later when discus­
sing planar flaws. 

8.5.2 Planar Defects--Smooth 

Planar defects represent geometries of significance from the point of view 
of fracture mechanics. Factors determining the relative importance of planar 
defects include location with respect to the surface, orientation, defect 
dimension, and stress field. 

Most theoretical models attempting to quantify the preceding factors suf­

fer from a variety of problems. The following discussion will attempt to place 
some of these factors in the proper perspective. An obvious problem for theo­
retical models compared to field situations is the marked difference between 
idealized and actual values of parameters. Table 8.5.2 is an attempt to com-

pare differences in these parameters. 

A variety of exact and approximate models have been advanced to character­
ize ultrasonic beam behavior with respect to planar defects. Most suffer from 
various limitations ranging from relatively trivial to significant. An attempt 

will be made to limn the strengths and weaknesses of the various models. 

Table 8.5.3 presents a cross section of the theoretical models used in 
defining planar flaws. The contents are representative, not a complete list­
ing. Presumably, all exact and approximate models are covered in the listing. 
With regard to approximate theories it is believed to cover the spectrum of 

approaches. 

The complexity of the modeling to cover the various behaviors of ultra­

sonic beams can be seen in Figure 8.5.1. A relatively simple case of a 
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TABLE 8.5.2. A Comparison of Conditions Assumed in Most Theoretical 
Calculations with Worst-Case Actual Conditions 

Theory-Ideal 
Smooth surface 

Ideal coupling 

Homogeneous, Isotropic 

Usually stress-free 

Simple defect geometry 

Semi-infinite volume 

Applies to wavelengths 
greater or lesser than 
flaw size 

Real-Worst Case 
Rough, uneven surfaces 

Variable coupling 

Variable grain size; may be 
mixed isotropic and 
anisotropic in weldment 

Residual stresses 

Irregular, rough 

Variable surfaces promoting 
geometric reflection 

UT testing usually 
x ~ crack dimension 

longitudinal-wave incident on a semi-infinite crack in an isotropic homogeneous 
elastic solid illustrates reflection, diffraction and mode conversion at the 

crack tip. Normally, the theoretical models do not handle all of these 
aspects, particularly if the beam is incident at an angle other than the 
normal. 

8.5.2.1 Exact Models 

Numerical solutions of exact models pose major problems because of their 

complexity. Integral or differential equations, when used for solution, usu­
ally require simplification such as modifying the problem to make it axisym­

metric and expressing it in cylindrical coordinates. Essentially all exact 
solutions of planar flaws have used this approach. Wickham( 8•5•9) has devel­
oped a rigorous approach using crack-type Green functions that he developed. 
While he(8•5•9> has developed the proof that his solution is exact, there have 
been no exact numerical solutions published as of early 1982. This applies to 
Martin(8•5•11 ) who used Wickham•s(8•5•9) approach for a penny-shaped crack. 
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TABLE 8.5.3. Smooth Planar Defects Analyzed Theoretically 
(not complete listing) 

Defect 

Analysis 
(Exact or 

Approximate) 
Generic Plane-Finite Exact 

Semi-Infini te Exact 

Stri-Line Exact 

Method 

Crack Green Function 

Assumptions/Comments 

Two-dimensional line 
source 

Weak or rigid cracks 

Short wave length 

Reference 

8.5.9 

8.5.8, 8.5.15 

8.5.15 

Right Angle Exact Rayleigh wave assumption 8.5.15 
Surf ace- Breaking 

Semi-Infinite 
Undulating Edge 

Penny-Shaped 

Penny-Shaped 

Penny-Shaped 

Penny-Shaped 

Flat-Bottomed Hole 

Elliptical 

Elliptical 

Elliptical 

Half-Plane 

Fatigue Crack 

Surf ace Crack 

Exact Perturbation Theory 

Exact Lrack Green Functions Point source 

Approximate Semi-Rigorous Checked exp. 
Electromagnetic Theory ka > 1 

Approximate Echo-dynamic model 

Approximate Kirchoff 

Approxi mate Kirchoff 

Far field 

Far field 

Far fiel d 

Approximate Electromagnetic Theory Born app. 

Approx imate Electromagnetic Theory ka > 1 
Semi-Rigorous Far field 

Approximate Echo-dyn amir. model 

Approximate Optical Diffraction 
Theory 

Approximate Kirchoff 

Approximate Optical Diffraction 
Theory 

Far field 

Focused probes 

Beam axis aligned 
with probe 

8.5.15 

8 . 5.11, 8.5.15 

8.5.12 

8.5.16 

8.5.8 

8.5.7 

8.5.6 

8.5.13 

8.5.13 

8.5.16 

8.5.15 

8.5.14 

Exact models and most approximate models use the same series of simplify­
ing assumptions such as 

• the solid is homogeneous, isotropic and elastic 

• the ultrasonic beam is monochromatic 

• the wavelength is much larger or much smaller than the flaw size 

• cracks are considered to be rigid or weak to model stress­

displacement relationships. 
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II REFLECTED COMPRESSIONAL WAVE 
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FIGURE 8.5.1. Diffracted and Reflected Wavefronts Produced by an Incident 
Compressional Wave on a Half-Plane Crack. (Does not 
consider Lamb waves, wave guiding, multiple scattering.) 

Figure 8. 5.2 from Kraut(8•5•8) illustrates the rigid versus weak crack models. 
The rigid crack assumes zero displacement on the boundary and the weak crack 

assumes a stress-free boundary. Both apply to a half-plane because it is suf­
ficiently simple to permit an exact solution. The half-plane leads to a 
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WEAK CRACK 
(STRESs-FREE BOUNDARIES) 

COMPLETELY RIGID FILLER 

RIGID CRACK 
(ZERO DISPLACEMENT 

ON BOUNDARIES) 

FIGURE 8.5.2. Experimental Models for Scattering and Diffraction 
from Stress-Free and Rigid Half-plane Cracks 
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decoupling of displacements parallel to the edge making the remaining problem 

two dimensional. More general cracks cannot be decoupled and in most instances 
are limited to an approximate solution. 

The half-plane crack is modeled as having finite extent and vanishing 
thickness. In an elastic solid this simplifies to a two-dimensional region 

across which displacement and stress may be discontinuous. The model must han­
dle displacements in terms of jumps across the planar crack for both displace­

ment and stress. The end product will be an equation relating the scattered 
ultrasonic field to terms which define a displacement across the crack plus a 
stress across the crack. A numerical solution requires an assumption that 
either stress or displacement is fixed; hence, the rigid or weak models. 

Wickham(8•5•9) discusses some of the problems inherent in exact solutions 
of electrodynamic scattering problems. Both longitudinal- and shear-wave 
motions are coupled through the boundary conditions. Sometimes an integral 
transform pair may be chosen that uncouples, thereby reducing the problem to 
one or more scalar equations; unfortunately, such simplifications often do not 
occur. Basically, integral transform techniques are limited to problems where 
the geometry can be simplified to permit a relationship to level surfaces of 

some curvilinear coordinate systems permitting separated solutions. 

Wickham(8•5•9) argues that the need is for a technique for solving dif­
fraction problems essentially independent of crack geometry or theory of spe­
cial function. Presumably his model supplies this need. 

8.5.2.2 Approximate Models 

Approximate models have the advantage that numerical solutions can be 

obtained. Concomrnitant with thejr solution will be limitations arising from 
the simplifying assumptions. An attempt will be made in this section to define 
the pros and cons of the various approximate models. Generally, the limita­
tions are established through a comparison with exact models. 

Figure 8.5.3 attempts to compare the ranges of validity of the various 
models essentially all of which are approximate. As can be seen they tend to 
be either long or short wavelength models. The 1- to 10-MHz frequency range 
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OPTICAL DIFFRACTION 

• 
FIGURE 8.5.3. Comparison of Ranges of Validity of Various Theoretical 

Models in Terms of Wavelength (l) [Frequency (v)] 

where wavelength approximates in size the flaws of interest either cannot be 
handled or is handled through further modifications of the various models. 

Wickham(8 •5•9> stresses the point that neither exact nor approximate 
models cover the range of major applications of ultrasonics between 1 and 
10 MHz. 

In the long wavelength range, most approximations are based on some aspect 
of the Rayleigh approximation which leads to a relatively simple relationship 
between frequency and defect size. Scattering will vary as the fourth power 

of the frequency and as the sixth power of the defect diameter. While the 
above represents a substantial simplification, experimental evidence conforms 
closely to theory. 
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Usually, simplifying assumptions are made for the long wavelength case 

such as the following for a disc-shaped crack:(8•5•8) 

• The harmonic normal stress will exist only at the disc surface; dis­
placements will be zero elsewhere on the boundary. 

• Displacements are prescribed at the disc surface; stresses are zero 
elsewhere on the boundary. 

The preceding infers that stresses are prescribed over one portion of the boun­

dary and displacements over the remaining portions (or vice versa). This 
assumption leads to integral equations that can be solved. 

In the short wavelength range some modifications of Keller's electromag­
netic theory is used. Although theory and experiment check reasonably well, 
Wickham<8•5·g) argues that the electromagnetic theory suffers from a variety 

of limitations such as being limited to the leading order terms in a high fre­
quency asymptotic expansion of the field or the lack of validity of the theory 
over all angles of observations. While various modifications have been made 
to Keller's theory, proof does not exist concerning its validity for various 
boundary-value problems. 

The original geometrical electrodynamic model was known to yield physi­
cally unrealistic boundary values. A modification to a model known as the geo­
metrical theory of diffraction corrected some of the factors; however, the 
refined model suffers from the problems cited by Wickham.(8•5•9) 

Achenbach et al.(8•5•10•8•5•12 •8•5•13 ) have developed the geometrical dif­

fraction theory for scattering by cracks in elastic solids. Three-dimensional 
diffraction by cracks such as is illustrated in Figure 8.5.1 is applied with 
wave motions governed by a scalar and a vector wave equation. The modified 
geometrical theory of diffraction, considered valid in the high-frequency 
regions, uses canonical solutions for the diffraction of a plane wave by a 
semi-infinite crack. The model is amenable to accounting for curvature of 
incident wave fronts, curvature of crack edges, and finite dimensions of a 
crack. In this approach the diffracted field is comprised of contributions 
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corresponding to the primary diffracted body wave directly generated by the 
incident body wave and secondary diffracted body waves generated by waves trav­
elling along the crack face. 

Achenbach et al. (8 •5•12 ) and Adler et al. (8•5•13 ) compared theoretical 

results based on the GOT theory by Achenbach et al. to experimental values. 
Figure 8.5.4 compares theoretical and experimental results for scattering of 
longitudinal waves from penny-shaped and elliptical cracks. The fit is quite 

good in the 1- to 5-MHz frequency range. 

The third approximation model used extensively is based on modifications 

of Kirchoff's theory. Specific assumptions have been made concerning jumps in 

·Stress and displacement across cracks to permit direct evaluations without a 

rigorous solution of integral equations. Obviously such simplifications may 

perturb the results to a major degree. Since the Kirchoff approximation has 

been used extensively, an analysis of the assumptions used as well as the lim­
itations inherent in the model was considered to be worthwhile. The following 

assumptions and limitations touch on some aspects of it: 

• Wave function and its normal are determined entirely by the incident 

wave on the geometrically illuminated part of the scatterer (crack). 

• Wave function and its normal derivative vanish on the dark part of 
scatterer. 

• Scattering of elastic waves is determined by amounts by which dis­
placement jump across a crack which is numerically equal to the cor­
responding values of the incident wave at the illuminated surface of 

the crack. 

• Kraut argues the Kirchoff approximation is a poor substitute for rig­

orous diffraction theory because it does not correctly describe the 

field in the vicinity of the scatterer and in the long wavelength 

limit. 

• The Kirchoff approximation is poor in the Rayleigh range. 

• It usually assumes rigid reflectors in fluid medium. The reflection 

coefficient R = -1. 
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• The receiving probe must be looking close to either the specularly 

reflected or the main mode converted beam; otherwise answers are 
poor. (This means the probe detects only the diffracted beam which 

is predicted by the Kirchoff model and not the head waves, etc., 
which are ignored in the model.) 

Despite the limitations cited for the Kirchoff approximation, it has been used 

extensively and compares quite well with experimental results. This will 
become quite apparent in the next section pertaining to flaws with rough sur­

faces which represents a case close to those experienced in real systems. 

An obvious reason for theoretical studies is to permit a more fundamental 

understanding of ultrasonic beam behavior in order to predict defect size, 
shape and orientation. This consideration was voiced by Haines(8 •1•1) in 

the introduction to this chapter. Three studies combining a theoretical and 
experimental approach used the results of theory to predict defect 

· (8.5.12,8.5.l3, 8· 5·14 ) T bl 8 54 8 55 d 8 5 6 t th d t s1ze. a es •• , •• , an • • presen ese a a. 

8.5.3 Planar Flaws--Rough Surfaces 

Cracks with rough surfaces represent the case of major interest in compar­

ing systems in the field. Haines and langston<8•1 ·1) have attacked the problem 
of how rough is rough. Figure 8.5.5 represents their arbitrary division into 

three categories of smooth, rough and very rough. 

TABLE 8.5.4. The Results of the Size Determination from the 
Spectral Components of the Diffracted Wave 

Diffraction Computed Radius 
Angle eL (Afmax)av of the Crack in ~ 

35° 2.18 2530 

40° 1.87 2630 

45° 1.83 2450 

so· 1.68 2460 

ss· 1.60 2410 

60° 1.47 2500 

65° 1.39 2510 
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TABLE 8.5.5. Determination of Major (b) and Minor Axis {a) of Elliptical 
Cracks in Titanium from Scattered Amplitude 

S~ectra 
(a) Minor Axis (~) Aspect (b) Major axis(~) 

Ratio Actua 1 Measured Actua 1 Measured 

1 2500 2498 2500 2498 

2 2500 2587 1250 1291 
4 2500 2358 625 830 

8 2500 312 285 

TABLE 8.5.6. Comparison of Estimated and "Actual" Crack Radius, a 

Angular 
Positions 
of Nulls Mean 11 Actual 11 (i~e 

Experimental Diffraction (degrees) Estimate Estimate of a ( IJm) a 
Conditions Order Obs. Theor. of a ( )Jm) of a ~llml p mil = 25.4 )Jml 

100-t+lz n = 1 9 8 87 
Silicon n = 2 17 16 92 93 :i: 4 100 :i: 3 
nitride with 
indentation n = 3 25 24 96 
crack n = 4 34 33 97 

2 .2-t+lz n = 1 16 16 1170 
Commercial n = 2 35 33 1130 1160 :i: 20 1190 :i: 20 
rolled 
aluminum n = 3 55 54 1180 
with spark 
erosion slot 

5 .0-t+lz n = 1 10 9 866 
Duraluminum n = 2 19 18 897 880 :i: 16 900 :i: 25 
with 
indentation n = 3 30 28 877 
slot 

(a) Determined by micrographical examination of crack outline on sample surface. 

All studies have been based on some approximation of one or more theories. 

The paper by deBilly et al.(8
·
5•17 ) used electromagnetic scattering theory 

discussed in the planar cracks section. Haines,<8 •5•18 ) Haines and 
L t ( 8 .1.1, 8. 5. 7 ) d c ff ( 8. 5 .15) . . . angs on, an o ey used the K1rchoff approx1mat1on. 
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TREAT AS SYSTEM OF INDIVIDUAL 
REFLECTING FACETS 

TYPE 3. VERY ROUGH DEFECT o > f ( ">320 IJm FOR 2- MHz SHEAR) 

FIGURE 8.5.5. Categories of Defects According to Surface Roughness 

By using electromagnetic diffraction theory applied to both smooth and 
rough surfaces, deBilly et al.(8.S.ll) were able to separate the roughness 

effect. Figure 8.5.6 presents the difference in pulse-echo spectrum for smooth 
and rough cracks. 

A problem with reference 8.5.17 is that it developed the theoretical 
basis; however, no direct comparison is made between theory and experiment. 
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Haines and Langston(8•5•7) suggest an empirical approach to handle faceted 
cracks of complex geometries not amenable to analytic solutions. In essence, 
one synthesizes a histogram of the surface from the crack profile as indicated 
in F i g u re 8. 5. 7. 

H . (8 .l.l) d H . d L t {8•5•18 ) h d t . . a1nes an a1nes an angs on ave rna e ex ens1ve comparl-
sons of theoretical and experimental results from a variety of defect geome­
tries ranging from volumetric through smooth planar to rough planar. Earlier 
in this chapter the limitations inherent in the Kirchoff approximation favored 
by these authors was discussed. While these limitations need to be recognized 
it also must be recognized that existing analytic procedures aren•t 

MEAN DIRECTION OF CRACK 

-- CRACK SURFACE 

DIRECTION OF INCIDENT WAVE 

t = 26 z/c 

RESPONSE FUNCTION 

AMPLITUDE «TO PROJECTED AREA OF FACETS 
ONTO INCIDENT WAVEFRONT 

FIGURE 8.5.7. Schematic Geometry Construction of Response Function for a 
Faceted Crack Surface. An approach to handling geometries 
having no analytic solution. 
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particularly amenable to handlinJ irregular cracks. The following will discuss 
work of the authors(8•1·1,8· 5·18 relevant to predicting tilt and skew of 
planar surfaces. Figure 8.5.8 defines tilt and skew related toUT-beam angle 

on the flaw surface. As noted, Figure 8.5.8a pertains to pulse echo and Fig­
ure 8.5.8b to a technique such as tandem. The separate effects of tilt angle 
and skew angle can be seen in Figure 8.5.9. Frequency and transducer size can 
play a role as seen in Figure 8.5.10 where 2 MHz and 4 MHz are compared for two 
transducer sizes. The preceding curves were derived from theoretical and 

experimental measurements using flat-bottom holes or discs as the bases for 
analysis. 

Figure 8.5.11 compares theoretically predicted curves for 2.25-MHz longi­
tudinal (a) and shear waves (b) for a spectrum of roughnesses ranging from <5 

to 500 ~mas functions of angle of tilt. Figure 8.5.12 permits a direct com­

parison of theoretically derived curves for two levels of roughness (<5-~m and 
41-~m RMS) with experimentally measured amplitudes as functions of tile angle. 

Correlations appear to be good over the range measured. 
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FIGURE 8.5.8. Definition of Angles of Tilt and Skew 

8.5.19 



0 - 8 
1-
UJ 
> -1-:s 
~ -12 

UJ 
0 

AT 0° SKEW 

- COMPUTED DATA 

• EXPERIMENTAL DATA 

AT 0° TILT 

~ . 
...J 
a.. 
::i -16 
< 
...J 
< z 
(j 

(/) 

-20 

-211 

0 2 

• 

4 6 8 10 

ANGLE OF Tl L T (0
) 

12 0 2 4 6 8 10 

ANGLE OF SKEW (0
) 

12 

FIGURE 8.5.9. Separate Effects of Tilt and Skew Angles for a 6-mm FBH at 
65-mm Depth in a 100-mm Block, Using a 4-MHz, 45° Tandem 
System 

8.5.20 



1.0 

6- mm 0 I A DISCS 

0.9 

0.8 
- THEORETICAL 

.-.. 
w 0 0 EXPERIMENTAL .J 
<( 

u 0.7 
VI 

0:: 
<( 
w 

0.6 z 
~ 

w 
0 0.5 
::J 
1-
J 
c.. 

0.4 :E 
<( 

w 
> 
1- 0.3 
<( 
.J 
w 
0:: 0.2 

o. 1 4 MHz, 8x9 mm 

0 2 4 6 8 10 12 14 

FIGURE 8.5.10. Effect of Tilt on Signal Amplitude 

It would be interesting to have the rigorous approach developed by 
Wickham( 8•5•9) or the same approach applied to the penny-shaped crack(8•5•3) 
directly compared to the theoretical and experimental results of Haines(S.l.l) 

for discs or flat-bottom holes to establish the level of a difference of the 
exact compared to the approximate approach. Presumably a later paper by 

M t . (8.5.11) "d h 1 ar 1n may prov1 e sue va ues. 

Coffey<8· 5•15 } discusses some aspects of Kirchoff theory as it might be 

applied to rough cracks. He modified early work using Kirchoff theories as 

applied to radar and sonar, where a vast literature exists, to the case of a 
UT beam impinging on a rough crack. His modifications consisted of 
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• introducing a finite beam at some arbitrary angle of incidence rather 
than a very wide beam at normal incidence 

• allowing the reflecting surface to be finite rather than infinite. 

The following are assumptions inherent in his model: 

• The surface is sufficiently rough to have sufficient independent 
reflecting facets in the beam for the Control Limit Theorem to hold. 

Therefore, the scattered field will have a Gaussian two-position dis­
tribution function. 
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• The crack surface is assumed to have a similar Gaussian distribution 

function. 

• The Fresnel approximation to Kirchoff theory is used to express 
moments of the scattered field in terms of moments of surface 
roughness. 

• Shadowing is neglected. 

This model is currently under study. 
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CHAPTER 9 

NDE--FOR MEASUREMENT OF PHYSICAL AND MECHANICAL PROPERTIES 

9.1 INTRODUCTION 

This chapter will concentrate on measurement of material properties and 

characteristics, other than flaws. Techniques based on magnetic properties, 
such as Barkhausen Noise Analysis (BNA), Mossbauer Effect, ultrasonics, X-ray, 

etc., are used to determine residual stress, grain size, surface hardness, bulk 
tensile properties, cold work, radiation damage, fatigue damage, values of 
elastic and compliance constants (both second- and third-order), etc. Chap­
ter 9A presents mathematical derivations relevant to property measurement. 

Where possible the reliabilities and limitations of the various tech­

niques, as well as their current status, are assessed. Table 9.1.1 is an 
attempt to place the various techniques into perspective insofar as the status 

of development at this time is concerned. 

Vary( 9•1· 1) reviewed the literature pertinent to mechanical and physical 

properties where ultrasonics have been used or have the potential of being used 

to measure these properties. Table 9.1.2 contains examples of material proper­
ties and characteristics that according to Vary( 9•1•1) can be nondestructively 

evaluated. Table 9.1.3 expands on the properties cited in Table 9.1.2 by indi­
cating the ultrasonic property measured and applications by type and class of 
material. In some instances, the literature is fairly extensive; in others, 
there are virtually no data. Not included on Vary•s( 9.l.l) lists are elastic 

constants, and this is the area where most of the NDE work covered in this 
chapter has been done. 

9.1.1 





TABLE 9.1.1. Capabilities and Limitations Inherent in Techniques Used to Measure Residual Stresses 
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TABLE 9.1.2. Examples of Material Properties 
and Characteristics That Can Be 
Nondestructively Evaluated 

Mechanical Properties 

Tensile Modulus 
Shear Modulus 

Tensile Strength 
Yield Strength 

Shear Strength 
Fracture Toughness 

Hardness 

Metallurgical Factors 
Microstructure 
Grain Size 

Phase Composition 
Porosity 
Inclusions 

Hardening Depth 
Residual Stress 

Heat Treatment 

Anisotropy 
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TABLE 9.1.3. Capabilities of Ultrasonics for Nondestructive 
Evaluations of Material Properties 

Material Property 
Longitudinal Modulus 

Shear Modulus 

Grain Size~ Micro­
structure 

Porosity~ Void Con­
tent 

Hardness or Hardness 
gradient 

Tensile Strength 

Yield Strength 

Fracture Toughness 

Bond Shear Strength 

Interlaminar Shear 
Strength 

Ultrasonic Measurement 
Longitudinal velocity 

Transverse velocity 

Attenuation, acoustic 
microscopy 

Velocity, attenuation 

Velocity, velocity 
dispersion 

Velocity, stress-wave 
attenuation 

Frequency-Dependent 
attenuation 

Frequency-Dependent 
attenuation 

Resonance, spectrum 
analysis 

Attenuation, stress­
wave attenuation 
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Applicable Materials 

Most engineering solids 

Most engineering solids 

Polycrystalline metals, 
ceramics 

Fiber composites, 
ceramics 

Polycrystalline metals 

Brittle metals, ceramics, 
fiber composites 

Polycrystalline metals 

Polycrystalline metals 

Metal-Metal adhesive 
bonds 

Fiber composites 



9.2 RESIDUAL STRESSES 

The determination of residual stresses, either analytically or experimen­

tally, needs to be related to a given set of parameters such as materials used, 

geometries of concern, critical location of stresses (inner surface, outer sur­

face, etc.), absolute versus relative stresses, etc . Otherwise, one begins to 

wade into the problem of measuring stresses and strains and soon is embedded 

in a morass of techniques with conflicting claims concerning applicability, 

accuracy, precision, limitations, etc. 

The needs for residual stress measurements in the nuclear reactor field 

are more than sufficient to exceed the capabilities of any single system, and 

probably, any combination of systems. In this respect the following listing 

of parameters covers some, but not all, of the factors one should consider: 

• Materials--ferritic steels, austenitic steels, nickel alloys, marten­

sitic stainless steels--fortunately, these are all face-centered on 
body-centered cubics which helps considerably as noted later. 

• Geometries--cylindrical such as piping and pressure vessel shell 

regions as well as complex such as nozzle regions. 

• Residua l Stress Generators--the source of primary interest is the 
weldment; others such as forming operations tend to be of secondary 

interest in a generic sense; however, uncontrolled forming can be a 
very real problem on an individual plant basis. 

• Location of Critical Residual Stresses--primarily on the inner sur­
faces of austenitic piping where stress contributes to intergranular 
stress corrosion cracking; may be important in pressure vessel welds 
on either surface. 

• Need for Absolute versus Relative Stresses--while absolute stresses 

would be desirable, relative stresses in the context of percentage 

increases tied to the material tensile properties probably are 

sufficient. 
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Examples of the above requirements applied to specific systems that are 
relevant to nuclear plants follow: 

• Butt-Welded Stainless Steel Piping--needs three-dimensional plots 
through the depth of wall as functions of distance from the weld in 
axial, transverse and circumferential directions. The existing tech­
nique is X-ray which yields surface values only. No technique exists 
for absolute values greater than five mils below the surface. Strain 
gages give average stress values to greater depths; however, the two 
techniques are not comparable. X-ray will pinpoint and localize the 
stress measurement. It will not give the stress gradient which often 
is wanted. 

• Welded Ferritic Steel Plates and Cylinderical Forgings in Pressure 
Vessels with Wall Thickness of >2 to 12 Inches--stress profiles 
through the wall thickness adjacent to the welds is desired, particu­

larly with regard to weld repairs made in the field. X-ray will 
yield surface values, as will rosettes of strain gages applied before 
welding, or hole drilling after welding. Ultrasonic tomography and 
other time-of-flight techniques are being investigated for through­
thickness stress. 

• large Inset Ferritic Steel Nozzles With Stainless Steel Clad--such as 
those used in reactor pressure vessels have stress problems at the 
welds and thermally induced stress cracking in the nozzle itself. 
No reliable techniques exist for determining these stresses. 

The point must be made that residual stresses due to welding and fitup may 
be extremely difficult to measure precisely due to the rapid shift in stress 
over a relatively short distance; e.g., in longitudinal direction the surface 
stress may vary from 50 to 70 ksi tensile -O.l in. from weld to -so ksi com­
pression 0.3 to 0.4 in. away. This means an accurate measurement and an inac­
curate positioning will yield highly ambiguous results. 

Another perturbation that has not been examined very extensively is the 

possibility that the circumferential patterns may vary due to differences in 
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the welding--downhand, vertical up, vertical down, uphand, etc. Any azimuthal 
changes in circumferential stress will probably change the longitudinal stress 
pattern of that azimuth. 

The above will affect any of the techniques used to measure residual 

stress. 

The original concerns with residual stresses pertained to their beneficial 
effects such as surface compressive stresses introduced by shot peening to 
prevent or delay fatigue crack initiation, or deleterious effects such as 
extremely high levels of bulk stress introduced by quenching. Of more interest 

in the nuclear field is the problem of high residual stresses developed during 
welding of components such as piping. Another situation of concern exists with 
weld repair of vessels where postweld heat treatment is not feasible. The 
latter is a potential problem while residual stresses in austenitic weldments 
are a real problem in BWR piping where the residual stresses have been a major 
contributor to intergranular stress corrosion cracking. The remainder of this 
section addresses the state of the art in measurement of residual stresses in 
ferritic and austenitic materials. 

9.2.1 Ferritic Materials 

Principal work to date has related to the reactor pressure vessel; how­
ever, the data should be pertinent to the large diameter thick-walled piping 

used in some LWR primary systems. Techniques used include strain gaging, mag­
netic property measurements, BNA, hole drilling, Mossbauer Effect, X-ray dif­

fraction and ultrasonics. 

9.2.1.1 Strain Gaging 

Strain gaging has been used extensively for the measurement of surface 
residua·l stresses. Smith and Holz( 9•2•1) made measurements on two HSST Inter­

mediate Test Vessels. Both preand post-weld strain gage measurements and hole 
drilling were used to determine the level and distribution of the weld-induced 
residual stresses in A-533 Grade B Class 1 plate material. Stresses near the 

weld approached yield and tended to maximize 25 to 50 mm outside the heat­
affected zone (HAZ). Rybicki(9•2•2) argues that this technique is subject 

to several sources of error such as 1) gage drift over several days; 2) the 
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conversion of strains to residual stress which is complicated by the possi­
bility that the material under the gage may have yielded so that a linear rela­
tionship is not applicable; 3) since gages are attached prior to welding, the 

base state is at that time and any residull stresses existing previously will 
not be measured; and 4) only surface measurement of stresses is possible (which 
applies to most other techniques). While Rybicki's( 9•2•2) comments were 
directed to the work of Smith and Holz,( 9•2•1) they are equally applicable 

to most residual stress work based on strain gage measurements. 

9.2.1.2 Hole Drilling 

Hole drilling was mentioned in the previous section as applied to 
HSST-ITVs (intermediate test vessel). Smith and Holz( 9•2•1) conducted hole 
drilling to establish the residual stress patterns adjacent to the repair 
welds. Basically, the procedure is quite simple: 1) apply strain gages, 
2) then drill holes adjacent to the gages, and 3) observe changes in strain 
resulting from the hole drilling. While the procedure is conceptually simple, 

it is difficult technically and the results can be perturbed due to variations 
in technique. Rybicki( 9•2•2) criticizes this technique as being subject to 

errors. Examples of such errors are 1) the drilling operation may cause 
changes in the gage of about 10 ksi; 2) for certain residual stress fields, the 

drilled hole may act as a stress concentrator so that plasticity occurs around 
the hole; this can be a very significant error; and 3) such measurements only 

reflect the state of stress near the surface. Since machining and grinding can 
cause significant surface stress, these stresses can obliterate those due to 
welding. Usually, surface preparation is required prior to mounting the strain 
gages, affecting the welding stresses. 

It is interesting to note that Rybicki(g· 2•2) argues that neither strain 
gaging nor hole drilling can be trusted to yield accurate results, yet they 

compare reasonably well to his calculated surface stresses as can be seen in 

Figure 9.2.1. 
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9.2.1.3 Magnetic Measurements 

Magnetic measurements have been used to determine residual stresses in 
ferritic alloys.( 9· 2•3,9•2•4) What appears to be a new technique utilizes 
remanent maqnetization( 9•2•3) to determine residual stresses after various 
post-weld stress relief treatments; however, it would appear that the tech­
nique should be equally applicable to measurement of residual stresses under a 

variety of conditions in ferritic materials. A stress relaxation method was 
used to determine the macroscopic residual stress which was compared to the 
remanent magnetism values. The authors attempt to determine fracture mechanics 
parameters such as maximum allowable crack size in terms of residual stress 

using a relationship between remanent magnetism and a fracture toughness 
parameter, Kr. 
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While changes in remanent magnetism tend to follow changes in effective 

residual stress, as determined by stress relaxation, the relationship is not 
that definitive as can be seen in Figure 9.2.2 for residual stress and remanent 

magnetism patterns in a 165-mm (6.5-in.) thick weldment after two post weld 
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heat treatments (PWHT). Figure 9.2.3 presents an even less definitive picture 
as to the validity of the correlation. While there are definite trends in the 
remanent magnetization, it appears difficult to quantify the changes. 

The work of Iwayanagi et al.( 9•2•4> using magnetostriction as a measure­
ment of residual stress highlights the problems in such measurements. While 
magnetic properties do change markedly with stress, magnetic field strength, 

chemical composition, cold work, and thermal treatment, all influence the mag­

netic field, reducing the correlation with regard to residual stress. 
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9.2.1.4 Barkhausen Noise Analysis (BNA) 

BNA is another technique that has been used to detect stresses in ferritic 
materials. Several authors have discussed the use of BNA; however, the fol­
lowin[ comments are derived from only one source deemed to be the most rele­
vant. 9•2•5> The authors cite several real or potential applications of BNA 

such as grain size determination, texture (anisotropy), precipitation and/or 
aging which includes microstructural changes, deformation, and stress 
measurement. 

BNA is based on orientation of atoms within magnetic domains. These 
domains vary in shape and size, depending on composition, temperature, micro­

structure, inhomogeneities, and stress state. Magnetization causes realign­

ment of domains with this realignment being sensitive to the preceding factors. 
The realignment generates a noise-like signal which is the tool used to detect 
changes in magnetic and electrical properties. This noise signal can be ana­
lyzed by various techniques including 1} mean or maximum noise amplitude 

measurement, 2) spectral density measurement, or 3) determination of the pulse­
height distribution profile of the noise. 

Some obvious advantages of BNA include 1) measurement times of 5 to 
15 sec, 2) no requirement for clean surfaces, 3) an objective answer, and 

4) ability to handle large objects. 

With the advantages come some disadvantages such as 1) measurements are 

limited to less than 1-mm-thick surface layer; 2) since sample thickness may 
affect the results, it is necessary to calibrate; 3) results are sensitive to 
several microstructural parameters so changes in one factor may overshadow 
changes in factors of primary interest; and 4) it is limited to ferromagnetic 
materials. 

With regard to measurement of residual stresses, BNA has been used in gun 

tubes, bearings, etc. If residual stresses are to be quantified, both material 
and fabrication histories must be known; and any change in the material parame­

ters either before or during service must be accompanied by a recalibration. 
Application relevant to stresses include 1) clarification of need for stress 

relieving, 2) measurement of compressive stresses by shot peening, 
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3) evaluation of remaining service life (fatigue), 4) monitoring of components 

operating at high temperatures for creep. Figure g.2.4 presents a generic type 
curve typical of many ferritic materials with regard to changes in BNA due to 

tensile and compressive stresses. 

It would appear that BNA has application as a qualitative tool to detect 

changes and may have application as a quantitative tool where measurements are 

repetitive and the number of components merits careful calibration. 

9.2.1.5 The Mossbauer Effect 

The Mossbauer effect has been explored as a tool for measuring residual 

stressed with limited success.(9· 2· 6) Residual surface stresses at the yield 

strength level will produce a maximum shift of -1% of a typical resonance peak 

height and width. By heating or cooling the gamma ray energy may be changed 

sufficiently to enhance the changes and to permit monitoring. Another 
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limitation with large bulk samples such as weldments, where measurements gener­
ally are limited to one surface, is that a backscatter technique must be used. 

In essence, the Mossbauer effect is a recoilless gamma-ray nuclear­
resonance phenomenon where 14.4 keV gamma rays are emitted by a 57co nucleus 
upon decaying to 57Fe. Stresses affect the Mossbauer spectra in two ways: 
1) the entire absorption pattern shifts, or 2) the pattern collapses (or 
expands) slightly. 

g.2.1.6 X-Ray Diffraction 

X-ray diffraction is a long established technique for the measurement of 
surface residual stresses. A majority of the X-ray data will be presented in 
the section relevant to austenitic stainless steels; however, one study is of 
interest with regard to thick sections of ferritic steel.(9•2 •7) A submerged 

arc weldment in an A-533 Grade B Class 1 steel plate about 7.5-in. thick was 
examined after a 620°C (1150°F) 5-hr stress relief. X-ray diffraction was used 

to determine the residual stresses across the base metal--HAZ--weld-HAZ-base 
metal using a specimen of similar material subjected to various tensile loads 
as a means of calibration. Since X-ray is limited to a measurement of stresses 
within 1 to 2 mils of the surface, a series of measurements was made after 
selective removal of material by careful machining followed by electro-

polishing. Eleven levels through the plate were measured both parallel and 
perpendicular to the weld. The following represent significant values and 
conclusions: 

• Accuracy--±39 N/mm2, plate--369 N/mm2, weld--448 N/mm2, 

HAZ--483 N/mm2• 
2 • Variations in residual stress were 100 to 350 N/mm over a 5-mm 

distance. 

• Values in the perpendicular direction were higher than in the paral­
lel direction. 

The X-ray diffraction technique also suffers from a number of potential 

limitations; these will be discussed in Section 9.2.2.2. Some idea of the need 
for an expert appraisal of the X-ray data can be inferred from the scatter in 
values shown in Figure 9.2.5. 
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9.2.1.7 Ultrasonics 

Ultrasonics have been used to detect and measure residual stresses. A 
late study summarizes previous work and is cited here.< 9•2•8) In essence, 

the technique is developed from the theory presented in Chapter 9A. It is 
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known that UT beam velocity changes with c~anges in stress. Figure 9.2.6 pre­
sents various conditions equating changes in velocity to changes in stress. 
For bulk loads that are relatively uniform~ the procedure appears to give rel­

atively reproducible results; however, there are other effects that can change 
both velocity and beam angle. In addition~ the UT is an averaging technique 
over a finite volume so rapid changes in stress pattern will be seen as an 
averaged value. This means trends can be detected but absolute values will be 
difficult to establish even with gaging or focusing to control volume incre­
ments. Unless one can measure incremental changes in velocity within every 
volume module~ it is diffi cult to see how one can quantify changes in stress 
patterns. 
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9.2.2 Austenitic Stainless Steels 

The measurement of residual stresses in austenitic stainless steel piping 
weldments became important when the incidence of IGSCC in BWRs was attributed 

in a substantial degree to the high levels of residual stress. Several of the 
techniques discussed in Section 9.2.1 for ferritic steels are not applicable 
because they are limited to ferromagnetic materials~ limiting the choice to 

strain gaging, X-ray diffraction and ultrasonics. An additional technique is 
to use analytic procedures coupled with available experimental information to 
"benchmark" the curves. The hole drilling technique is not applicable to 
austenitic steels because of their propensity to work harden. 

g.2.2.1 Strain Gaging 

Strain gaging has been used on the austenitic stainless steels to measure 

residual stress;(9· 2·g,9•2•10 ,9•2•11 } however, the reservations concerning 

th f t . t b R b. k-( 9•2•2} e accuracy o s ra1n gage measuremen s expressed y y 1c 1 are 
equally applicable to this class of materials. In fact, they will tend to be 
more sensitive to relaxation of stresses. 

The Japanese study(9•2•9> is quite extensive covering 9-, 10-, and 

12-in.-dia piping; however~ it does not include data generated by other tech­
niques, and it was not possible to benchmark their strain gage data. 

Gianuzzi et al. in EPRI NP-944( 9•2·10) reported an extensive collection 

of residual stress data (for austenitic stainless steels). Included was a 

review of the relevant literature. Sizes of piping examined were 10- and 
26-in. schedule 80 containing either gas tungsten arc or shielded metal arc 
weldments. Residual stress measurements were made by the strain gage tech­
nique, both gage removal and slitting the pipe, and by X-ray diffraction. Some 
interesting effects reported were 1) longitudinal residual stresses increase 
as pipe size decreases; there is about 20- to 25-ksi difference from 10- to 
26-in.; 2) there was no measurable difference in residual stress in the 26-in. 

pipe for low heat input versus high heat input welds; and 3} surface grinding 
of 304 SS produces a brittle cold-worked layer that cracked under a modest ten­

sile strain (-1%). This may have been a major contributor to the initiation 

of IGSCC in as-welded and ground 304 SS piping. 
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An example of the effects of grinding or machining can be seen in 
Figure 9.2.7. 

Strain gages were used to measure surface and through-wall stresses. Pro­
files taken across weldments in both 10-in. and 26-in. piping are shown in 
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Figure 9.2.8. Recognizing the validity of Rybicki's( 9•2•2) comments regard­
ing sources of error in residual stresses, we should examine trends rather than 
considering the values as absolute. 

Rybicki( 9•2•11) used strain gages to determine residual stresses on 12-in. 
schedule 80 304 SS pipe containing either a 2-pass TIG weld or a 6-pass MIG 
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weld; a trepanning procedure was used to measure stresses by difference. The 
trepanning error was considered to be +Q -6000 psi. 

Table 9.2.1 contains data obtained from the strain gage measurements. The 
trends cited follow those obtained by X-ray and other techniques. 

Rybicki and Stonesifer(9•2•12 ) extended the earlier work of 
Rybicki( 9•2•11 ) to 7-pass and 30-pass girth butt welds. The first was on a 

114-mm (4.5-in.) pipe and the second on a 711-mm (28.0-in.) pipe, both 304 SS. 
An axisymmetric computational model consisting of a temperature model plus a 

stress analysis model was used. The analytic results compare favorably to the 
laboratory measurements as can be seen in Figures 9.2.9 and 9.2.10. 

9.2.2.2 X-Ray Diffraction 

X-ray diffraction represents one of the oldest and most accurate methods 
of measuring residual stresses. Norton{ 9•2•13 ) in his "Lester Honor Lecture 

discussed the real or potential limitations in the use of X-rays to measure 
residual stresses. Several differences cited by Norton( 9•2•13 ) probably are 

related to the fact that X-ray measures surface stresses not bulk stresses. 
Examples of lack of agreement between X-ray and mechanical measurements follow: 

• Low carbon steel is stretched in tension to 5 to 10% plastic strain. 
X-ray reveals surface compressive residual stress whose magnitude 

increases with increasing plastic strain. Normal mechanical measure­

ments reveal no residual stress; this is because tensile stresses 

TABLE 9.2.1. Residual Stresses in 12-in. 304 SS Pipe Containing 
TIG and MIG Welds 

Distance from Fusion 
Direct ion Maximum Stress, ksi Line (in.) 
of Stress Location 2-Pass TIG 6-Pass MIG 2-Pass TIG 6-Pass MIG 

Longitudinal Inner Surface 30 30 0.1 -0.3 
Outer Surface -15 -25 -o.1 -0.3 

Circumferential Inner Surf ace -35 45 -O.l -0.3 
Outer Surf ace 60 to 75 10 0.2, 0.30 -0.1 
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exist in center of bar balancing compressive stress due to a lower 

yield stress on surface than at center (often occurs in single phase 
alloys). 

• Alloys with relatively soft matrix containing hard second phase may 

show superimposed compressive residual stress throughout specimens 
which cannot be true on basis of stress compatibility. This suggests 
answer is microstresses set up between hard and soft grains which 

balance locally. 

The following are examples of real or potential limitations relevant to 
austenitic stainless steels: 

• X-ray does not work well with large grained material because not 
enough crystals of correct orientation for diffraction occult beam. 
Typical of castings in welds, sometimes in well-annealed material. 

• Metals which, because of their structure, do not give strong diffrac­
tion peaks at the desired angular range with any of the X-ray wave­
lengths; austenitic stainless steels and titanium base alloys are 
examples. Peaks exist but they occur at such low values of a theta 
angle that the stress constant is too large to give the desired 
sensitivity. 

Chrenko<9•2•14 ) described X-ray diffraction equipment developed to resolve 

the limitations cited by Norton.< 9•2•13) The system used parallel beam optics 

which permitted larger sizes of samples as well as reducing sample placement 
errors. An oscillating motion was incorporated to permit examination of larger 

grained specimens. The system was developed specifically to measure residual 
stresses, particularly weldments in 304 SS piping. Figure 9.2.11 illustrates 
the variations as a function of azimuthal position. These variations were 
cited by Tomlinson et al.< 4•5•29 ) in Chapter 4. These azimuthal differences 
are seen much more clearly in Figure g.2.12 where surface longitudinal inner 
surface residual stresses are measured at 0.1 in. from the fusion line. The 

total stresses cited in Figure 9.2.12 were obtained by adding the X-ray 

stresses to the stresses relieved when the pieces used for the X-ray measure­
ments were cut out. 
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A majority of the residual stress measurements discussed by Gianuzzi 

~ 

Cl.. 
~ 

~ 
Q. 
~ 

et al.( 9•2· 10) were obtained using X-ray diffraction. In fact, Chrenko(9· 2•14) 
participated in the studies. Over 75 HAZs were measured to determine the level 
and distribution of residual stresses, both circumferentially and longitudi­
nally. Measurements were made on inner and outer surfaces before and after 
stress relaxation. Generally, measurements were made parallel to the grinding 
direction (the lay). Several parameters were examined including the effects 
of surface treatments on residual stresses, variations from laboratory to labo­
ratory in measurement by X-ray diffraction , az imuthal distribution of stresses, 
and variations of residual stress in the longitudinal direction. Figure 9. 2.13 

illustrates the degree of reproducibility of X-ray diffraction measurements of 

residual stresses with three laboratories. 
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A tabular presentation of data comparable to that in Figure 9.2.12 by 
Chrenko( 9•2•14 ) is given in Table 9.2.2. While the trends are similar, it is 

apparent that the absolute values vary markedly from pipe size to pipe size, 
and probably from one set of welding conditions to another set of welding 
conditions. 

Several significant trends were cited by Gianuzzo et al.( 9•2•10) and are 
quoted directly in the following paragraphs. 

A number of general comments can be made about the X-ray longitudinal 

inside surface stresses measured on pieces of butt-welded Type-304 SS pipe. 

These pipes had been machined in the counter bore area prior to welding and 

had received no post-weld surface treatments: 
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FIGURE 9.2.13. X-Ray Residual Stress Measurements from Several 
Laboratories on Pieces of 10.16-cm (4-in.) Dia 
Welded Type-304 SS Pipe 

• Bell-shaped residual stress distributions centered at the weld have 
been found for all azimuths for pieces of 10.16-cm (4-in.) and 66-cm 
(26-in.) dia welded Type-304 SS pipe. 

• This bell-shaped stress distribution with distance from the weld is 
similar for the three different diameter pipes, with variations 

occurring vertical displacement (stress axis} of the curves. 

• The stresses are usually tensile in the heat-affected zone -o.s em 

{0.2 in.) from the weld centerline. 

• The stresses are highly compressive -1.2 em (0.5 in.) from the weld 
centerline. 
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TABLE 9.2.2. Inside Surface Residual Stresses, 0.50 em (0.2 in.) from Weld Centerline,(a) Longi­
tudinal Direction (high heat input weld, 66-cm (26-in.) dia Type 304 SS pipes) 

Heat Side 

Panel o Azimuth 0 

X-Rax Total 
Stress Relief 

X-Rax Correction Total 

30 9 +214 (+31) +27 (+4) +241 (+35) +131 (+19) +14 (+2) +145 (+21) 

34 -41 ( -6) -7 (-1) -48 (-7) +28 (+4) -7 (-1) +21 (+3) 

48 +41 (+6) +21 (+3) +62 (+9) +159 ( +23) +14 ( +2) +172 (+25) 

90 70 +200 (+29) +7 (+1) +207 (+30) +159 (+23) +7 (+1) +165 (+24) 

93 +234 (+34) -21 (-3) +214 (+31) +172 (+25) -28 (-4) +145 (+21) 

150 129 +172 (+25) -48 (-7) +124 (+18) +55 (+8) -48 (-7} +7 (+I) 
154 +172 (+25) -34 (-5) +138 (+20) +41 (+6) -14 {-2) +28 (+4) 
164 +200 (+29) -28 ( -4) +172 (+25) +186 (+27) -14 (-2) +172 (+25) 

210 190 +138 (+20) -14 (-2) +124 ( +18) +131 ( +19) -28 (-4) +103 (+15) 
215 +103 (+15) -21 (-3) +82 (+12) +186 (+27) -48 ( -7) +138 (+20) 

270 247 +172 ( +25) -55 (-8) +117 (+17) +131 ( +19) -69 (-10) +62 (+9) 

272 +103 ( +15) -34 (-5) +69 (+10) +172 (+25) -21 (-3) +152 (+22) 

330 310 +172 (+25) +34 (+5) +207 {+30) +159 (+23) +14 (+2) +72 (+25) 
334 +200 (+29) -7 {-1) +193 (+28) +241 (+35) +14 (+2) +255 (+37) 

(a) 0.25 em (0.1 in.} from weld fusion line. 
(b) The MPa readinqs were derived from ksi readings. Hence, because of rounding error, the MPa data 

in the Total column may not equal the sum of the two contributions. 
NOTE: + = tension, - = compression. 



• The widths (full width at half maximum intensity) of all the bell­
shaped surface stress distributions were approximately the same, 

-1.5 em (-0.6 in.) wide, centered at the weld. 

• A steep stress gradient occurs -0.5 to 1.0 em (0.2 in. to 0.4 in) 
from the weld centerline. 

• At a constant distance from the weld centerline in the heat-affected 

zone, e.g., 0.5 em (0.2 in.) the X-ray stresses can vary appreciably 
around the azimuth. The variations are less the larger the pipe 

diameter. 

• In the heat-affected zone 0.5 em (0.2 in.) from the weld centerline 

most tensile stresses are in the order of a-10.16 em > a-25.4 em< 
a-66 em, in agreement with analytical calculations. 

The subsurface residual stresses obtained by electropolishing in from the 
inside surface are similar for the three different diameter welded pipes. In 
the HAZ 0.5 em (0.2 in.) frorn the weld centerline, the stresses are usually 
tensile on the inside surface and remain tensile at least for the first 

0.0025 em to 0.050 em (0 .0010 in. to 0.020 in.) beneath the surface. The 
stresses further from the weld, -1.2 em (0.5 in.) from the weld centerline, 
change from being highly compressive at the surface to being much less compres­
sive or even tensile at this same depth beneath the surface. 

Some preliminary X-ray subsurface residual stress data have been obtained 
by having the X-ray beam incident on the side surface near the weld instead of 
the inside surface. For the 66-cm (26-in . ) pipe, longitudinal stresses in the 
base metal are still tensile -o.3 em beneath the surface but become compressive 
at a depth of -o.6 to 0.8 em (0.25 to 0.3 in.) beneath the surface. 

Deep subsurface X-ray residual stresses obtained by having the X-ray beam 
incident on the side edge near welds are consistent with those obtained by 

electropolishing in from the inside surface and having the X-ray beam incident 

on the inside surface. These side-view stresses are also consistent with the 
findings from tests in boiling MgC1 2. Based on these data it appears that 

measuring deep or through-wall residual stresses by having the beam incident 
on the side surface is a viable method. 
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A few X-ray inside surface data as a function of distance from the weld 
show that stresses in the circumferential (hoop) direction have bell-shaped 
distributions similar to those seen for the longitudinal direction. The cir­

cumferential stress data is sufficient to adequately compare the circumferen­
tial stresses in the various sized pipes. 

An attempt was made to correlate several welding and weld appearance para­

meters and the residual stresses present at 0.50 em (0.20 in.) from the weld 
centerline around the azimuth of the high heat input welded 66-cm (26-in.) dia 
Type-304 SS pipe. No convincing correlations were found to exist, although 

several of the parameters should be examined in future welds for their rela­
tionship to the stresses present. 

An analytical study( 9•2•15} discussing mechanisms for preventing IGSCC 

by limiting applied static loads uses data that undoubtedly were generated in 
the preceding study.<9•2•10) Figure 9.2.14 permits a comparison of general 
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trends of residual stress as functions of pipe size and distance from the weld 

fusion line. Presumably, these represent longitudinal stresses. 

Machining and grinding cause high tensile residual stresses at and below 
the surface, confirming the data of Gianuzzi et al.( 9•2•10) Figures 9.2.15a 

and 9.2.15b contain the data. Obviously, grinding introduces deep tensile 
residual stresses. 

The beneficial effects of sand or grit blasting and shot peening insofar 

as generating compressive residual stress is concerned can be seen in Fig­
ures 9.2.16a, 9.2.16b, 9.2 .16c, and 9.2.16d. The sand blasting data in Fig­

ure 9.2.16a for rougher (40 ~) surfaces appears anomalous; however, the trends 
generally are as anticipated. Figure 9.2.16d permits a comparison of 304L to 

304 (Figure 9.2.16c). Again values were as expected. 

A portable X-ray unit capable of measuring residual stresses on the inner 
surface of piping has been developed and tested on 10-in. pipe.(9•2•17 ) The 
final unit is to be capable of fitting into a 4-in. pipe. Table 9.2.3 presents 
available data. Questions not answered in the study include ability to posi­

tion longitudinally and azimuthally with respect to the weld fusion line inter­
face and the influences of internal geometry, such as counterbore lengt~ and 
angle, mismatch, etc., on the accuracy of results. Since longitudinal stresses 

may change from large tensile to large compressive in a few tenths of an inch, 
accurate positioning is critical. 

9.2.3 Other Metals and Alloys 

Since this study focuses on the ferritic and austenitic stainless steels 
as materials of interest in nuclear applications, any discussions of NDE tech­
niques used on other metals and alloys will be limited to cases where the data 
reveal basic limitations or potentialities of a given technique, or where it· 
is apparent that the technique should be directly applicable to the austenitic 

and ferritic steels. An example of a study meeting the latter criterion is the 
work of Kino et al.(9•2•18) at Stanford on the use of ultra-sonics to measure 

residual and applied stresses. Earlier studies used aluminum alloys and pure 

metals to explore the feasibility of ultrasonics to measure and characterize 

residual stresses. These early studies are neither discussed nor cited here 
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TABLE 9.2.3. Stress Exposure Technique (SET} Used to Measure Inner 
Surface Stresses in Welded Austenitic Piping 

Location 

HAZ, 5 mm from Weld, 180° 
from Seam 

HAZ, 1 mm from weld, 180° 
from Seam 

HAZ, 5 mm from Weld, 90° 
from Seam 

HAZ, 6 mm from Weld, 180° 
from Seam 

HAZ, 10 mm from Weld, 
180° from Seam 

HAZ 20 mm from Weld, 
180° from Seam 

Counter-Bored Area 100 mm 
from Weld, 90° from 
Seam 

As-Rolled Parent 
Material, 130° from 
Seam 

As-Rolled Parent 
Material, 130° from 
Seam 

HooE Stress In Situ 
SET 

( b = 25 °) 82% of 
ESi SET, Esi 

-74,871 -61,374 

-91,848 -75,315 

-42,898 -35,176 

+10,099 8,281 

+44,534(a) 36,518(a) 

s;n2 

Lon~itudinal Stress 
ET 

(b=25°) Sin2 
'YES i ES i '¥ psi 

-63,219 

-34,700 

-77 '900 

-110,700 

-59,100 -84,100 

(a) Data questionable due to larger variance in parabolic curve fit. 

because they generally suffered from the faults cited in Section 9.2.1.7 with 
regard to UT being an averaging technique capable of detecting trends, but dif­
ficult or impossible to measure absolute values. While the studies of Kino 
et a1.( 9•2•18 ) represent a step toward answering the above reservations, the 

ultimate proof will be the examination of austenitic stainless steel weldments 
in situ. 
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The basic unit consists of a computer-controlled system which produces 
quantitative two-dimensional images of stress contours in planar metal samples 
resulting from both residual and externally applied stresses. The basis is the 

dependence of velocity of propagation of longitudinal sound waves on the state 
of stress in the interrogated material. 

It was found that theory compared favorably with experimental results in 

cases of stress distribution around a hole in a large uniformly stressed plane 
sample, including the detection of regions where plastic yielding had occurred. 

Figure 9.2.17a illustrates the specimen geometry and Figure 9.2.17b is a com­
parison of experimental and theoretical stress contour about the circular hold. 

Similar stress mapping has been done of the inhomogeneous regions typical 
of edge cracks. Again there was excellent agreement between theoretical calcu­
lations and experimental results. An example of the double edge-notched speci­
men is given in Figure 9.2.18a and a comparison of constant stress contours 
obtained acoustically and with photo-elasticity is given in Figure 9.2.18b. 

In essence, the preceding results represent an extension of Murnaghan's 
third-order elastic constant theory described in Chapter 9A. Relative accu­
racies are 2 to 5 parts per million and stresses as small as 5 MPa can be 
determined. Measurements are taken on a uniformly stressed specimen serving 

as a control, then the inhomogeneous stress fields in the same type of material 
are scanned. Presumably, this is the first time quantitative stress maps have 

been made using ultrasonics. The system is capable of a 500 point scan in 
about 20 minutes. 

The procedure is very sensitive to differences in microstructure which can 
mask the changes in velocity due to stress; therefore, considerable care must 
be exercised in interpretation unless the fabrication histories and final 
microstructures are thoroughly categorized. The significance of these factors 

is discussed in Chapter 9A. 

An example of the double-pulse technique applied to the measurement of 

stressed regions is given in Figure g.2.19. An aluminum disk containing a hole 
was stressed by forcing a steel rod into the hole generating pressure around 
the center of the disk of about 300 psi. After removal of the rod the two 
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surfaces of the disk were machined flat and parallel. The initial deformation 
resulted in retained residual stress at a maximum nearest the hole decreasing 
to a baseline value at about 1 in. The maximum decrease in velocity due to 

the stress was AV/V = 0.65%. 

The preceding approach appears to have considerable promise; however, it 

will be necessary to examine results from a three-dimensional residual stress 
di stribut i on before a final assessment of the system can be made. 

A combined theoretical/experimental study of Buck and Thompson( 9•2•19) 

examined acoustic and magnetic techniques to detect and measure microscopic 

residual stresses (third order) typically having ranges of 100 to 1000A 
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(dislocations); intermediate (second order) residual stresses are characterized 

by X-ray line shift and line broadening in contrast to line broadening alone 
with third order. This ranges typically is on the order of ~m. Finally, 

macroscopic or first-oraer residual stresses are characterized by X-ray line 

shift and will have ranges up to centimeters. Some of the theory relating 

changes in acoustic velocity or frequency to crystal anharmonicity is 

developed to the extent of relating to both second- and third-order elastic 

constants. 

With ferromagnetic materials, the use of electromagnetic (EMAT) trans­

ducers will generate a Lorentzian field while simultaneously generating a UT 

surface wave which can be detected with a conventional transducer. Here the 

peak amplitude will be proportional to the differential magnetostrictive 

coefficients of the ferromagnetic material under zero stress. There is little 

or no preferential tendency for the magnetic moments to orient along a given 
axis; however, under stress there will be a preferential tendency for the 

magnetic moment to orient along the [100] axis. 

9.2.4 Overview 

A recent report by Ruud(9•2·20 ) examined those nondestructive methods 
deemed to be applicable to nuclear reactor pressure vessels and piping. The 

author reviewed hole drilling x-ray diffraction, ultrasonics, BNA, magnetore­

striction, Mossbauer and indentation methods. He considers x-ray diffraction 
to be the only proven technique at this time. In the long term, ultrasonic is 

considered to have the most potential for defining bulk residual stresses. 

Coverage is quite extensive in this report and is suggested as an excellent 

reference document. In excess of 150 references are cited in the report. 
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9.3 BULK TENSILE AND COMPRESSIVE STRESSES 

A 1968 paper by Crecraft( 9•3•1) describes a "sing-around" technique for 

measuring tensile and compressive stresses in materials with UT. In essence~ 
his "sing-around" technique corresponds to the ultrasonic birefringence tech­
nique cited by later authors. Figure 9.3.1 from Crecraft{9•3•1) develops the 
analog of ultrasonic waves in stress analysis to light waves in photoelastic­
ity. The polarized wave {either UT or light} enters the material and resolves 
into two components, each polarized along a principal stress axis. These two 
waves travel with different velocities~ depending on stress and other charac­
teristics of the solid. The waves may or may not have the same phase~ depend­
ing on the number bf wavelengths of "relative retardation" experienced; hence~ 
the familiar fringes (birefringence). Velocity difference is measured because 
the change in total velocity is too small to measure with sufficient accuracy. 

I AXIS OF TRANSMITIER 
1 POLARIZER 

I 
: I PRINCIPAL 

POLARIZED WAVE ' /STRESS AXIS (Xl 

ENTERING MATERIAL 1 ' I ',I 
I ~ COf/IPONENTS 

I I TRANSMITTED 
PRINCIPAL I I THROUGHMATERIAL 

STRESSAXIS (YJ,, ~/ ! 
' I . 

' I 
1 I 

- --- --.. ....... -...;:a& ____ L..---

COMPONENTS OF WAVE 
EMERGING FROM MATERIAL 

CJGURE 9.3.1. Section Through XY Plane of Material 
Under Stress Showing the Space Inten­
sities of Light Waves in Photoelasti­
city and Ultrasoni c Shear Waves in 
Sonoelasticity, with "Crossed" 
Polarizers 
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The bases for measurement are the transmittal of a shear wave through a 
specimen, an attempt to find the two principal stress axes in the plane normal 
to the direction of wave propagation, and a measurement of the phase shift 
between the two emerging waves. 

The 11 Sing-around 11 technique derives its name from the procedure which con­
sists of selecting an echo from the transmitted pulse; this echo is used to 
trigger the transmitter so that the system recycles or 11 Sings around" wHh a 
period of repetition which equals the time for the selected echo to arrive at 
the receiving transducer. 

An example of data collected with the 11 Sing-around" technique is given in 

Figure 9.3.2 for longitudinal waves and shear waves measured parallel and per­
pendicular to applied tensile and compressive stresses. As noted, the changes 
in longitudinal waves and 
of stress are very small. 

repetition frequency (RF) 

where v = velocity 

in shear waves polarized perpendicular to the axis 
The vertical axis on Figure 9.3.2 is in terms of 

or period. The relation to beam velocity is 

(9.3.1) 

f = repetition frequency (a 1 so PRF) 

" = Poisson's ratio 

el = longitudinal strain 

Under compressive loads, el is negative so velocity changes will have a 
slight positive slope compared to RF changes . With tensile loads this slope 
will be slightly negative . In any event, the longitudinal waves and perpendi­
cularly polarized shear waves will incur very small changes in velocity, con­
firming the futility of using longitudinal waves for stress measurements 

(including residual stress) since the very small changes are swamped out by 
variations in composition, inaccuracies in measurement of beam path lengths, 

etc. 
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The relatively larqe change in values for the shear wave polarized paral­
lel to the axis of stress is believed due to changes in the effective shear, 
or riqidity modulus due to changes in the applied stress. The parallel polar­

ized shear wave shears in these same planes, explaining the comparatively large 
variation. The perpendicularly polarized wave shears in the plane of the bar 

cross section where no shear strain occurs under axial loading. 

9.3.3 



The author( 9.J.l) argues that the "sing-around'' technique will detect 

preferred orientation and plastic deformation. He may have been somewhat opti­
mistic as to the accuracy of such UT measurements since several mechanisms can 
lead to false signals. However, the general trends should be relevant. 

A substantial study reported in 1979(9•3•2) examined the use of X-ray 

diffraction, BNA and ultrasonic shear wave birefringence to measure stresses 
in railroad rails. Since the interest was in bulk stresses, UT was selected 

(X-ray and BNA are limited to surface measurements). The longitudinal wave 
traveling parallel to the rail axis was measured because the acousto-elastic 

effect is greatest for longitudinal waves propagating in the direction of 
applied stress. Measurements were made at the midpoint of the rail web near 

the neutral axis. Wave travel times along the rail could be measured to an 

accuracy of ±3 nanoseconds. Stress changes could be measured with an accuracy 
of ±6.9 MNtm2 (±1 ksi). The procedure might have some potential in the mea­

surement of bending loads in piping systems although no data directly applica­
ble to piping systems is known to exist. 

9.3.1 Cold Work 

Rayleigh waves have been used to evaluate cold work< 9•3•3) in austenitic 
stainless steel. A critical angle technique at 12.5 to 15.0 MHz was found to 

correlate with microhardness values at various levels of cold work. At these 

frequencies, factors such as material chemistry and grain size, appeared to 
have little effect on the changes attributed to cold work. 
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9.4 SURFACE HARDNESS 

Rayleigh waves were used to evaluate the surface and near-surface proper­
ties of a case-hardened steel. (9•4•1) A frequency range of 0.5 to 6.0 MHz 

was used. The basic assumption was that all hardness changes were due to 

changes in the shear constant, c55• The mathematical development for c55 is 
given in Chapter 9A. In essence, a curve-fitting technique was used where the 

c55 limiting value was measured deep within the rod. Curves were benchmarked 
using the unperturbed elastic constants. Figure 9.4.1 relates Rayleigh wave 

frequency to penetration depth in a solid such as steel, together with picto­
rially representing the displacements in a solid accompanying exposure to 

V R ~ 2.9x10
5 cmfsec 

o.os 

50 

PENETRATION DEPTH (mml 

0.1 0.3 0.5 1 3 5 10 

30 10 5 3 1.0 0.5 0.3 
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MAXIMUM 
C OUNTE RC LOCKW I SE 

FIGURE 9.4.1. Pictorial Representation of Displacements Which 
Accompany a Rayleigh Wave. The line drawing in 
the upper figure is a logarithmic plot showing 
the penetration depths for various frequencies 
for a typical Rayleigh wave velocity of 
VR = 2.9 x los em/sec. 
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Rayleigh waves. A 3-in.-dia bar of steel was oil quenched from above the 
austenitizing temperature to develop a hardened and stressed cylinder varying 
in properties from surface to center. Both hardness and Rayleigh wave velocity 

(6 MHz) gradients were measured by successively removing 0.030-in. layers and 
measuring hardness and wave velocity. Figure 9.4.2 presents these data as well 

as velocity changes measured on the hardened but unmachined bar. The curve 
shapes for Figures 9.4.2a and 9.4.2b are quite comparable as is Figure 9.4.2c; 

however, one might postulate that the similarity in curve shapes was fortu­
itous. The authors<g· 4•1 ) attempted (apparently successfully) to establish 

that the measurements of velocity versus frequency contain the same informa­
tion as the destructively determined Rayleigh wave velocity versus depth 
(Figure g,4.2b). The measured Rayleigh wave veloc- ity as a function of depth 
was used to define a function, F{z), which was integrated using a computer. 

The theoretical equation used with the function was of the form 

00 

J 
0 

F(z) f (Z/A) dz 
A 

(9.4.1) 

where MT is the transpose of a vector containing material properties (C,p) and 

f {z/A) is a column vector of the form. 

E (z/ >.) 
( 

e-2az/ A 

-( a+b) 
"" e 

e-2bz/'A 

(9.4.2) 

where a and b are parameters in the expression for the displacement amplitude 

of the unperturbed Rayleigh waves. 

The basic assumption in the integration was that a change in shear con­
stant, Ac

55
, was re.sponsible for the entire variation in the surface wave 

velocity. The solid line in Figure 9.4.3 represents the integration of the 
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equation. The open circles are the data points at the various wavelengths 
shown in Fiqure 9.4.2c. As can be seen, the theoretical curve and the observed 

data points fit very well, particularly when one considers the very complicated 
displacement functions in a Rayleigh wave (Figure 9.4.1). 
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9.5 FATIGUE DAMAGE 

Extensive work has been done relevant to the detection and characteriza­
tion of fatigue damage. Green( 9•5•1) critically reviewed the information 

relevant to detection of fatigue damage 1n a 1g73 paper, citing some 44 refer­

ences relevant to detection. He concentrated on four techniques used to 

measure fatigue damage: 

• bulk wave reflection 
• surface wave reflection 
• ultrasonic attenuation 
• acoustic emission. 

On a rating basi~, Green( 9•5•1) dismissed both body and surface wave reflec­

tion techniques as being markedly inferior because both require a substantial 
fatigue crack prior to reliable detection. While acoustic emission was con­
sidered much better than the preceding two, it cannot detect static flaws, nor 
can it operate too satisfactorily in a high background noise field. This 

leaves ultrasonic attenuation as the preferred technique because it can detect 

motion of dislocations as well as the vibrations of dislocation loops. Again, 
it should be recognized that other factors contribute to attenuation and these 
need to be considered. 

A study( 9•5•2) of the early stages of fatigue in rotating beam specimens 

of aluminum and steel used Rayleigh waves and longitudinal waves as well as 

measurements of attenuation as methods of prediction of fatigue, either low 

cycle or medium cycle. A majority of the work was with Rayleigh waves so one 
should recall the reservations cited by Green.(g· 5· 1) Figure 9.5.1 permits a 

comparison of changes in UT signal during both early and late stages of fatigue 
crack growth. The influence of grain size can be observed in the lower figure. 

ALN has been used to predict fatigue damage in low-cycle, reverse-bending, 
fatigue loading of 2024-T4 aluminum.( 9•5•3) In this instance, 10-MHz, 45° UT 

was used to interrogate the fatigue specimens. Signatures used to detect and 

evaluate fatigue damage included signal-amplitude-time spectrum and cepstrum. 
They were able to detect fatigue damage after 10% of fatigue life with g2% 
success and estimates of damage could be made within *20% of actual fatigue 
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life for about 76% of the data. Basically, the ALN detected very small cracks 
on the order of -0.020-in. long by about 0.0030-in. deep. Definite differences 
in amplitude time signals occurred with increased fatigue. 

High temperature creep-fatigue is less amenable to detection. A 
2-1/4 Cr-1 Mo steel was examined after extensive creep-fatigue damage at 1100eF 
(595.C).( 9•5•4} Ultrasonics and magnetic field analysis were used; however, 

neither yielded meaningful results. 
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9.6 GRAIN SIZE 

A substantial paper(9•6•1) examined the relation between grain size and 
ultrasoni c attenuation coefficients for both austenitic stainless steel and 

iron of various grain sizes. A comparison technique was used against a stan­
dard test block. Several parameters were investigated such as 

!Grain size--ASTM 7.5 9 6, 5, 3.5, 3, 2.5, 1.5 
Diameters 10-3 em 3, 5, 7, 12, 14, 17, 23 

Surface finish---0.1 ~ 

!Frequency MHz--2.25, 3, 5, 10, 15 (longitudinal) 
Transducer size (mm-30~, 25~, 20~ 9 20~ (X-cut), 10~ 

!Frequency MHz--3, 5, 10 (shear) 

Transducer size (mm)--20 x 15, 20 x 13, 10 x 9 (Y-cut) 
Couplants--spindle oil, vaseline, salol oil 

The authors review the various theories for attenuation of ultrasound in 
polycrystalline metals (ignoring elastic anisotropy). The interested reader 
is referred to the report.(9•6 •1) Table 9.6.1 contains the various theoreti­

cal derivations, together with an explanation of terminology. 

If the scattering factor establishes the scattering attenuation, the ratio 
of the scattering factors of two materials such as stainless steel and iron 
will yield a similar ratio for scattering attenuation coefficients, providing 
the values of nO/A (grain size and wavelength) are the same for both materials. 
Available information would yield the following values as scattering factors; 

Mode of Wave 
Longitudinal 

Shear 

Scattering Factor 
Iron 18/8 ss(a) 

6.7 X 10-3 11 to 14 X 10-3 
-3 - 3 4.0 X 10 60 to 90 X 10 

R = Scattering Factor 18/8 
Scattering Factor Iron 

1.6 to 2.1 

1.5 to 2.3 

(a) Estimated from elastic moduli of 18/19, 18/14, 19/12 stainless steels 
determined experimentally. 
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TABLE 9.6.1. Comparison of Formulations Based on Various Theories for Attenua­
tion of Ultrasound in Polycrystalline Metals (elastic anistropy 
ignored) 

Theory 

Mason Longitudinal Wave 

Shear Wave 

H ~ . ic~n (:0)4; 0 1 Velocity effects 
aslo = T5 >:"< of Waves Bhatia Longitudinal Wave 

Shear Wave t ( Y] 2H 2 Vs wD 4 
Q.< asso :::1! 1 +1 Vi (~); 1 
A 

H ( 0)
2 

0 Krainer Longitudinal Wave a51o = j f- ; "i" < 1 

Morse as deduced by 
Richter and by 
Hikata 

2 00 

aD = 2H (~) 2: (2m + 1) s in2d, 0 < Q < oo wO ~o A 
Scattering by a sphere 

NOTE: All above consider aO as product of w0/). and scattering factor, H. 
as = scattering attenuation coefficient 
H = scattering factor 
D = grain diameter 
f = frequency = 1/A 
). ::::;: wave 1 ength 
n = positive integer. 

The R ratio did not bring the two sets of measurements into coincidence. 
This was due to the effective grain size of stainless steel being smaller than 
the apparent grain size because of the large number of twin boundaries having 
the same effect as grain boundaries on ultrasonic waves. An empirical pro­

cedure led to estimation of the effective size to be 0.62 to 0.65 DA where 
DA is apparent grain size. Measurement of effective grain size using photo­
macrographs and counting both twin and grain boundaries gave a range of 0.6 to 
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• 

0.8~ which was considered a reasonable check of 0.62 to 0.65. Figure 9.6.la,b 

compares the experimental values and theories for both longitudinal and shear 

waves. As noted~ only the theoretical approach proposed by Morse compared fav­

orably to the data insofar as curve shape was concerned. A relatively minor 

correction would bring the curves into agreement. 

Kinman et al.( 9•6·2) investigated the relationship of ultrasonic attenu­

ation to grain size~ strength and toughness of plain carbon steel. Nine 

ingots varying in carbon~ manganese and silicon contents were hot-rolled into 

46 plates~ each 0.75-in. thick. Emphasis was given to five heats denoted as 

A~ F ~ G~ H, and I, where the major variable was carbon content which ranged 

from 0.05 to 0.38%; the plates were annealed over a range of temperatures to 

produce grain sizes ranging from a low of -12 ~m to a high of 238 ~m. Grain 

sizes, volume-percentage pearlite, tensile and impact properties were deter­

mined using ASTM procedures. In addition, the attenuation for each condition 

was determined at 5 MHz in terms of dB/in. 

As will be seen from the figures and tables discussed in this section, as 

well as in 9.10 and 9.11, excellent correlations were obtained. Extrapolation 

to other materials, including low alloy steels, would be unjustified because 

the changes observed are due to the well-known relationships between grain size 
and yield strength or impact properties for pearlitic steels. The same rela­

tionships cannot be applied to bainitic or martensitic steels where hardenabil­

ity, not grain size, controls. Even so, the grain size relationship might 

apply to thick-sectioned A-533 Gr B steels subjected to the same heat treat­

ments or to materials such as SA-106 used in piping. Until substantial testing 
has been done it would be unwise to assume valid relationships between attenua­

tion and mechanical properties for the alloy steels. 

The authors< 9•6 •
2

) built on the extensive literature of plain carbon 
steels and the Hall-Petch relationships: 

TT = T + K d-l/ 2 
o T 

9.6.3 
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Y and T depend on alloy composition and percentage of pearlite; Kv and 
0 0 I 

KT are constants, and d is the mean ferrite intercept, a measure of average 

grain diameter with tensile strength. Grain size has less influence while com­
position and pearlite are important. 

Earlier work cited developed relationships with regard toUT such as 

• Ultrasonic attenuation can be used to measure the mean ferrite grain 

diameter in a given type of steel. 

• The application of UT attenuation should be in the Rayleigh region 
given by A > 2 wd, where A is the wavelength. 

The attenuation relationship in the Rayleigh region due to grain-boundary 
scattering is 

(9.6.3) 

where a
0 

is approximately constant for a given material and f is the ultra­
sonic frequency. 

Definitive relationships existed for attenuation versus grain size or 

reciprocal grain size as can be seen in Figures 9.6.2a and 9.6.2b. Fig-
ure 9.6.2a illustrates that too small a grain size or too low 
cannot be interpreted because of the flattening of the curve. 

extreme, a grain size cutoff is suggested well below d < ~, c- £:11' 

a frequency 
At the other 

so de was selected. 2 
A reasonable range of grain size was deemed to be 35 ~m to 115 ~m. Fig­
ure 9.6.2b explores the relationship of d-112 to attenuation over the range 

of 35 to 115 ~m. The curve is a rough approximation of a straight line. 

Based on work of Serabian<9•6•3) it appears possible that ultrasonic 
attenuation measurements can be used beyond the Rayleigh range. A wide spec­
trum of materials were examined having a spectrum of grain sizes. Values came 
from both the literature and work of the author. 
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Reviewing the basic loss mechanisms involved in the scattering of ultra­

sound in polycrystalline materials the following summarizes these 

relationships: 

Wavelength to 
Grain Diameter Range 

>-»D 

>.«lJ 

Mechanism 

Rayleigh 

Phase 

Diffusion 

Attenuation 
2 

(~) LJ3f4 

2 

(r:) ot2 

2 

( ~K) ~ 
Typically, a i)ffifm type relationship. 

Since most structures, even those with a highly uniform grain size, will 

have some mix of grains, one would not expect to see integers as exponents. 

Rather, there will be a mix of values. A plot such as Figure 9.6.3 provides 
values of m for the grain size dependency of attenuation. Plots of attenuation 

versus frequency, when measured over a wide range of MHz, yield values of the 
exponent n as slopes for a given specimen having a specific grain size. For 

each material and each grain size, a value of n can be obtained. Figure 9.6.4 
from Serabian( 9•6•3) illustrates a frequency dependency (n) versus grain dia­
meter. The small grains are in the Rayleigh range; n is 3 to 4. However, at 
larger grain sizes, n is 1.5 to 2.5 typical of phase scattering. These results 
indicate that the grain size as such can be related to attenuation. Whether 
these relationships can be extended to predicting mechanical properties is 
another matter. 
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9.7 RADIATION DAMAGE 

A few studies( 9 • 7 • 1 ~ 9 • 7 • 2 , 9 • 7 • 3 ) have examined the changes in ultrasonic 

velocities resulting from neutron irradiation of ferritic and austenitic 
steels. An initial stuoy(9•7•1) with A-302 Band A-542 B steels which had 
been irradiated at relatively low temperatures (140° to 350°F) (60° to 180°C), 

did yield substantial velocity changes; however, a later study with A-533 B 
irradiated at 550°F (285°C) gave velocity changes of less than %0.15%; these 
changes were considered too small to permit reasonable predictions. 

A later study(9•7•3) measured changes in acoustic velocities as a mecha­

nism for determining post-irradiation elastic moduli. Changes in shear, bulk 
and Young's moduli ranged from 1% to 1.7%, which was mucb better than earlier 

studies. However, high attenuation in the irradiated specimens, together with 
swelling, prevented the acoustic evaluation of all specimens. 
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9.8 LAMELLAR TEARING 

One study( 9•8•1) examined UT as a method for assessing the susceptibil­
ity to lamellar tearing. Earlier work at 5 to 20 MHz yielded very poor corre­

lations using attenuation measurements as the bases. The modified procedure 
utilized high gain probes and correlated the data with percentage reduction of 
area values from short transverse tensile specimens. The correlations obtained 

were found to depend on the type(s) of inclusion present. A good correlation 
was obtained between the mean integrated echo signal-per-unit thickness (EI/mm) 

and short transverse reduction-in-area values. Total "echo count" values 
yielded a poor correlation. The integrated echo values give different corre­
lations for aluminum-killed steels and for steels not aluminum killed. Work 

is continuing, particularly to better understand some predictions which were 
not accurately matched by tne tensile data. 
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9.9 ELASTIC CONSTANTS 

The development of mathematical derivations relevant to the spectrum of 
elastic constants has been given in Chapter 9A. The reader is referred to it 

since these derivations will not be repeated again. With regard to the spec­
ifics of second-order and third-order elastic constants, they will be addressed 
in subsection 9.9.1. Substantial work has been reported for elastic constants. 

The data presented herein will be limited to materials used in the reactor 

pressure boundary. 

9.9.1 Second- and Third-Order Elastic Constants 

Two cast (centrifugally) grades of austenitic stainless steel piping, 
CPF 8 and CPF 8M, were examined.(g.g.l) A closely parallel study by the same 

authors<g· 9•2) was made using a 304 SS plate containing an electroslag 308 SS 

weld.( 9•9•2> Both studies assumed orthotropic symmetry with a cylindrical 

coordinate system, [radial (r), circumferential (t), longitudinal (z)]. It was 
assumed that (r, t, z) were axes of symmetry. Both high and low ferrite alloys 
were examined. The t-z plane was considered to be a plane of isotropy whereas 

t-r and z-r planes were orthotropic. Microstructures confirmed the assumptions 
of isotropic and orthotropic symmetry. Table 9.9.1<9•9•1) confirms the valid­
ity of the isotropic symmetry in the t-z plane. It was not possible to obtain 

values for the CPF 8M high ferrite case due to very large grain size alignment 
away from r direction. The significance of different elastic constants in the 
various r, t, z directions is apparent in Table 9.g.z where the radial strains 

are much greater for the anistropic case than for the generally accepted (by 
ASME) isotropic case. These larger strains will influence fatigue life predic­
tions as one example. 

The changes in elastic constants with direction are even more pronounced 
in the electroslag weld, Table 9.g.3.<9•9•2) Tensile tests further confirmed 
the orthotropic symmetry with isotropic symmetry in one plane. Figure g.9.1 
illustrates the changes in yield strength with orientation. In the isotropic 

plane values remain constant. 
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TABLE 9.9.1. Engineering Elastic Constants Measured by Ultrasonic Method 

Value for Each Material 
CPF 8 CPF 8 CPF BM 

Constant Low Ferrite High Ferrite Low Ferrite 
Elastic Modulus, GPa 

Et 133 158 145 

Ez 135 153 147 

Er 123 127 125 

Shear Modulus, GPa 

Grz 95 93 91 

Grt 93 91 92 

Gzt 62 63 58 

Poisson's Ratio 

vrz 0.43 0.28 0.38 

vrt 0.37 0.39 0.37 

vzt 0.34 0.30 0.37 

TABLE 9.9.2. Solutions Using Anisotropic Elastic Constants for 
Centrifugally Cast Stainless Steel Pipe (with 
outer-to-inner dia ratio of 1.21). Pipe is 
loaded by internal pressure p and restrained 
axially (plane strain). 

Materia 1 

CPF 8 Low Ferrite 
CPF 8 High Ferrite 
CPF BM Low Ferrite 
Austenitic Steel, (a) 

Isotropic Elastic 
Solution 

Dimensionless Stresses 
at Inner Surface 

Hoop, ot/P Axial, oz/P 

5.3 

5.3 

5.3 

5.3 

2.02 

1.06 
1.68 

1.25 

Dimensionless 
Displacement at Inner 

Surface, Radial, ~ E/pri 

7.11 

6. 71 

6.79 

5.61 

(a) Value using room temperature E 195 GPa and Poisson's Ratio= 0.29. 
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TABLE 9.9.3. Room Temperature Engineering Con­
stants for Spatially Ortho­
tropic Model of Electroslag 
Weld Metal and Reference 
Values 

Constant Measured Value 

E11 = E22 142 GPa 

E33 104 GPa 

G44 = Gss 82 GPa 

G66 57 GPa 

Vl2 = 21 0.24 

Vl3 23 0.53 

V31 = 32 0.39 

Epoly 
{a) 195 GPa 

E33(b) 101 GPa 

NOTE: E denotes Young's modulus, 
G shear modulus, and 
v Poisson's ratio. 

(a) Reference value for iso­
tropic material. 

(b) Reference value for single 
crystal. 

Smith et a1.< 9•9·3) measured both second-order and third-order elastic 
moduli in several polycrystalline metals, steels, iron, aluminum alloys, n1a9ne­
sium, molybdenum, and tungsten. Only the steels are presented here. Only 
uniaxial stresses were used. Wave propagation directions were perpendicular 
to the stress direction (longitudinal); shear waves were polarized either nor­
mally or parallel to the stress direction. Table 9.9.4 contains both second­
and third-order moduli. Table 9.9.5 contains pressure derivatives of the 

second-order moduli. The latter values check well with values from nonlinear 

elasticity tests. 

The data in Table 9.9.4 are calculated using data such as are presented 

in Figure 9.9.2 which relate stress in the material to changes in ultrasonic 
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TABLE 9.9.4. Elastic Data for Polycrystalline Specimens(9.9.3} 

Materials Steels 
Hecla 37 (0.4% C) 

Hecla 17 (0.6% C) 
Hecla 138A 

Rex 535 Ni Steel 
Hecla ATV (Aust.) 

Second-Order Moduli 
LAME' Constants 

). ll 

111 :!: 1.0 82.1 % 0.5 

110.5 :t: 1.0 82.0 % 0.5 

109 :!: 1.0 81.9 % 0.5 

109 :t: 1.0 81.8 :!: 0.5 

87 :!: 2.0 71.6 :t: 3.0 

Note: Units Giga-Pascals. 

9.9.4 

Third-Order Moduli 
v1 v2 v3 

-358 % 70 -282 :!: 30 -177 % 8 
-134 % 20 -261 :t: 30 -177 % 6 

-323 :!: 50 -265 :t: 30 -177 % 10 

-175 :t: 50 -240 :t: 50 -169 :t: 15 
+34 :1:. 20 -552 :1:. 80 -100 :t: 10 



TABLE 9.9.5. Pressure Derivatives of Second-Order Moduli 

LAME• 

Stress Modulus aB Constant 
Material Steels MPa Type Stress ( Bo), GPa To {llo), GPa 

Hecla 37 (0.4%) 150 Uniaxial 166 6.5 82.1 

Hecla 17 (0.6%) 150 Uniaxial 165 4.87 82.0 

Hecla 138A 

(Ni-Cr-Mo Steel) 150 Uniaxial 164 6.17 81.9 

Rex 535 (Ni Steel) 150 Uniaxial 164 4.92 81.8 
Drill Rod 400 Hydrostatic 165 81.1 

Hecla ATV (Aust.) 150 Uniaxial 135 8.6 71.6 

NOTE: 1 MPa = 145.04 psi. 

"' 0 ...... 
' 0 ...... 
~ -580 ,_ 
~ 

V') 

; -620 
:::::> 

L.U 

z -700 
_J 

>-
:5 
L.U 

NORMAL SHEAR m = 5 

0 -740 L__ __ _.._ _ _ __,l. ___ ..~..-_ _ ---'------J 

0 2 4 6 8 10 

APPLIED COMPRESSIVE STRESS (UNITS: 1.544xlo8 DYNE cm-2} 

FIGURE 9.9.2. Typical Variation of ulse Transit 
Time Versus Applied Stress 

9.9.5 

ap 
To Ref. -
1.96 9.9.3 

1.77 9.9.3 

1.89 9.9.3 

1.68 9.9.3 

3.9 9.9.3 



wave velocity. The formulae in Chapter 9A are related t o wave velocity~ per­

mitting calculation of relevant moduli of Tables 9.9.q and 9.9.5. One can cal­

culate the bulk and rigidity moduli as functions of pressure, using the 
third-order moduli data such as are given in Table 9.9.4 and the following 

equations: 

(:~ J = - ( U [•1 • 2 •z • ~ •3] 

( ~) = - ( ;J [·z • } "3 • > • •] 

(9.9.1) 

(9.9.2) 

The preceding information, together with Chapter 9A, attempt to give the 

reader some idea of the theory underlying measurement of elastic constants, 

moduli, etc., as well as citing a few examples of results. No attempt was made 
to cover the field extensively. 

9.9.6 



9.10 FRACTURE TOUGHNESS 

The published reports on the use of ultrasonics to "measure" fracture 

h t . ·t 1· ·t d Vary( 9•9•1) cl·tes h1·s own work on toug ness proper 1es are qu1 e 1m1 e • 
the feasibility of ultrasonic measurement of Klc for two maraging steels and 
a titanium alloy. Empirical correlations were developeo relating ultrasonic 
attenuation factors to K1 and a (0.2% yield strength) as noted in Fig-c y 
ure 9.10.1. The equation for the line in Figure 9.10.1 is 

(g.lo.1) 

where ~ is ultrasonic velocity, e
6 

is an ultrasonic attenuation factor, and ~ 

and e are experimental constants. 

Figure 9.10.2 relates yield strength to an ultrasonic "factor." The rela­

tionship appears to fit a linear equation of the form 

;:: c (9.10.2) 

where e
1 

is an ultrasonic attenuation factor, and A, B and C are experimental 

constants that depend on the material involvea. The author( 9•1•1) states 

that seemingly essential measurements for deducing fracture toughness and yield 

strength can be made by purely ultrasonic techniques once calibration curves 
have been established for a given polycrystalline material. While the preced­
ing section relevant to fracture toughness-yield strength is quite appealing, 
there are several reservations concerning its universal applicability. Ultra­
sonic attenuation results are due to many characteristics of a given material 
such as cold work, grain size, etc. Since this is the case, correlations such 
as appear in Figures 9.10.1 and 9.10.2 may be specific not only to a given 
material, but to each fabrication history. Obviously, such specificity will 

grossly limit the use of UT to measure such properties. It will require a sub­

stantial data base in order to permit a realistic evaluation of the validity 
of UT for measuring such properties. 
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FIGURE 9.10.1. Correlation of Ultrasonic and Fracture 
Toughness Factors. The ultrasonic atten­
uation factor v(s 6 is based on measure­
ments of longitudinal velocity, V~, and 
the slope of the attenuation versus fre­
quency curve; a~·KJc and ay are the plane 
strain fracture toughness and 0.2% yield 
strength respectively, as measured by 
destructive test methods. 

Budiansky and Rice< 9•10•1) developed a mathematical model for estimating 

the fracture mechanics parameter K. = (K1) max/t for a flat crack of initially 
unknown dimensions and orientation by using long wavelength NDE measurements. 
To date, the information published is limited to a model using previous long 
wavelength studies. It will be interesting to see how well the mathematical 

model is confirmed with specific UT data. 

Kinman et al.( 9·6•2) developed a grain-size toughness relationship for 

plain carbon steels. The same caveats apply with regard to attenuation cited 

9.10.2 



o Ti-8fv'lo-8V-2Fe-3AI 

~ 
:E 1600 

o 200 GRAOE 
MARAGING STEEL 

~>. 
r." 
0 
z 
....... 
a::: 
1--
V'I 

0 
--' 
UJ 

>-

1400 

1200 

1000 L-..-~L-..----..!--___.I.----' 

-40 -20 0 20 

ULTRASONIC FACTOR, ax103, ~o~Sicm 

(a) YIELD STRENGTH VERSUS THE 

40 

U LT RASON IC QUANTITY a = IA/B )K lc + ~ l 

0 <> 
1-

0 
0 0 

1-
0 0 

0 0 

I I I 

40 60 80 100 120 

FRACTURE TOUGHNESS, K lc' MPa ..[fil 

(b) CONVENTIONAL PLOT OF YIELD STRENGTH 
VERSUS FRACTURE TOUGHNESS 

FIGURE 9.10.2. Correlation of Yield Strength with Fracture Toughness 
via an Ultrasonic Factor. The ultrasonic quantity 81 
is determined by the slope of the attenuation versus 
frequency curve evaluated at unit attenuation. The 
quantities A and B are experimentally measured ultra­
sonic constants for a given material. KJc and ay are 
plane fracture toughness and 0.2% yield strength, 
respectively, as measured by destructive tests. 

in section 9.6. While the relations given in Figures 9.10.3a and 9.10.3b and 
in Table 9.10.1 are good, similar relationships should not be assumed for low 
alloy steels. It can be seen that the curves generally are the same shape. 
More significantly, the confidence intervals over the 35- to 115-pm grain size 
range are very tight. 

9.10.3 



AnENUATION lal dB/em 

2 3 4 
I I 

250 ... -250 ... 

220 f- I o ... o-- H - 375 -220 .... ,t ... H 375 <> ,-,, "' ,-, ,, . , "" 
190 - ~pO ...... G -190 - •' ,, , .. G ,, v, ,- , , , 

..... ,, , - 3500~ 
..... " ,"' ~,, ,., F -350 0'>1! 0 160 1- C}'' 0 ,v 

0 
-160 1- • ,,, ,' ,_7"" 

UJ F 
..... UJ 

0::: <> , , ~ ... -- ..... 0::: a:: .1, , , ex: 
~ II , ::::> ::::> __ .-A ::::> .... ~ ..... 71 "" ..... A 
<C 130 - liD ,"' -----~A-

..... <C -125 - ,. ,"' ,' ... - ..... 
,"' 325 ~ -· -325 <C 

0::: ' w "" 0::: a:: 
~ - ~ ''w' "' ,-' --- ~ ~ 

I ' "' , 0 ...... I I :6."'"' ........ 
:E 100 - I I ~~"' ~ :E :E -100 - ::E 
I=! ,., ....... ~ I' I .... ...... 

I I "' ,- - 300~ .. , ,., 
-300 ..... 

~ -o~ , 
, , z ........ z 

70 .... 0 0 -70 - , 0 
\0 ..... , , 

o ALLOY A ..... I , , ..... •' , 
, e ALLOY A ..... 

1-' V> I t:,O "' v:; V> V'l 
40 - z -40 - ., 

0 z , t:. ALLOY F - 275 ~ 
, 275 z 

~ 
<C <C , A ALLOY F <C a:: , 

ex: a:: , a:: 
-'=" ..... ' o v ALLOY G ..... ..... ..... 

10- -10 - .,"• ~ ALLOY G 
~ • 0 ALLOY H - 250 • ALLOY H - 250 

20 - -20 -
0 ALLOY I • ALLOY I 

50- - 225 -50 - - 225 

80 I I I I I I I I I I I -80 I I I I I I I I I 

0 20 40 60 80 100 120 140 160 180 200 220 1 2 3 4 5 6 7 8 9 10 

GRAIN SIZE (diiJITl ATIENUATION (a) dB/inch 

FIGURE 9.10.3a. Transition Temperature Versus FIGURE 9.10.3b. Transition Temperature Versus 
Grain Size the Ultrasonic Attenuation (a) 

at 5 fvt-lz 



TABLE 9.10.1. Regression-Equation Statistics for 15 ft-lb 
Transition Temperatures 

Form of Equation 
1. TT = b0 (Alloys) 

2. TT = b0 (Alloys) + k1d-1/ 2 

Statistics( a) 
For A 11 Data For 35 llffi< ddl5 llm 

-----~91'1"1'5"1!7%-- 95% 
Variance 
Explainea 

0.666 

0.948 

Confiaence Variance Confidence 
Interval Explained Interval 
±91•F 0.949 ±36°F 

(~5l.K) (~20.K) 

*37°F 0.973 *27°F 
(~21.K) (~15.K) 

0.985 "=23°F 

("=13°K) 

(a) Only five, rather than all twelve, specimens of Alloy A were Charpy 
tested. 
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9.11 TENSILE PROPERTIES 

Specific approaches to predicting yield strength are cited in Sec-

tion 9.10. The same reservations cited in that section for fracture toughness 
properties apply to tensile properties. Vary< 9•1•1) discusses aspects such 

as bond strength, composite strength, etc. Generally, these have been devel­
oped for plastics and ceramics. The reader is referred to that report if 
interested. The absence of data on nuclear materials of construction served 

as a justification for not expanding here. 

Tittman<9•11 · 1) discussed an indirect UT technique for predicting tensile 
properties, specifically tensile ductility. A correlation between dB drop in 

the frequency range 5 to 15 MHz in terms of known cross-sectional areas of 
voids was related to measured changes in tensile ductility. The theory of 
Nagumo, which relates voids in inclusion areas to ductility, was found to cor­
relate with the measured values as can be seen in Figure 9.11.1. 

>-
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u 
::> 
Cl 

0.5 

0,05 

o DATA FOR CAVITIES 

- NAGUMO THEORY 

0 

0, 10 0. 15 0,21) 

VOLUME FRACTION OF DEFECTS, f 

FIGURE 9.11.1. Comparison of Ductility Data for Cavities in Ti-6Al-4V Alloy 
with Theoretical Model by Nagumo with k = 12 
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The relevant relati onships in terms of equations were 

p = B ln ca2 (9.11 .1 ) 

where p = UT reflection coefficient 

B = a constant equal to 10 log10e 
c = a constant determined in fitting scattering theory to the data 

a = void radius assuming spherical geometry. 

exp(1/2 tK) - t (t/a)3 exp [-£ (1/2 + K)] = 1 (9.11.2) 

where K ~ y/£f; the ratio of shear strain on the crack surface y to the 

mean nominal fracture strain £f 

t = tensile ductility 
t = a numerical constant 
t = a normalization factor equal to the radius of the tensile 

specimen. 

exp (1/2 £K) - tt3c312 [exp{-3p/2B)][exp(-£1/2 + K)] (9.11.3) 

where the specific values of the equation are C = 4.39 x 10-2 (13.8 dB), K 12, 

t = 1.24. The relationship between ductility (£) and reflection coefficient 
(p) is given in Figure 9.11.2. 

Specific uses of the preceding correlation for nuclear piping systems are 
not immediately obvious; however, the approach may stimulate further work that 
could lead to something more directly applicable. 

Kinman et al.< 9•6•2) conclude that the ductility correlation is limited 

with regard to attenuation; however, there is a good correlation with yield 

strength and attenuation which is directly related to the attenuation grain­
size relationship. Figures 9.11.3a and 9.11.3b, and 9.11.3c as well as 
Tables 9.11.1 and 9.11.2 show these relationships. Figure 9.11.3a presents 
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the transitional yield strength reciprocal square root grain size relationship 
of the Hall-Petch equation: 

YS = X Y + K d-112 
0 y (9.11.4) 

Figure 9.11.3b is an attempt to present the attenuation reciprocal square­

root, grain-size relationship with a similar orientation of axes. finally, 
Figures 9.11.3c plots yield strength versus attenuation to show similar slopes. 
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Table 9.11.1 displays a high variance and tight 95% confidence interval. 

Table 9.11.2 is shown for tensile strength. 

TABLE 9.11.1. Regression-Equation Statistics of Lower Yield Point 

Form of Equation 

1. LYP = bO (Alloys) 

2. LYP = bO (Alloys) + kld-1/ 2 

3. LYP = b
0 

(Alloys) + b1a 

+ b2/ + b3a3 

Statistics 
For A 11 Data 

Variance 
Explained 

0.521 

0.945 

95% 
Confidence 
Interva 1 

±11.7 ksi 

(*80.7 MPa) 

*4.0 ksi 

(*27 .6 MPa) 

For 35 ~m<d<ll5 ~m 

Variance 
Explained 

0.775 

0.966 

0.954 

95% 
Confidence 

Interval 

*6.3 ksi 

(±43.4 MPa) 

±2.5 ksi 

(±17 .2 MPa) 

*3.2 ksi 

(*22 .1 MPa) 

TABLE 9.11.2. Regression-Equation Statistics for Tensile Strength 

Form of Equation 

1. TS = b0 (Alloys) 

2. TS = b0 (Alloys) + k1d-1/ 2 

3. TS = b0 (Alloys) + b1a 

+ bza2 + b3a3 

Statistics 
For A 11 Data 

Variance 
Explained 

0.965 

0.988 

9 .11. 7 

95% 
Confidence 

Interva 1 

±4.2 ksi 

(-*30.0 MPa) 

*2.5 lcsi 

(-*27 .6 MPa) 

For 35 ~m<d<llS ~m 

Variance 
Exp 1 ained 

0.994 

0.998 

0.997 

95% 
Confidence 

Interval 

*1.8 ksi 

(*12.4 MPa) 

*1.2 lcsi 

(*8 .3 MP a) 

*1.5 ksi 

(*10 .3 MP a) 





9.12 REFERENCES 

9.1.1 Vary, A., "Quantitative Ultrasonic Evaluation of Mechanical Properties 
of Engineering Materials," Ultrasonic Materials Characterization. NBS 
SP-591, H. Berger and M. Linzer, eds., Proceedings of 1st International 
S posium on Ultrasonic Materials Character1zat1on, Nat1onal Bureau of 
tandards, U.S. overnment Printing f 1ce, as 1ngton, D.C., 

pp. 41-54, 1978. 

9.2.1 Smith, G. C. and Holz, P. P., "Repair Weld Induced Residual Stresses 
in Thick-Walled Steel Pressure Vessels." NUREG/CR-0093, ORNL/NUREG/ 
TM-153, U.S. Nuclear Regulatory Commission, Washington, D.C., June 
1978. 

9.2.2 Rybicki, E. F., NResidual Stress Due to Weld Repairs, Cladding and 
Electron Beam Welds and Effect of Residual Stresses on Fracture 
Behavior." NUREG/CR-0559 (BMI-2012), Annual Report, January 1, 1977 
to November 30, 1978, U.S. Nuclear Regulatory Commission, 
Washington, D.C., 1978. 

9.2.3 Suzuki, M., Komura, I. and Takahashi, H., 11 Non-Destructive Estimation 
of Residual Stress in Welded Pressure Vessel Steel by Means of Remanent 
Magnetization Measurement. 11 Int. J. Pressure Vessels Piping 6:87-112, 
1978. -

9.2.4 Iwayanagi, J., Abuku, S. and Takizawa, C., "A Magnetic Method of Mea­
surement of Residual Stress in Steel." Report G-4, 6th Conference on 
Nondestructive Testing, Deutsche Gesellschaft fUr Zerstorungsfreie 
Prufung e.V., Berlin, Germany, 1970. 

• 9.2.5 SundstrHm, 0. and TorrHnen, K., 11 The Use of Barkhausen Noise Analysis 
in Non-Destructive Test 1 ng .•• Mater. Eva l. ll_(3) :51-56, February 1979. 

9.2.6 Baer, W. H., et al., "Residual Weld Stress Measurement with the 
Mossbauer Effect... Proceedings of 9th Symposium on NDE, Southwest 
Research Institute, San Antonio, Texas, pp. 36:38, 1973. 

9.2.7 Gott, K. E., "Residual Stresses in a Weldment of Pressure Vessel 
Steel." Paper 34, Conference Proceedings on Residual Stresses in 
Welded Construction and Their Effects, Welding Institute, Cambridge, 
England, pp. 259-265, November 1977. 

9.2.8 Hildebrand, B. P. and Hufferd, D. E., 11 Utilization of Ultrasonic Tomog­
raphy for the Mapping of Residual Stress Fields in Thick Metal Sec­
tions ... EPRI NP-338, Electric Power Research Institute, Palo Alto, 
California, January }g77. 

g.2.g Umemoto, T. and Tanaka, S., 11 Residual Stress Improvement by Means of 
Induction Heating ... IHI Eng. Rev • ..!.!.(4}:1-10, October 1978. 

9.12.1 



9.2.10 Giannuzzi, A. J., et al., "Studies on AISI Type 304 Stainless Steel 
Piping Weldments for Use in BWR Application." EPRI NP-944, Electric 
Power Research Institute, Palo Alto, California, December 1978. 

9.2.11 Rybicki, E. F., et al., 11 Residual Stresses at Girth Butt Welds in Pipes 
and Pressure Vessels." NUREG-0376, Final Report, April 1, 1976 to 
April 3, 1977, U.S. Nuclear Regulatory Commission, Washington, D.C., 
November 1977. 

9.2.12 Rybicki, E. F. and Stonesifer, R. B., "Computation of Residual Stresses 
Due to Multipass Welds in Piping Systems." J. Pressure Vessel Technol. 
101:149-154, May 1979. 

9.2.13 Norton, J. T., "X-ray Detennination of Residual Stress. 11 Mater. Eval. 
1!(3):21A-41A, February 1g73. 

9.2.14 Chrenko, R. M., "X-ray Residual Stress Measurements Using Parallel Beam 
Optics," Advances in X-ray Analysis. H. F. McMurdie et al., eds., 
pp. 393-402, 1976. 

9.2.15 Lemaire, J. C. and Ranganath, S., "Prevention of Stress Corrosion by 
Limitation of Applied Static Loads in BWR Piping and Components." 
NE00-23684, General Electric Corporation, Nuclear Energy Division, 
San Jose, California, September 1978. 

9.2.16 Takaku, H. and Tokiwai, M., "Basic Study on Some Metallurgical Factors 
and Surface Treatment Effects of Stainless Steels for BWR Cooling 
Pipes." NUREG/TR-0045, U.S. Nuclear Regulatory Commission, 
Washington, D.C., May 1977. 

9.2.17 Ruud, C. 0., et al., "Feasibility of Detennining Stress in BWR Pipes 
with the DRI X-ray Stress Analyzer." EPRI NP-914, Electric Power 
Research Institute, Palo Alto, California, 1g78. 

9.2.18 Kino, G. S. and Shaw, J. H., "Acoustic Techniques for Measuring Stress 
Regions in Materials." EPRI NP-1043, Electric Power Research Insti­
tute, Palo Alto, California, April 1979. 

9.2.19 Buck, 0. and Thompson, R. B., "Acoustic Interactions with Internal 
Stresses in Metals. 11 Proceedings of ARPA/AFML Review of Proaress in 
Quantitative NDE, AFML-TR-77-44, USAF Technical Report, pp. 4-92, 
September 1977. 

9.2.20 Ruud, C. 0., "Review and Evaluation of Non-Destructive Methods for 
Residua 1 Stress Measurements." EPRI NP-1971, Electric Power Research 
Institute, Palo Alto, California, September 1981. 

9.3.1 Crecraft, D. I., "Ultrasonic Measurement of Stresses." Ultrasonics 
~:117-121, 1968. 

9.12.2 



9.3.2 Egle, D. M. and Bray, D. E., "Application of the Acousto-Elastic Effect 
to Rai1 Stress Measurement." Mater. Eva 1. lZJ4) :41-46, March 1979. 

9.3.3 Trantow, R. L., "Acoustic Evaluation of Cold Work in 316 Stainless 
Steel Tubing and Plate." HEDL-Hf-73-37, Hanford Engineering Develop­
ment Laboratory, Richland, Washington, June 1973. 

9.4.1 Tittman, 6. R. and Thompson, R. B., .. Measurement of Physical Property 
Gradients with Elastic Surface Wave Dispersion." Proceedings of 9th 
Symposium on NDE, Southwest Research Institute, San Anton1o, Texas, 
pp. 20:28, 1973. 

9.5.1 Green, R. E., Jr., "Ultrasonic Attenuation Detection of Fatigue 
Damage." Proceedings of Ultrasonics International Conference, IPC 
Science and Technology Press, london, England, pp. 187-193, 1973. 

9.5.2 Wellinger, K. and Betz, U., "Ultrasonic Crack Detection on Bending 
Fatigue Specimens." Paper E-3, 6th International Conference Nonde­
structive Testing, Hanover, pp. 25-35, 1970 (in German}. 

9.5.3 Carson, J. M. and Rose, J. L., "An Ultrasonic Test Procedure for the 
Early Detection of Fatigue Damage and the Prediction of Remaining 
Life." Paper SuiiiTiaries, ASNT National Fall Conference, American Soci­
ety for Nondestructive Testing, Columbus, Uhio, pp. 206-214, 1978. 

9.5.4 Van DenAvyle, J. A., Jones, W. B. and Gieske, J. H., "Microstructural 
Evaluation and Non-Destructive Examination of 2.25 Cr-1Mo Steel Sub­
jected to Elevated Temperature Creep and Fatigue Damage.u NUREG/ 
CR-0351, U.S. Nuclear Regulatory Commission, Washington, D.C., 1978. 

9.6.1 Matsumoto, S. and Kimura, K., "The Relation Between Grain Size and 
Ultrasonic Attenuation Coefficient in Austenitic Stainless Steel and 
Iron ... Trans. Nat. Res. Inst. Met. 14:(4):21-30 or 155-164, 1972. 

9.6.2 Klinman, R., et al., 11 Ultrasonic Prediction of Grain Size, Strength, 
and Toughness in Plain Carbon Stee1. 11 Mater. Eval. 38{10):26-32, 
October 1960. --

9.6.3 Serabian, S., "Frequency and Grain Size Dependency of Ultrasonic 
Attenuation in Polycrystalline Materials." Br. J. Nondestr. Test. 
£:22, March 1980. 

9.7.1 Hunter, D. 0., "Ultrasonic Velocities and Critical-Angle Method Changes 
in Irradiated A-302-B and A-542-B Steels." BNWL-988, Pacific Northwest 
Laboratory, April 1969. 

9.7.2 Hunter, D. 0., "Effects of Neutron Irradiation at Thermal Reactor Tem­
peratures on the Propagation Velocity of Ultrasonic Waves in A-543-6 
Steel.'' WHAN-FR-38, Westinghouse Hanford, Richland, Washington, 
December 1970. 

9.12.3 



9.7.3 Trantow, R. L., "Ultrasonic Measurement of Elastic Properties in Irra­
diated 304 Stainless Steel." HEOL-TM£ 73-92, Hanford Engineering 
Development Laboratory, Richland, Washington, December 1973. 

9.8.1 Dolby, R. E., et al., "An Ultrasonic Method for Assessing Susceptibil­
ity to L arne 11 ar T eari ng--Oeve 1 opment of Genera 1 Techniques," Recent 
Developments in Non-Destructive Testing. Welding Institute, Cambridge, 
England, pp. 28-39, 1978. 

g,g,l Dewey, B. R., et al., "Application of Anisotropic Elasticity to Cen­
trifugally Cast Piping." ORNLJTM-5g94, Oak Riege National Laboratory, 
Oak Ridge, Tennessee, October 1977. 

9.9.2 Dewey, B. R., et al., 11 Measurement of Anisotropic Elastic Constants 
of Type 308 Stainless Steel Electroslag Welds." Exp. Mech. 
1I(l1):420-426, November 1977. 

9.9.3 Smith, R. T., Stern, R. and Stephens, R. w. B., "Third Order Elastic 
Moduli of Polycrystalline Metals from Ultrasonic Velocity Measure­
ments." J. Acoust. Soc. Am. 40{4):1002-1008, 1966. 

g,10.1 Budiansky, B. and Rice, J. R., "On the Estimation of a Crack Frac­
ture Parameter by Long-Wave length Scattering •11 J. App 1. Mech. 
45(1):453-454, June 1g78. 

9.11.1 Tittman, R. B., "Ultrasonic Measurements for the Prediction of Mechani­
cal Strength." NOT Int. !1(1):17-22, February 1978. 

g,12.4 



CHAPTER 9A 

MATHEMATICAL DERIVATIONS OF E~UATIONS 
FOR SECOND- AND THIRD-ORDER ELAST C CONSTANTS 





9A.l INTRODUCTION • 

9A.2 ENGINEERING PROPERTIES 

9A.3 ELASTIC BEHAVIOR 

9A.4 EFFECTS OF CRYSTAL SYMMETRY • 

9A.S CUBIC CRYSTALS 

9A.6 ISOTROPIC SOLIDS 

9A.6.1 Lame Constants • 

9A.7 THIRD-ORDER ELASTIC CONSTANTS 

9A.8 REFERENCES 

CONTENTS 

iii 

9A.l.l 

9A.2.1 

9A.3.1 

9A.4.1 

9A.S.l 

9A.6.1 

9A.6.1 

9A.7.1 

9A.8.1 



9A.2.1 

9A.2.2 

9A.2.3 

9A.3.1 

9A.3.2 

9A.3.3 

9A.4.1 

9A.4.2 

9A.6.1 

9A.7.1 

FIGURES 

Uniaxial Tensile Stress 

Geometry of Shear Stress/Shear Strain Relationship 

Hydrostatic Stress Versus Volume Change . 

Specification of Stress in an Elastic Medium • 

The Most General and Most Reduced Case of Asymmetry 

Grouping of Elastic Constants • 

Elastic Constants--Cubic Case • 

Direction Numbers and Direction Cosines Referred to 
Reference Axes x, y, z 

TABLES 

The Connection Between Elastic Constants of Isotropic 
Bodies 

Relations Between Third-Order Elastic Constants for 
Isotropic Solids as Used by Various Authors 

iv 

. 9A.2.1 

• 9A.2.2 

• 9A.2.2 

• 9A.3.1 

• 9A.3.2 

• 9A.3.4 

• 9A.4.1 

. 9A.4.5 

• 9A.6.3 

. 9A.7.6 



CHAPTER 9A 

MATHEMATICAL DERIVATIONS OF EQUATIONS 

FOR SECOND- AND THIRD-ORDER ELASTIC CONSTANTS 

9A.l INTRODUCTION 

In considering the application of various NOE techniques to the determina­
tion of physical and mechanical properties of solids, the theory can be devel­
oped either in terms of wave behavior in a solid where wave speeds and particle 

displacements serve as the basis for the model, or in terms of elastic and/or 
inelastic behavior of a solid in terms of elasticity theory. The first {wave) 
approach is covered elegantly by Green( 9A.l.l) in his text. Ultrasonic Inves­

tigation of Mechanical Proserties. The second is available in many texts of 
articles such as Markham.< A.l.2) An excellent development is given in the 
text Elastic Constants and Their Measurement by Schreiber et al.(gA.l.J) 

The approach here will be to introduce the topic through measurement of 

engineering properties, develop the general elasticity theory. simplify to the 
case of major interest, cubic metals such as steel, handle the preceding in 

terms of dynamic effects, and expand to the nonlinear case. While the preced­

ing uses solid mechanics rather than wave mechanics, I must emphasize that both 
approaches converge to yield precisely the same equations. 
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9A.2 ENGINEERING PROPERTIES 

Three types of engineering tests conducted on solids are tensile, shear 

and hydrostatic compression. These are illustrated three-dimensionally in 
Figures 9A.2.1~ 9A.2.2, 9A.2.3. 

The stress-strain relationships illustrate the proportionalities in the 
elastic range for uniaxial, shear and hydrostatic loads. The four constants 
derived from the proportionality relationships are Young's modulus, the Shear 

modulus, the Bulk modulus, and Poisson's ratio. If one assumes isotropic 
behavior, the moduli values check fairly well with the values obtained from 
cubic single crystali. In fact early values of elastic constants such as the 
moduli were determined by mechanical testing. 
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9A.3 ELASTIC BEHAVIOR 

A generalized presentation of stress in an elastic medium in terms of x, 
y, z axes is given in Figure 9A.3.1. This figure can be considered to repre­
sent the spectrum from the most general case where 21 elastic constants are 
required to define the stress-strain relations to the simplest isotropic case 
where only two contants are required. Figure 9A.3.2a,b illustrate the most 
general and the most reduced cases. 

Figure 9A.3.1 presents the case for the various stress values in the x, 
y, z planes required to solve the generalized form of Hooke's law. The six 
stresses are designated as follows: 
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FIGURE 9A.3.1. Specification of Stress in an Elastic Medium 
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FIGURE 9A.3.2. The Most General (triclinic) and Most Reduced 
(isotropic) Case of Asymmetry 

The comparable longitudinal and shear strains together with a differential 
for describing them follow: 

( 9A. 3 .2a) 

- ~ + !.:!· - !_!! + !!!. £ = !! + !.I! tyz - ay az' tzx - az ax' xy ax ay (9A.3.2b) 

where u, v, w are the displacements in the x, y, z directions. 

The following development is not rigorous; however, it should present the 
approach to the reader. Hooke's law in the most generalized form related the 
preceding six components of stress to the six components of strain by six equa­
tions. Similarly, the six components of strain can be related to the six com­
ponents of stress by six equations. The general case used the 21 elastic 
constants (C .. ) and 21 compliances (S.J.). 

lJ 1 
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In matrix notction these can be designated 

"i tor y1) = (9A.3.3) 

(9A.3.4) 

The 21 elast~c constants (or compltances; fall into definite groups snown 

in Figure 9A.3.3 which can be written as follows: 

1. ell. c22' and c33 relate the longitudinal strains to the longitudinal 
stresses. 

2. c44 • c55 , ard c66 re1ate the shear stra1ns to the shear stresses. 

3. c23~ c13, and cl2 re~ate the latera\ contractions to the longitudinal 
extensions when the rndteria~ is under uniaxial (Poisson's ratio} ten­
sion. This case can be further expanded, as will be noted later~ in 

recognition of the fact that the uniaxial tension case 1s composed 
of a hydrostatic stress equal to one-third the tension value and to 

two shear stresses. each equal to one-third the tenslor value. for 

the case of cub~c symrnetty, which will be developed, the total strain 

will be made up of a bul~ strain inversely proportional to (Cll T c12) 
and to two shear strains inversely proportional to (Cll ~ c12 ). This 

difference r1ay be regarded as a shear constart equivalent to c44 . 

4. The constants c!>6 ~ c 46 ~ and c45 relate shear strains in one direction 

to shear strains in another. 

5. The groJp of nine elastic constants c14 ~ C 1 ~, c16 , c24 , C25 • C26 , 

(34' c35, c36 are basically similar to c56' c46' and c45; however~ in 
low oroers of symrnetry such as tricl inic {21 constants) hydrostatic 

stress rnay cause shear strain and the corresponding factors of pro­

portionaiity are also comprised in this group. 
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ell ctz en_ cl4 c1s cl6 

' Cz3 c24 Czs c<6 "22 
0 

c34 c3, CJ6 "'33 

c44 c45 c46 

c5o c56 

c66 

i'IGUR£ 9A.3.3. Grouping of Elastic Constants 

Any crystal, even one with cubic symmetry~ when referrec to axes other 

than axes of symmetry, will have all 21 effective constants d1fferent from 

zero. When referred to the pri nci pal axis of syrrrnetry ~ i 11teract ion between 

shears and direct strains~ anG oetween shears in different planes occurs only 

when the symmetry is low. 

The 

constan:s 

stress is 

compliances S .. may be writte11 1n the sarre format as the elastic 
lJ 

cij and the preceding items 1 to & apply with the provisc that 

s..~bstituted for strain in the statements~ 

Expanding the ~atrix denoted by a1 (r 1) 

on the following page. 

C .. t. will give the matrix 
lJ J 
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• c " + c ' + c ' + c ~ + ~ ~ + c " 3:"xx 32 yy '33 zz 34""yz '-'3S""zx 36 ... xy 

'zx 

y - C e + C c + C - + C £ + C t + C t 
xy • 61 xx 62 yy 63<zz 64 yz 65 zx 66 xy 

The matrix denoted by c1 ~ 

'xx 

' yz 

(9A.3.5a) 

(9A.3.5b) 

(9A.3.5c) 

(9A.3.5d) 

(9A.3.5e) 

(9A.3.5f) 

(9A.3.6a) 

(9A.3.6b) 

( 9A. 3. 6c) 

(9A.3.6d) 

(9A.3.6e) 

(9A.3.6f) 

The above corrpromise 6 x 6 matrices of elastic and compliance constants. 

Since C .. and$. are the inverse of one another, to go frof!' C .. to the S .. 
1~ lJ lJ lJ 
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rratrix or vice versa requires inversion of the ma-:.rix whlch is best handled 

witn a computer. In matrix rotaticn we will have 

(t) = l'rl "" (a) • :sJ l') 
(9A.3.7) 

for the first grovp, and 

{ (j ) ' 
l' ,-] .j ( € ) ' :CJ ( € j (9A.3.8) 

for the second grovp. 
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9A.4 SFFECTS Of CRYSTAL SYMTRY 

The least Sfl'l!Tletric crystal. a tric1inic, requires all 21 elastic con­

stants to define the stress-strain relationships. As crystals increase in sym­

metry, fewer e~astic constants are required to define the relationships. The 

most symmetric is an isotropic crystai which may be appiied to polycrysta1line 

!Olateridls in some instances. The next most syr.metric, and the one of interest 

in an engi~eer;ng sense, is the cubic which encompasses simple. body-centereo 

and face-centereo cubics. The class of ferrltic steeis is body-centered cuoic 

and the austenitics face-centerea c~bic. 

The elastic constants reduce to 

(9A.4.la) 

(9A.4.\b) 

(9A.4.lc) 

and all other constants are zero. Returning to our diagram of the e1astic con­

stdnts we can rewrite it for the cubic case as given in Figure 9A.4.1. This 

ell 
,, 

C:.z 0 0 0 '12 

ell cl2 0 0 0 

en 0 0 0 

c44 0 0 

c44 0 

c44 

FIGURE 9A.4.!. Elastic Co'istants--Cubic Case 
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case means that only three constants are required to describe the elastic 
properties of cubic materials. 

The preceding sets of equations will reduce to the following matrices for 
the cubic case: 

"xx ell ctz ctz 0 0 0 'xx 

oyy ctz ell ctz 0 0 0 'yy 

0 cl2 cl2 ell zz 0 0 Q 'zz 
~ 

0 0 0 c44 0 0 (9A.4.2) 
'yz 'yz 

y zx 0 0 0 0 c44 0 'zx 

'xy 0 0 0 0 0 c44 ' xy 

or 

r :xx 
sll \z 512 0 0 0 0 

XX 

\z Su \z 0 0 0 •yy yy 

' 512 512 sn zz 0 0 0 0 zz 
: 

0 0 0 544 0 0 (9A.4 .3) 
E 'yz yz 

'zx 0 0 0 0 544 0 'u 

' 0 0 0 0 0 544 'xy xy 

with inversion possible by 

0 = [sr1(el = (cJ (<) (9A.3.8) 

or 

' = [cr1(oJ = (sJ ( 0) (9A.3.7) 
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We can rewrite the first group in terms of the partials of displacerr~nt 

as follows: 

Jxx = c,- ~ + c .!:!._" C aw + c (~+!!!)+ c (1!!+~) 
.l ax 12 ay 13cz 14 az ay 15 ex az 

(9A.4.4a) 

+ C IJ2 + !!) 
16 \sy ax 

oyy = c21 ~" c ax Z2 
~+ 
ay 

C aw + 
23 >z c24 (11 + aw) ~ c ew + 2.!!) az ay 25 ax az 

(9A.4.4b) 

+ ~ (2J! + !!) 
t-26 ay -ax 

c Cill + c lY+ "W c (-!Y. + ~) + c ew + !Y.) 0 zz = c .:;__ ~ 
31 ;x 32 ay 33 az 34 az ?y 35 ax az 

(9A.4.4c) 

+ c (~+ lY.) 
36 ay ax 

y 
,, E + c !..!+ C aw + c (~+~)+c (1!+~) = "41 yz ax 42 ay 43 >z 44 az &y 45 ax az_ 

(9A.4.4d) 
+ c . (1!! + ~) 

46 ay ax 

y C i!U + C 2.::...+ C &w + c (ll + '") + c e· d.''> lX = 51 ;-;: 52 ay s3 >z 54 az ay ~5 ax az 
(9A.4.4.e) 

+ C (au + .!!) 
56 ay ax 

y = xy 
c !!!. .,.. 

61 ax 
C ltV + 

62 ay 
c ~ + 

63 az c (~.! + ~) + c - cw + l!!) 64 az ay 6:J ax az 
(9A.4.4f) 

• c . (!.!!. ll) 
60 ay ax 

We can use the preceding equations after suitable differentiation to 

determine the values of the elastic constants. This can be done by measuring 
the velocities of ultrasound at which the three types of plane waves travel in 
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known directions. These velocities are aependent on the elastic co~stants~ the 

direction at which the wavefront travels w1th respect to the crystallographic 

axes, and the density. Assuming we know the latter two, we ca~ calculate the 

elastic constants from measurements of the wave velocities. 

The dynamic equat;ons of eq~..oi1 ibrium of a small element of the solid can 

be written as 

+ ' 
2 

' + ' a " -a ay 1 xy rz 'Y xz " p 
at2 ax xx (9A.4.5a) 

2 
' + ' + ' ' v 
iX 1 yx 

-a rz 'Y yz " p ;;z ay YY (9A.4.5b) 

2 

' + L + .L ' w ax .., zx ay 'Yxy n azz " p az (9A.4.5c) 

where p is the density of the solio. 

The preceding equations for a smdll element of the solid can be ger.eral­

~zed tor the case of a periodic infinite plane wave. We can define the p1~ne 

wave as a vector according to figure 9A.4.2 

An infinite plane wave~ periodic 1n time, which is travelling in any 

direction (£, m, n) can be defined by the following equations; 

u = A sin '< + m + n - vt) 
X ' X y z (9A.4.6a) 

v = A sin (t + • + " - vt) 
y X y z 

w = A sin (' + m + n - vt) z X y z 
(9A.4.6c) 

Ax, Ay, and A
2 

are constants which determine the amplitude of the wave; v is 

the phase velocity. 
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We have shown in Equation 9A.3.5 that the various stresses are functions 
of the second-order elastic constants and strains. The same is true in Equa­
tion 9A.4.4 for stress as functions of second-order elastic constants and dis­

placements in terms of au}ax,ay,az~ av/ax,ay,az. 

It follows that the partial of stress wiil equal the partial of strain 

after differentiating. This means Equation 9A.4.5 in terms of a 2u,v~w/at2 wi11 

relate equally to partials of stress and strain. 

Differentiating the above equations and substituting into the equations 
of motion vdl1 give equations in the tensor form: 

(9A.4.7) 

We are interested in six equations etther parallel to each of the direc­

tion cosines t. m; n or a combination of them; e.g., 

x Direction L (9A.4.8a) 

y Direction M (9A,4.Bb) 
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z Direction N Nzz " '33 (9A.4.8c) 

yz Direction MN myz , 
'23 (9A.4.8d) 

zx Direction L'N LNZX , '31 (9A.4.8e) 

xy Direction I'M LM " 1 12 (9A.4.8f) xy 

The A terminology is use~ in many reports and will be used here in the 

context of L, M, N, MN, tN, LM: 

L , 

Aik = Cijk iii tj in tensor notation 

t 1 = t gz = m t 3 ~ n in matrix notation 

11 7 1; 23 ~ 4 
22 ~ 2; 31 ~ 5 
33 ~ 3; 12 ~ 6 

which when converted to matrix terms become 

9.A.4.6 

(9A.4.9) 

(9A.4.10a) 

(9A.4.1la) 



in similar fashion the other equations can be derived; 

L = 
2 2 2 •11 = ' ~ 11 + m C66 + n C55 + 2 mn c56 + 2 n tC 15 + 2 iffi c16 (9A.4.10b) 

(33 + 2 mn c34 + 2 n lC35 + 2 Im c45 (9A.4.12) 

"" • · 2 C + 2 C + 2 C + (C + C ) + (C + C ) ,.,., = '23 = ' 56 m 24 n 34 mn 44 23 n ' 36 45 

LN "" ),13 = £2 Cl5 + m2 C46 + 

+ <m (Cl4 + C56) 

LM = •
12 

= ,Z C + 2 C + 2 C + (C + C ) + (C + C ) 
• ' 16 m 26 n 45 mn 46 25 "' 14 56 

The differentiation of the wave equations will give 

(L -

9A.4.7 

(9A.4.l3) 

(9A.4.15) 

(9A.4.l6) 

(9A.4.17) 



2 
(N - oV ) Az • 0 (9A.4.18) 

This equation can be written into the following matrix notation: 

L - ~ \12 LM LN 

L~. 
2 MN 0 (9A.4.l9) M - 0 V = 

LN MN N - oV 2 

Solution of this matrix will give the wave speeds for the three plane 
waves propagating in a linear elastic homogeneous anisotropic medium. 

If we wish to solve for the direction cosines of the particle displace­
ments~ we can write the following matrix: 

L 

LN 

or 

M 

MN N 

s 

y 

a L + 

a LM + 

a. tN + 

s LM + 

s M + 

1 0 0 

0 l 0 

0 0 1 

y LN = a ,vz 

y MN = s ,vz 

- 2 B MN + 1 N = y pV 

B 
(9A.4.20) 

y 

(9A .4 .2la) 

(9A.4.2lb) 

(9A.4.2lc} 

The preceding represent the most generalized forms of the equations. The 
method of solution for a given crystalline material is known density P and 
second-order elastic constants C, is to solve Equations 9A.4~10 to 9A~4.15 for 
L. M~ N, etc., components for the wave normal (crystallographic direction 
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cosines i, m~ n) of ~nterest. These values are substituted into the velocity 
matrix together with the density p and solved for the three p1ane-wave speeds 
VP v

2
, V3" Each of these wave speeds is substituted along with relevant values 

of L~ M* N, etc-, and p into the three equations above (9A.4~21) to solve for 

the particle displacement direction cosines appropriate to the particular wave 

speed {using a2
2 + e22 + Y22 = 1}. Generally, the three partlcle displacements 

will have components both normal and parallel to the surface of the medium so 

the waves are neither purely compressional nor purely transverse~ 

The situation is greatly simplified in isotropic or cubic solids where in 
certain special directions of the crystal one of the waves wi1l be purely long­
itudinal ano the other two purely transverse. 

The generalized equations become greatly simplified when specific wave 
propagation directions are selected. For example. in the [100] direction, 

(a) (b) (c) (d) (e) (f) 

(9A.4.22) 

In the [110] direction, 

(9A.4.23a) 

(9A.4.23o) 

(9A.4.23c) 

In the [lll] direction, 

(9A.4.24a) 

(9A.4.24b) 
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(9A.4.24c) 

(9A.4.24d) 

L" - C + C + 0 + C + r + C + r + "' + C " - 15 46 "35 14 "65 13 "55 "36 45 (9A.4.24e) 

(9A.4.24f) 
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9A.S CUSIC CRYSTALS 

The preceding equations are greatly simplified ~n cubic materials such as 

iron, stee1. stainless steel, the h:gh alloys~ etc. 

Reca 11 ing that 

(9A.4.la) 

(9A.4.lb) 

(9A.4.lc) 

All other C values are zero; we can substitute into the equations for 
elastic constants; 

(9A.5.la) 

M ,z o" + ffi2 C + ,2 c - ffi2 ell + (o.,. + n2) c44 
\'I ,. ' "44 "'11 " 44 - ''"' (9A,;,Jb) 

(9A.5.lc) 

(9A.5.ld) 

(9A.5.le) 

(9A.5.lf) 
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For cubics where the principdl axes coincide with three crystallographic 
axes, the solutions are 

[100] direction 

( a) 

o1v1' = c11 (long.); 

(a) 
2 ,v2 " c44 (shear); 

(c) 

(b) (c) 
.. 2 c . 

'2'2 = 44' '3v/ = c44 ( stlecr) 

(b) 

,vz = ~ (Cll - Clz) shear; 

,v2 = i (Cll + Cl2 + 2 C44) long. 

[111] direction '= "= n = 11'1[3 

9A.5.2 

(9A.5.2) 

(9A.5.4a) 

(9A.5.4b) 

(9A.5.4c) 



9A.6 !SOTROPIC SOL!DS 

The simplest case in the context of number of independent elasti.c con­
stants is that of isotropic solids. This case is more applicable than might 

appear at first glonce because most polycrystalline materials, where the grain 

size is not excessively large and where heat treat~~nt has reduced greatly or 
removed prefetred orientat1on due to hot or cold worKing, can be considered to 

be isotropic solids. One must be carefol in applying this criterion since many 
so-called isotropic materials have some degree of dr.isotropy. 

Before aeveloping the isotropic case we need to introduce another set of 
' constants, the Lame constants. 

' 9A.6.1. LAM£ CONSTANTS 

At the beginning of the chapter we discussed the various moduli--elastic~ 

shear, and b~ik--together with Poisson's ratio. Whiie the bulk and shear 
~odu1i represent fundamental elastic constants arising from basic considera­

tions, they do not necessarily coincide with those elastic constants easiest 
to measure. 

In the case of isotropic solids such as we are discussing, the geometric 

considerations lead to two simple equations covering wave propagation. The 
first is the lon9itudina1 wave equation where displacements perpendicular to 

the wave front direction are zero; the secono equation covering shear is con­
trolled by the displacement along the direction of the wavefront being zero. 

These reduce (i~ the one-dimensional case) to 

longitudlna l (911.6.la) 

shear (9A.6.2a) 
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0 

where u is displacement, ~ in the shear case is one Lame constant and is the 

same as G, the shear modulus. The K value is equal to 

(9A.6.lb) 

0 

where A is the second Lame constant and 

(9A.6.2b) 

This can be seen from the following relationships for isotropic solids: 

ell = czz = c33 = ). + 2JJ (long.) (9A.6.3a) 

clz = cz1 = cl3 = c3l = c23 = c32 = ' (9A,6,3b) 

c44 = css = c66 = " (shear) (9A.6.3c) 

all other values of C = 0. 

The Lame constants are related to the other moduli as follows: 

Young's (elastic) (9A.6.4a) 

Shear G = JJ (9A.6.4b) 

Bul< B = >. + 2JJ 
3 (9A.6.4c) 

Poisson's Ratio (9A.6.4d) 

The various relationships are given in Table 9A.6.l(gA.l.l) somewhat 

modified from those in Reference 9A.l.3. 
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TABLE 9A.6.1. The Connection Between Elastic Constants of Isotropic Bodies: 
v1 = Longitudinal wave velocity; v5 = Shear wave velocity; 
>., " = lame constants 

B E 
Sulk Modulus ___l!l_(j~~ .J:'!~. Const.wt ' Polssor's Ratio 

\ + 2G r 

(' - ·,·) 
~--~ 

3\ .. ?G G-·-A t G 

:m 

G 

3B~~:E 

:m 

', 

2(\ t G) 

3B - ~::> 
{-(33 + G) 

3B - £ 
-~ 

vl" ~ "'';;: 

~'-vl' - "~ ' 

K ~ ''"-';; 

lonqitu>:hnal 
MOdulus 

; + iG 

G 4G - £ 
3"G:[ 

3"~ " 93 - E 

1 - 'J 
l + ') 

G""'"s:~ 
Sl.e,er 

~.?.!!.!.~ 

St~tic tVi!<ISH(!'llert ::~f E ard 5; 
dynao1ic (resonance) measun•ment 
OfEandG 

StJlit measLu'eF!1ent of B; dynamic 
(r·esorJnce) measureme11t of E 

StJtic or dynamic measurement of 
E ard v 

Oyn<~rr'c (velocityj nea::.rMe'l~ :>f 
\'l anc "'s 



We can evaluate the elastic constants for an isotropic solid in the same 

fashion used for the cubic system: 

L 
2 t (x+ll)+J.J (9A.6.5a) 

(9A.6.5b) 

(9A.6.5c) 

(9A.6.5d) 

(9A.6.5e) 

(9A.6.5f) 

The determinant is 

n£ (A+ 11) 

0 = £m (; + v) 
(9A.6.6) 

n£ (A + 11) mn (A+ 11) 

or 

; + 
0 (long.) v

1 
= 

2 l/2 
: ;V2=V3= 

(9A.6.7) 

I/ 2 (v/p) trans. 
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Another approach is to consider the coefficients with respect to the vari­

ous crystallographic directions: 

[100] (a) \b) 

[110] (a) 

· l 'C + C ) - " 1 \ 11 44 ; 

(f) 

[Iii"} (C44 + C11) 

[111] (a) 

The determinants will be 

L - pV 2 
"~ 

General [Iii M - oV 1 

rn MW 

c .. 2 - oV 0 
" 

(c) 

{b) 

M ' i (Gll 

(b) 

( e I 

L~ 

MN 

N - cV 2 

(d) ( e I (f) 

(9A.6.8) 

(c) (d) (e) 

+ c44 i; N = c44 ; f.1N. o; rn. o; 
(9A.6.9) 

= 0 

0 

(c) 

N • ten + ~ c44 

( t I 
(9A.6.10) 

(9A.4.19) 

[100] 0 c44 - oV 
2 0 (9A.6.11) 

0 0 c44 - ,vz 
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0 

[llO] 0 (9A.6.12) 

0 0 

'C 2) (' vz.z o ' 11 - pV '44 - 0 ! = 

[100] 

(c )112 (c )112 
V - 11 " " 44 - 7 '2 • '3 p 

(9A.6.l3) 

• Reca1ling that the two Lame constants completely describe an isotropic 

solid, it follows that if 

(9A.6.3a) 

(9A.6.3b) 

(9A,6.3c) 

then 

~ + 2v: - A (9A.6.l4) 
2 = v 

and 

en - c1z 
= c44 (9A.6.15) 

2 

9A.6.6 



Therefore, an isotropic solid will be described by 

ell 
;• 

c1z 0 0 0 "'12 

eli c1z 0 0 0 

ell 0 0 0 

~ (ell - 0tzl 
(9A.6.16) 

~ (Cll - Clzl 

1 
2 (Cn - c12l 

<]2 ,v = 0 (9A.6.17) 

(9A.6,18) 

Snear(b) (c) 

Since v2 3 v3, only one is required to define the crystal. 
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9A.7 THIRD-ORDER ELASTIC CONSTANTS (inelastic deformation) 

A solid may be elastically isotropic under stress-free conditions, or at 
very low e1astic strains; however, the same solid may or will have anisotropic 

character'fst'\cs when stress is applied, particularly when there is any ine-;as­

tic deformation. This situation is of considerable scientific interest in 

initially isotropic materials such as stress-free polycrystalline solids with 

random grain orientations. 

A nore general and mere correct approach is to consider the behavior of 

nonlinear elastic waves as they propagate in solid materials. Such nonlinear 

effects results from various causes. In sorr.e instances, higher amplitudes of 

the in~tia11y elastic wave may generate finite strains; in other cases, the 
application of external static stresses cause nonlinear behavior; nany solids 

may contain a variety of energy absorbing mechanisms which result in lacal~y 

nonlinear or even nonelastic behavior; one possibie cause of the latter is the 

existence of microscopic stresses. This third form is usually handled as a 
form of attenuation* 

A linear elastic wave behaves in a fairly predictable fashion; this is not 
true for nonlinear elastic waves. For example, the initial wave such as a 

sinusoidal longitudinal stress wave at a given frequency wll1 distort as it 

propagatest and energy wi11 be transferred fro~ the fundamental to the harmon­

ics that appear. This behavior will be a function of wave arr~litude. Non-

.1 inear transverse curves may propagate without distortion in ideal (aefect 

free} solids; they can interact with other waves, and such interactions may 
generate additional waves. 

We aiscussed second-oraer elastic constants earlier. ln stressed condi­

tions third-order elastic constants exist. These constants permit the evalu­
ation of first-order anharmonic terms of interatomic potential or generalized 
GrUneisen parameters, both of which are basic to all theories related to anhar­

monic phenomena such as the interaction of acoustic and thermal phonons and the 

equation of state. The sarre approacn to measuring constants occur. The dif­

ference in velocity measurements permits the evaluation of third-order elastic 

constant~. These elastic constants are also known as thiro-oraer Murnaghan 
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constants from the mao who initially developed the relationship for elastic 
strain energy for an isotropic solid. ~ncludiog third-order terms but omitting 
terms independent of strain. The foilowing is the equation: 

2).1 + ). 
2 

I 2 
1 2 1 + z + 2m 

" 2 

where t; is the elastic strain energy; l.l and>. are the 

n are the third-order Murnaghan constants; and 11, 12 
invariants of the Lagrangian strain tensor. 

(9A.7.1) 

' ~arne constants; :~., m and 
and I 3 are the three 

fhe equations developed in the preceding section of this chapter provide 

the basls for the development that forlows. Principal sources used were 
Ratcliffe,( 9A.?.l) Smith,(gA.l.Z) Hughes ana Ke11y,(gA.I. 3) Thurston and 
Brugger(9A.I. 4) and Green. (gA.l.l) 

The equations pertinent to isotropic so1ids in tne fotm desired for devel­

opment of third-order constants follow: 

2 M = m {A + ~) + l.l (9A.6.5b) 

(9A.6.5c) 

(9A.6.5d) 

(9A.6 .5e) 

LM = ;m (< + •l (9A.6.5f) 

In fact, even fewer are used because of the comp1exlty of the development. 
Only the one-dimensional case was used in most of the theoretical developments. 
The basic equation used by Hughes and Kelly( 9A· 7·3l is 
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(9A.6.la) 

which becomes, for isotr-opic solids~ 

(9A.6.lb) 

The analogous equation for shear is 

(9A.6.2a) 

or 

(9A.6.2b) 

As wi11 be noted later, when the equations are expanded to cover the cases of 
tensile or hydrostatic stress, they reduce to 9A.6.lb and 9A.6.2b as the 

applied stress approaches zero. 

The initial set of equations relating wave velocity and second- and third­
order elastic constants were derived by Hughes and Kelly(gA.?,J) using 
Murnaghan's Equation (9A.7.1). The authors(gA.?.)) limited their strain 

equations to no more than square terms and their stress equations to no more 
than first- and second-power terms. furthermore, cases of wave propagation 

were limited to the x-axis for the longitudinal and shear-wave (2} cases. 1he 
seven eq~ations derived by Hughes and Kelly{ 9A.].J) are given below as pre­
sented by Ratcliffe:( 9A.I.l) 

p 
- 31( 0 

(7> + 10" • 61 + 4m) 

9A.7.3 

(9A.7.2) 



where 

and~ 

= ' 

= u 

- ~ (3> + 6, + 3m - n/2) 
0 

T 
+ 3K (2>/u 

0 
[> + 2, = ~] - 21) 

+ 3~0 (4x + 4~ + m + An/4v) 

+ T (A + 2~ + m + xn/4~} 
~ 

v 2 
Po sz "' 

T u- ~(21-m+ n/2 + >n/Zu) 
0 

Po = density of the material in the unstrained state 
V = ultrasonic wave velocity 

(9A.7.3) 

(9A.7 .4) 

(9A.7.5) 

(9A.7.6) 

(9A.7.7) 

(9A.7.8) 

A and lJ "" 
• 2nd-order Lame elastic constants for an isotropic material 

l,m and n = 3rd-order Murnaghan elastic constants for an isotropic 

material 
P = hydrostatic pressure 
T = uniaxial tension 

l 8 = K
0 

• bulk modulus= 3 {3> + 2u) 

lst subscript 1 refers to longitudinal wave 

1st subscript s refers to shear wave 

2nd subscript p refers to hydrostatic pressure 

2nd subscript x. y or z refer to uniaxial tension in the x, y or l 

directions respectively~ 
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Other authors have developed similar equations, using somewhat different 
approaches. Table 9A.7.1{9A.l.l) presents the relations between third-oraer 

elastic constants for isotropic solids as useo by different authors. 
Smith(9A· 7•2) rationalized the differences among the various third-oroer con­

stants. The author( 9A.J .Z) also illustrated the procedure for measuring the 

third-order elastic constants. The ve1ocities in Equation 9A.7.2 to 9A.7.8 are 

difficult to measure accurately in absolute terms; however, differences in 

velocity, even though relatively small, can be measured quite accurately, The 
velocity-difference approach permit~ substantial simplification of the equa­

tions. One such example follows. The ve1ocity difference between two princi­
pal shear waves propagated normal to a uniaxial stress and with polarization 
parallel and normal to the stress is shown in an example using Equations 9A~7.2 
and 9A.7 .8: 

(A + 2v + m + An/4v) 

T 
- ]( (2;-

0 

m + n/2 + ;nf2o) 

(" z S 2) T (3 + 2" + P/2 + ~~.") 'o 'sy - z = 3K
0 

' • "· 

+ 4pn + 3w] 
2 • 4~t 

3 ) + n (3l + 1o)) 
• 4• 

, V = S = --4 (4, + n) ( 2 2) T 
o sy z ~t 

9A.7.5 

(9A.7 .7) 

(9A,7.8) 

(9A.7 .9a) 

(9A.7.9b) 

(9A.7.9c) 

(9A.7.9d) 



TABLE 9A.7.1. Rtflations Between Third-Order' Elastic Constants 
for Isotropic Solids as Used by Various Authors 

Landau and 
l ifshit.z, 

Truesdell. Goldberg. Murnaghan, 
kyperelastic Toupin and Jones and Hughes and 

--~l!!:!L9JL~~-~- ~-~/.'!& ~ lLi!JEl_::lJ --~rn~~i r~~· . _ _i_obej!__ -~_f_flijy_~-

c! 11 2 A -8~ +21, ( u
3 
-u 4 +o

6
} •1 +fiv 2 ... gv 3 2A+6B+2C 2£ t4m 

cl12 2!.+2un 3 v1 +2v
2 

2Bt2C 2l' 

c123 2A+2;.h;t)-t-~~4 '1 2C 22-2m+n 

c14tt -(t./2);~1\ .• , B m-~ 

cl5S - 2:,-{ vi?) (\t/(:>. 6 ) "z+Zv3 s+iA 2 m 

(456 -w+(H/3:a6 'J 11\ 
4 

1n 
·' 

(ljj.l){-\+Cl44+~{: 23) "3 {l/v}(-\4v 2~v1 l (1/u ){ ->+!lrC) (1/uH-"+t) 

-(2h)c.,4 "4 -{2/;,Jv2 -(2/J)2 -(2/vl(m-~i ,. 
(Zh) (:..-~+Cl44) "s (2/r)(h.~+v2 ) {2/-JHA-v+B) ( 2/ll) (} -;.~ +::<-~-n) 

(4Ju)(j.J<45t) "6 (4h)(.,~-v 3 ) {t;.(;.,j(j.l+}A} 
• {4/v;(~.+) 

' 2?..•2ut~ 3 +t.;, 1 "123 '· zc 2t -2rr>+n 

' cltt4 -(v/2}a4 '2 B m-~ 

(456 -~+(;dll.)o;6 '3 
1;; 1 
4 "' 

4C456 -4>,+;H).fi 4Y3 A n 

c 144 
I '2' -\\"! ;o4 v, a 1 ;Tl--zn 

1 ' 1 
¥123 

A-~ra3+{r>/2 b 4 tvl c t.-m+r 

1 
-2'-{112 \ +~a3 

l 
2vl+vz s~c 

c1ss - 2;.- ( r/2) (a-.4 -,1-
6

) v
2

+2v
3 

!A+a 2 
m 

4(456 -4u+vo: 6 
4v 3 

A 0 
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The velocity differences~ when stressed, 
high stresses are used. This means that 

-4 are in the range of 10 even when 

v = v 
Sl SO 

where Vs0 represents the unstressed state~ 

Therefore, 

V +V :=::2V 
sy sz so 

and 

(9A.7 .9e) 

since 

v 2 
"o so = ' (9A.4.20b) 

We can divide both sides by this equation: 

oV T ) r = ~ (4u + n 
so 8v 

which permits us to evaluate one of the Murnaghan constants, n. 

A similar approach can be used to determine the other third-order 

constants. 

( 9A. 7. 9f) 

The problem rapidly becomes more comp1icated and difficult as one shifts 

to less symmetric crystals or away from the simple (100] directions. An 
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example of the elast1c strain energy Equation 9A.7.1 converted to a working 
equation follows: 

' = z, ; > 112 - z .. lz + i + 2m I 3 2 ' I I " " 3 1 - m '1 2 + n 3 

(•zz'33 - '23'32 + 1 33'11 - '131 31 + rnrzz - '121 21) 

+ n (rn '221 33 - '11 '23'32 - 1 21 '12'33 + 1 21 '13'32 + 1 31'121 23 

+ '31'13'zz) 

The simt1ar equation for a cubic crystal is 

• lc (2+2+ 
" = Z 11 1 11 rzz 

+ c ( 2 + 
44 112 

(3 + 3 
\'11 rzz + 3 ) 133 

+ 1 c 2 144 

+} cl66 [(rL + rL)(rn+ rzz) + (r~3 + '~z)h2 + r33) 

+ (r3l + rL)(r33 + rn)] + c123'll'ZZ'33 

+ c456 (1 121 231 31 + '21 132'13) 

9A. 7 .8 

(9A.7 .J..O) 

(9A.7.11) 



which utilizes C i j for second-order and C i jk for third-order constants. The 

preceding equations can be converted to other terminology with the relation­

ships of lable 9A.7.1 

The following two relationships using Equation 9A.7.10 illustrate the 

enhanced conplexity of shifting from [100] to [110] to Lll1J: 

c =} c11'f1 + c44 (2 + 2 + 2 2 . 
[100] + r13) + 

~ 

'12 121 131 Llll yll 

+ 1 c 
2 166 (ru ( 2 + 2 + 2 + 2 )] 112 121 131 1 13 

[110] 1 
/J=4Cll [•2 (' ')2] 1, [·2 111 + 1 12 + '21 + 4 '12 1 11 - ( . ' 2] 112 + 121) 

+ 1 c 
4 112 ( .z •. 2) 

113 1 31 

+ 1 c 
4 166 [

• 3 + ' 
1 11 111 ( . ' 2 . ( '2 + '2)] 112 - 1 21) + 111 1 13 1 31 

[111] > 1 c [ .2 + ( • + ' 2 + (. + ' )2] 
" ~ 6 11 1 11 1 21 1 12) 1 31 1 13 

+ c [1 '2 1 ( ' + ' )2 1 ( ' + ' 2] 12 3 1 11 - 6 1 21 1 12 - 6 1 31 113) 

+ 2 c [ ,2 + ,2 + ,z , ' + .2 + ,z ' ' ] 
3 44 111 131 113- 1 31113 121 112- 121 112 

+ c [1 .3 + 1 • ( • + ' ) 2 + 1 ' ( ' + • )2 
111 9 1 11 3 111 121 112 3 1 11 131 1 13 

9A.7.9 

(9A.7.12) 

(9A.7.13) 

(9A.7.14) 



C [
2 '3 

+ 112 9 'll + 

+ c 11 .3 
144 9 '11 

r (.•3 
+ ('1/2/ 36) \'21 

·2) . '~'31 + '~'l2 
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The preceding 

substitution. 

derivations. 

equations are ir the simplest state prior to 
The reader is referred to Green( 9A.l.l) for 

differentiation and 

further 

Thurston and Brugger{9A· 7•4} developed the relationships for cubic crys­

tals in [100] and [110] directions as influenced by uniaxial compressive 
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stresses in those oirections. 
19A 7 4) 

~nese authors~ · ' used W, the wave speed, 

and~' a vrit vector* rather than the more conve'itional V and n. 

The preceding has touched briefly on the mathematical deveiopments derived 

frcm so-tid state theory and the tmplications of the equations in terms of 

acorJstic wave beha'.'ior. The actua1 data obtained through experiment are pre­

sented in the body of Chapter 9. 
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CHAPTER 10 

FAILURE STATISTICS AND FLAW SIGNifiCANCE 

10.1 INTRODUCTION 

This chapter will assess the probability of failure of piping systems on 

the basis of available statistics. Where sufficient data on nuclear piping 
exist~ they will be used. In the case of large pipes~ such as are used in the 

recirculation system and as steam lines, their failure probability will be 

inferred from failure statlstics of non-nuclear pressure vessels. 

An attempt will be made to predict failure in terms of both piping size 

and piping systems. Where possible, PWR and BWR piping systems wi11 be 

assessed separately to determine whether differences exist in failure probabil­
ities and in failure modes. 

The data will be presentee in a variety of formats to aia in quantifica­

tion of the probabilistic fracture mechanics tasks in Chapter 12. 

Fai1ure is defined in terms of substantial cracking or leaking of the pipe 

with an upper bound, a major split or guillotine break. Lesser cracking has 
the potentia-l for converting to upper bound failure if subjected to dynamic 
loads such as water hammer, water slugging, or possibly, major seismic loads. 

Failure modes or mechanisms are very sensitive to both materials and pip­

ing sizes and, to a greater or 1esser degree, to the environment. 

The value of NO£ depends to a major degree on the safety significance of 
a given failure, the failure mechanism which often defines the failure loca­
tion, and the mean-time-to-failure. Table 10.1.1 is a subjective judgment con­
cerning a reasonable breakdown in terms of pipe size~ failure mechanisms and 
safety implications of faiiure. The chapter will follow the breakdowns of 
Table 10.1~1 in terms of piping size and failure significance. 

A class of failure mechanisms of major safety significance in many systems 

embraces the functional unreliability of valves. In many systems such 
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TABLE 10.1.1. Suqgested Divisions by Pipe S~ze~ Failure Siqnificance~ FailDre 
Probability and Value of ~DE 

Pipe Size 

S.na l1 
<4Tfi. (USt.3l1y 
<2 in,) 

Intermediate 
"'· <I~ -

Safety lll!Qlications ?robable failure Mech<Hlisms f3llure Oata Va1ue of NO£ 

usua~ly minimal 

May De minor 
because of systerr 

Substantid1 in 
some systems 

Major in recircula­
tion bo~noary; may 
be significant in 
feedwater, etc. 

Sane systerr:s 
have limiteC 
safety impl1cations 

Preoomioantly vibrational 
fatigue 

Generic: JGSCC, thermal 
fatigue 

Several other failure 
mechanisms un ra~Oom basis 

Yery 1ow failure 
prooabi li ties 

Suosta~tial Little or 
none 

Moderate to Marginal 
substantia 1 

Lit'!:le or 
none 

Substantial 

Substantial 
as a term of 
insurance 

Remarks __ _ 

lGSCC has more safety 
sign~fica'lce Hl B\«l{s 
thar PWRs 

Water hammer, water 
s!ugging ana seismic 
loacs reqJJire q:..anti­
ficatJon for coth 
lnter'!lediate and large 
safety-related 
systems. 



functional unreliability poses a much greater potential safety hazard than the 
spectrum of piping failures~ Wlnle the significance of valve failure ls noted, 
further discussion is outside the scope of this 11 White paper~'* 

The further sections of this chapter will concentrate on failure probabil­

lties by component size 1 sy5tem~ and type of reactor. Failure mechanisms will 
be classified and discussed in detail when generic. Obvious examples of gen­

eric failure mechanisms include stress corrosion~ erosion ano cavitdtion,. 
fatigue--both thermal and vibrationa1, and water nammer or water slugging. 

Other mechanisms tend to be more random. 

The Licensing Event Reports (LERs) or their precursor, the Abnorma) Occur­

rence Reports (AORs) have b~en the source of most of the data used in this 
chapter. There have been general overviews such as those of 
Bush(lO.l.l,lO.l.2,lO.l.J) or Basin ;nd Burns. (lO.l. 4) Incidents specific to 

intergranu1ar stress corros1on cracking {IGSCC) in BWRs have been covered in 
General Electric(lO.l. 5) and NUREG(lO.l. 6,10 •1•7) reports. The probaoility of 

cracking of iarge pipes is based on pressure vessel failure statistics. 
Bush{IO.l.B) has giver a broao overview, and Smith and Warwick(lO.L 9) have 

updated earlier information as well as examining failures frof.l a different 
point of view, 
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10.2 AN OVeRVIEW Of PIPING FAILURES 

The purpose of this section is to give a semi-quantitative overview of 

pipe cracking. The dearth of information in many Llcensing Event Reports 

(lERs) does not permit quantification other than in certain systems, or where 
failure occurred by specific mechanisms. Usually~ in these cases the manufac­

turer provided the information. 

Pipe cracking incidents ln pipe sizes below 4 in. ha~e been 1imited to 

brief comparisons as have most data from foreign reactors. The information 
from other countries appears somewhat inconsistent when compared 

States data. Since there was no procedure for assuring that all 

to the United 

of the 
data was available, the decision was made to limit foreign input to the 

case. 

foreign 

IGSCC 

Four methods of presenting the data are used; namely, failures by reactor 

type (Table 10.2.1), failures by mechanism (Table 10.2.2), failures by pipe 

size (Table 10.2.3), and failures by system (Table 10.2.4). 

Data from smaller reactors such as VBWR and ERR have been omitted since 
these reactors have been decommissioned. 

Incidents in Table 10.2.1 tend to be equal in BWRs and PWRs, if one 
removes IGSCC incidents. 

Table 10.2~2 covers causal mechanisms. Again the numbers should be exam­

ined in terms of trends, not absolutes. Ob~iously, IGSCC is a prime 
contributor. The incldents of therma'l fatigue are also quite high. Most 
other failures tend to be random wlth the possiole exception of 
erosion-cavitation. 

Table 10.2.3 presents failures in terms of p1pe size. 
of incidents in BWRs in the range of 4 to 10 in. are caused 

The large 

by JGSCC. 

number 
The 

peak in PWRs at 16 to 18 in. occurs because of feedwater line thermal fatigue. 

Table 10.2.4 presents a relatively incomplete picture of failures by sys­

tems. The size trends cited earlier appear again by system because of IGSCC 

in 8WRs and thermal fatigue in PWRs. 
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TABLE 10.2.1. .~umber of Failures by Reactor Type 
(U.S. reactors--pipe > 4 in. ) 

B].iR !GSCC Other Total 

1 2, 10 35 

2 12 7 19 

3 37 26 63 
4 62 12 74 

136 55 191 

PwR 

Early W 6 

2-Loop 4 

3-Loop 24 

4-loop 10 

Cf. 12 

B \ri 0 
68( d] 

(a) 19 cf 68 IGSCC. 
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TABLE 10.2 .2. lncidenc€ of Major Cracking or Leaking in Nuclear Components( a) 
(may be multiple events in same co,.,onent) 

Typ.: ot 
--~~~efec_l ___ _!:'!~·- l_S64 l96S i'i166 i%7 ~ !~ lS!Q_ ill! :<!72 ;?2?_ l]lJ :97:. 19?6 C97l ~ l'llS l.98C 19£1 

Tl\ermal f~ti'}t.ft '" l ' 6 ~a 2J 1 1 \8 

PliR l 24 ?7 

De~l9n-dyril>'lic l·)iHI '" ' 4 

!'loR 

Coost~utt'Cfl .::'lr'etts/erro(£ "" 1 1 ' 1 4 ,, 
~ 

"' s i 1 0 

N 0.~\er ~arm>er (line tai:u~e) "'' w "' ?. l 

flit i g'"t'- ~~ br~t \oM l "" 1 

"' 1 3 w 1J 
E•'O'S. 1 on/ u;rr% 'w "" 

., 4 2 \J 

?<!R 2 1 
Cere~ ionlf at lgut: "" 4 

PWk l ' 
lJ'li:<'KI"tfl CJL~C .,, 1 ' lo 

'" 1 ' .,. 
l 0 0 0 0 0 1 3 7 10 " 25 lJ 11 " J.S 20 lPJ 

·----·-
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TABLE 10.2 .3. Number of Failures by Pipe Size Through 1979 
(U.S. reactors only) 

Pipe Size BWR 
(inches) JGSCC Other PWR -

4 so 13 63 8 

6 35 12 47 5 

8 20 2 22 4 

10 51 6 57 12 

12 8 a 
14 1 2 3 

16 l 1 18 

18 1 1 7 

20 

22 1 

24 1 

26 

>26 
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TABLE 10.2.4. Number of Failures by System> 4 in. Except CRO 
{U.S. reactors only) 

Reactor T~~e rxEical Material 
BIIR R 

Feedwater 15 28 Ferritic (A-106) 

Recirculation 2 2 Austenitic (BWR) 

Ferritic (PWR) 

Charging 9 Ferritic 

Steam 5 ferritic (PWR) 

Decay heat 14 4 

Service water Austenitic ( BIIR) 

Core spray 4 5 

CRD 6 5 Austenitic ( BIIR) 

Other 2 5 

Recirculation bypass 4 Austenitic ( BIIR) 

RWCU 2 1 Austenitic (BWR) 
Isolation condenser 

Reactivity 9 

49 73 
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10.3 fAiLURES IN S~Ll PIPING 

The majority of pipe leaks and breaks cccur in smaller sizes of pip1ng 

typical of instrument. vent and drain lines. Many such lines are 1 in. or 

less in diameter. In addition, many breaks occur in the 11 1ess than 4 in." 

range, The Licensing Event Reports (LERs) classify piping lnto several size 

ranges, one of which is less than 4 inches. Often it becomes necessary to 

examine the original LER rather than the computer readout to establish the 

actual sizes of the failed piping. Even this may be insufficient. and one 

111ust examine the SARs for information as to specific piping sizes. 

Many small pipe breaks are due to vibrational fatigue. As the sizes 
increase above 1 to 4 in., the failure mechanisms shift somewhat to thennal 

fatigue ano IGSCC. It is diffic~.;1t to estabHsh definitive statistics because 

of the probab i1 ity that many of the failures 1n sma l1 lines are not reported, 

particularly in instrument lines and in secondary or tertiary systems. A 

recent report{ 10· 3· 1) listed failures in sma1l 4-in. lines. These data are 

reported as Tables 10.3.1 and 10.3.2 (limited to PWRs). 

This author considers pipe breaks in the sizes below a diameter of 2 in. 

to have little or no safety significance in many instances. ln the range 2 to 

4 in., one must examine specific systems to establish the safety significance, 

if any, of breaks. Factors such as makeup capability set by charging pumps and 

safety function of 1 ines such as control-rod drive tubes need to be examinea. 

Usually, this is difficult to do because of the limited information available 

in LERs. For example, in PWRs, leaks or breaks are cited in systems such as 

coolant recirculation, reactor heat removal. reactor coolant cleanup. main 

steam condensate, feedwater and chemical and volume controL Obviously, such 

systems have substantial safety significance. It is less obvious whether fail­

ure of instrument or drain lines teed off these systems become a safety prob­

lem. The same applies to B~R lines. A NUREG report of the Third Pipe Crack 

Study Group{lO.J.l) highlighted possible problems caused by failures in smaller 

pipes in conjunction with various design basis accidents~ 
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10.4 FAILURES IN INTERMEDIATE SIZES OF PIPING 

The preponderance of pipe failures of safety significance occur in pipes 

4 to 14 in. in diameter. In BWRs most of the failures are due to IGSCC. In 

PWRs, there are tewer incidents of IGSCC; however, IGSCC represents a substan­

tial percentage in some classes of lines. This size range of lines is amenable 
to NOE in most reactors and the early detection of cracking represents a net 
gain in safety. Furthermore, there are sufficient data to permit the predic­

tion of trends. Three major categories will be considered~ namely, 

l. IGSCC in BWRs 

2. cracking from all cases other than IGSCC in BWRs 
3. cracking in PWRs. 

10.4.1 !GSCC in BWRs 

The predominant cracking mechanism in BWR piping has been lGSCC. Nearly 

200 incidents had been reported by the end of 1979. In some pipe sizest nearly 
3% of the we1ds had suffered IGSCC Some idea of the number of IGSGC incidents 

by type of BWR (Table 10.4.1), specific systems (Table 10.4.1) and pipe size 
(Tables l0.4.3a and 10.4.3b) is given in the following tables. In 

Table 10.4.1, the high ratio noted in domestic BWR Mark-I 1 s is due to the high 

TABLE 10.4.1. IGSCC Incidents by SWR Type Through 1979 

Number of Oper- Number of Ratio 
Type ating Reactors Incidents Incidents/Reactors 
Reactor u.s. Foreign u.s. foreign u.s. f'orelgn ---
BWR-1 3 7 26 13 9~ 2-

6WR~1 2 1 14 4 7 4 

BWR-3 7 9 37 16 5+ 1+ 

BliR-4 13 1 67 9 5+ 9 
25 18 144 42 

NOTE: No guarantee concerning accuracy of number of incidents. 

10.4.1 



TABLE 10.4.2. !GSCC Incidents in BWRs by System( a) 

S~stem Inches Incidents 
Control Rod 3 3 
Core Spray 6, 8, 10, 12 66 
Isolation Condenser 10 4 

Recirculation Bypass 4, 6 42 

Recirculation--Large 10 t 12 ~ 14 8 

RHR 12, 14 1 
RwCU (Decay/Cleanup) 3, 4~ 6~ a, 1o 43 

Steam Lines 26 6 
Other 13 

186 

(a} Sizes of typical BWR piplng systems experienc­
ing !GSCC given. 

welding heat input usea in Oresden-1. Otherwise the ratios in domestic BWks 

are reasonably consistent. The apparently lower ratios in foreign BWRs prob­
ably is due to lack of complete data. 

Certain systems appear to be more susceptible to IGSCC; notably. the core 

spray, recirc~lation bypass and decay/cleanup (RWCU) systems. It is suspected 

that these trends may be more related to pipe size than to system. 

The relation between pipe size and IGSCC can be seen in Tab1es 10.4.3a 
and l0.4.3b. The majority of incidents occur in pipes 4 to 10 inches in dia­
meter. The lower incidence be1ow 4 ln. is probably caused by difficulties in 
recognizing IGSCC versus other failure mechanisms. There is no reason to 
believe that the incidence should be less than that in the 4- to 10-in. range. 
Above 10 in. the decreasing incioence probably is caused by the distribution 

of residual stresses through the wall. While cracks may initiate in the 
thicker walled pipes of larger diameter, the evidence appears to support the 

conclusion that they do not continue to propagate through the wall. 

Incidents of lGSCC are important for a variety of reasons. Such cracks 
initiate at the inner surface so volumetric NOE is required to detect them. 
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TABLE l0.4.3a. Incidents of 1GSCC BWRs in (1965-1979) 
Pre-1979 

Size of Pre-July Pre-July Nu;nfier Reported Nu;nber of 
Piee [in.) 1975 1978 Cracks and Leaks LeaKs 

<4 2 10 14 
4 30 45 50 

6 17 27 36 

8 7 19 22 
10 8 17 49 

12 8 8 

14 ' 1 " 
24 6 6 

64 133 186 

TABLE 10.4 .. 3b. Effect of Pipe Size on tne Incidence 
of !GSCC as of July 1979 

Pipe 
Size, 

(inches) 
d 

4 

6 

8 

10 

12 

14 

16 
18 

20 
(2 

24 

26 

28 

Nt.mber 
of 

fte1ds 

6774 

1766 

1226 

1061 

994 

2065 

194 
535 

296 

182 

397 

403 
141 

812 

Number 
of JGSCC 
Incidents 

14 { 9) 

50 (19) 

35 ( 11) 

22 ( 2) 

49 (B) 

8 ( 0) 

1 (0) 

0 

0 

0 

0 

6 ( 0) 

0 

0 

Frequency 
(percent) 

0.21 (0.13) 

2.83 (1.07) 

2.93 (0.90) 

2.08 (0.20) 

5.00 (0.80) 
0.38 (--) 

0.52 {--} 

0 

0 

D 

0 

1.50 (--) 

0 

0 

NOTE: { /--Numbers in parentheses denote cases 
of leaking for total nwnber reported. 
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19 

11 

2 

8 

0 

0 

49 



Further~ they may propagate around the inner surface and then proceed at d 

relatively uniform rate through the wall. This occurred 1n 

8uane Arnold (10 •4•1) where eight pipes suffered !GSCC and all propagated 

more than 60% through the wall relatively uniformly with only one developing 

into a through-wall crack. 

10.4.2 BWR Pipe Cracking Other Than JGSCC 

Various fa-ilure mechanisms other than IGSCC have been observed in BWR pip­

ing in the inter~eaiate size range~ Fatigue, usually vibrational, has occurred 

in 4- to 6-ln. pipes. Thermal fatigue has cracked lO-in. lines. Erosion and 
cavitation have occurred tn the size range of 6 to 18 lnches. Other failures 

have been aue to construction defects, design errors and impact damage. ln a 

few instances, pipes have suffered guillotine failures or major splits due to 

events such as seizure of a pump or poor quality welds. Table 10.4.4 contains 

incidents of pipe cracking by system. The data in Table 10.4.2 are reproduced 

to permit a comparison of IGSCC incidents versus those from all other causes. 

TABLE 10.4.4. Incidents of Pipe Cracking in BWR Systems from Causes Other 
Than IGSCC (JGSCC incidents from Table 10.4.2 are repeated 
to permit comparison) 

Significdnt Cracking Incidents 
SJ:Stem to Safetjl A 11 Others !GSCC 

F eedwater Yes 14 

Recirculation Yes 1 8 

Recirculation Bypass Yes 4 42 

Steam Lines Marginal 6 

Reactor Water Cleanup Part1al 2 43 

Decay Heat Removal [RHR) Yes 4 1 

CRO's Yes 6 3 

HPCI Yes 4 

Core Spray Yes 2 66 

Isolation Condenser Yes 4 
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10.4.3 PWR Pipe Crack1n9 (>4 to <14 in,) 

The total number of incidents of cracking in intermediate sizes of PWR 

piping is substantially less than reported in BWRs~ If the instances of lGSCC 

are removed from both data sets, the total numbers of events from causes other 

than IGSCC are roughly 2 to 1, BWR versus PWR. This can be seen in 
Table 10.2.2 by cause, in Table 10.2.3 by pipe size, and in Table 10.2.4 by 
system. The preponderance of incidents in PWRs have occurred io feedwater sys­

tems with most of the incidents of cracking occurring in 1979 by thermal 

fatigue (Table 10.4.5), 

Several cases of cracking due to IGSCC have been reported in PWRs, usually 
in secondary or 'tertiary lines of marginal safety significance. Most incidents 

have occurred in relatively thin-walled piping carrying borated solutions 
(Table 10.4.6). 

One category of failures in PWR piping {and in BWRs also} is that where 

failure is caused by dynamic loads with or without contributions from design 

errors~ construction defects, etc. The predominant dynamic load has been water 
hammer; however, there are instances of jet or slugging loads that can be 

classed oniy loosely as water hammer. Table 10.8.1 in Section 10.8 contains a 

limited number of the cases of water hammer where major damage or cracking 
occurred in the piping. 

Severa 1 random failures have occurred in the intermediate pipe diameters 

(>4 to <14 in.). These are reported in Table 10.4.7. 

At H. B. Robinson reactort the safety relief valves were blown off because 
of a combination of jet loads and a severe stress concentration, and because 

of weld joint design~ plus a lack in the ASM£ Section III Code with regard to 
consideration of dynamic loads. A similar event occurred at Turkey Point where 

jet loads blew off valves and sp1it a header. A water hmrnner at Indian Point-2 
caused a 180Q circumferential crack in feedwater pipe at a discontinuity where 
the pipe penetrated a wall~ 
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TABLE 10.4.5. Summary of ?WR Feedwater Piping Cracks 

Thn; wall 

C.400 

o.oso 

0.041 

O.J75D 

0.235 

0.100 

0 .::.so 

o. 107 

o.oea 

0.250 

0.170 

S :l't lock. 

7 C'c'ock. 

3 O'clock 

9 O'c :ock 

~QWer ,'Ia If 
cf rect;cer 

2 aro 5 
C' c~ock 

d:3G O'clock. 

4 O'c1cck 

3 and 9 
O'cloc~ 

d of B Elbow 

3 of 3 Elbow 

? of 2 Pipe 

2 cf 2 

3 of 3 Reducer 

4 of 4 £ lbO'oi reCI;cer 

3 of 3 Redvcer 

6 of 6 

2 of' 2 E lt:cw 

a of a Elbo~» oipe 

2 0~ 2 Pipe 

2 of 2 Pipe 

~>robable Cause 

Thermal hbgue 

Therllldi fatigue 

Therma1 fatlgt.e 

T'lermal fatigue 

Tber:nal +atigue 

Therma \ f ati gJe 

Ther'llal fatig>Je 

Comnents 

? cracks thrJ wall 

13 dGditHillal f\itl, 
reldtect incicQ.t'()I',S 
repo1 red 

3 h, dH:. ilv~. 
feed neJr S(. Hi, el 

J ir.. ctia. av~. 

teeo nedr SG inlet 

Sha-110"1 crcck'19 1n 
razzle under 
thermal slee~e 

Mult1plc branched 
cracks evidence of 
sane fat 1 gue 

Crad:s alsc <~t cteep 
machining mark\ 

Cracks fou"'d also 
at «C13 vicinity of 
horilo"'t<ll piping 



TABLE 10~4,6. Pressurized Water Reactor facilities Reporting Pipe Cracks 
and Leaks Caused by IGSCC 

Facility S stem Plpe Size 

Arkansas # 1 Building {containment spray) 

Decay heat removal 
Spent fue1 pool cooling 

Crystal River 13 Containment spray 

Ginna Safety injection 

H. B. Robinsen #2 Boron injection 

San Onofre ill 

Surry #l 

Surry #2 

Three Mile 
Island #l 

Containment spray 
Refueling water storage tank 
Discharge pipe 

Containment spray 

Containment spray 

Spent fuel pool cooling Borated water 
storage tank to RHR suction 

10.4.1 

10-in. and 
8-in. Sch. 10 

10-in. Sch. 10 
3-ln. 2-in. reducer 

8-in. Sch. 40 

8-in. Sen. 10 

4-in 

10-in. Sen. 10 

8-in. Sch. 10 

10-in. Sch. 40 

10-in. Seh. 40 

8-in. Sch. 40 
10-in. Sch. 40 



TABLE 10.4.7. Examples of Failures in PWR Piping in the Intermediate Size 
Range 

Palisades 

Connecticut YanKee 

Robinson 

Calvert Cliffs e2 
Indian ?oint #1 

lndian Point #l 

Surry 
Fort Calhoun 

Connecticut Yankee 
North Anna #1 

St. Lucie 
Turkey Point #4 

IndiafJ Point #2 
Fort Calhoun 

Trojan 

Fire main break 

Service water steam generator blowoown 

Auxiliary feedwater line PWR weld 

Chemical volume control 4-c 
Main steam line 

Desuperheater line 

Surge line 
16-in~ ExpansiGn joint 
Expansion joint 

6-in Sdction line 

Chargi1g pump cavitation 
Chemical contrOl--4-in. 

RtF<. discharger 6 to 11 
Charging pump--crack 

Suction line--4-in. 
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June 1978 
September 1970 

Jan1..ary 1973 
August 1972 

September 1973 
July 1971 

January 1978 

July 1978 
March 1979 

P.,ugust 1978 

February 1978 
September 1977 



10,5 LARGE (>2().-JN.) PIPING 

There have been a few cases of IGSCC in a BWR-1 steam line (26-in.). 
Alsot the F~R feed~ater lines where cracking has been reported are 16 to 18 in. 

in diameter. Otherwise most of the incidents have been in smaller lines. 

!f one wishes to predict failures in the larger sizes of thick-walled pip­

ing, it becomes necessary to revert to failure statistics for non-nuclear pres­

sure vessels. Failure statlstics have been inferred for large piping and are 
repeated here(lO.l.B) as Table 10.5.1. A later study of Smith and 

\Jjarwic\c(lO.l. 9) developed failure statistics similar to those in Table 10~5.1. 
These were incorporated in the conclusions to their report which are included 

here. While this report deals with pressure vessels, the conclusions are gen­

erally relevant to large pipes. Their statements concerning variability in 

statistics, contribution of weldments to failure, thickness effects, and neces­
sity for improved NO£ are particularly appropriate. 

• Data compiled from U.K. experience from unfired pressurized plants 

lnaicdtes the following ~>alues for failure rates based on failures 
as aefined in the text: 

- Potential (99% upper bound confidence level)--7.6 x 10-4 per 

vessel year 

- Catastrophic (99~ upper bound confidence level)--7.9 x 10-S per 

vessel year~ 

• Before any comparisons between different data sources are attempted 
agreement must be reacheo on definitions, terminology, and type of 

plant considered in the data collection process. There is also a 
need to be more precise in the use of the terms employed. 

• It is suggested that there should be only two definitions of fallure 
for the purpose of surveys into plant behavior. The two categories 
are 
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- Potential--Local degradation of the pressure boundary which would 
be extended by continued operation. This type of defect will 
require remedial action before being returned to service 

conditions. 

- Disruptive--Failures of pressure boundary necessitating major 

repair, replacement, or withdrawal from service because of the 
dangerous conditions of the component. Lf bolted closures are 
included in the plant under consideration then failure of a signi­
ficant fraction of closure bolting comes within this category~ 

• Weld metal and weld affected material are the most likely sites for 
faiiure initiation. Experience shows that this type of event is more 
likely to occur in areas of complex geometry such as nozzles where 
volumetric inspection is at best difficult and often impossible. 

• Research into the effects of thickness either by experiment or oy a 
further breakdown of data should be undertaken by organizations pro­

cessing relevant data. 

• Evidence seems to suggest that all industrialized countries encounter 
similar service experience from conventiona1 plants but process their 
experience differently for the purposes of deriving failure 
statistics. 

• Inservice inspection tends to restore probability figures to those 
assessed at the beginning of the inspection interval. 

• Efforts must be made to improve volumetric NDE techniques. The 
results of the Plate Inspection Steering Committee Programs, an 
internationdl exercise involving the U.S. inspection of a flawed 
thick plate specimen which would indicate the areas most in need of 
development and refinement--detection, positioning~ sizing, 
recording. 

• Data gathered by the various reporters are always retrospective. 

Caution should be exercised when applying the results or conclusions 

to new plant as there ts always oifficulty assessing the effects of 
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introducing changes in design. allowable stress levels, materials of 
construction, new fabrication techniques and reQJiremer.ts. As 
examples of this there were numerous problems following the introduc­
tion of Ni and Cu into boiler drJm material in Germany and the intro­

duction of low alloy steel into the British experience led to a rash 
of problems. 

• There shoulo be an international body to which all failures from ar. 
agreed type of plant could be reported •. L'Ilternatively some independ­
ent national body could be made responsible for collecting data -From 

plants within agreed selective guidelines. Either type of organiza­
tion should pool or report data periodically at a suitable forum. 

• Treat~ent of data shouid reflect the nature of the use to which it 
is to be put and the acct. racy with which it is co llecteo .. 

An exce11ent study by Salter and Gethin1 10 •5•1l presented the frequency 

of occurrence of defects in pressure vessels. Such a study is an acceptable 
analog for the larger sizes of piping. A total of 599 pressure vessel main 
seams, 2,330 meters in length, served as the ddta base. The vessels ranged in 
thickness from 0.5 to 5.0 inches and were produced oy three manufacturers, all 
in the Lniteo Kingdom. 

Defects were c1assifieo as non-critical, consistins of porosity (110) and 
inclusions (543} or 81% of total defects, and critical, either cracks {114) or 

lack-of-fusion (39) or 19?'" of totaL Table 10.5 .. 2 presents the defect distri­

bution as functions of type of fle1d and welding process. 
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TABlE 10.5.2. Analysis of Defects by Joint Type and Process 
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10.6 SIGNIFICANCE OF PIPING DEFECTS 

The great majority of the incidents of pipe cracking or failure have had 

relatively 1ittle safety significance either because of the small sizes of the 

pipes or the nature of the cracks. Many have been cracks detected prior to 
leaking, or when the leaks were small with little or no probability of cata~ 
strophic failure~ Most cases of erosion and cavitation can be included in this 

category. Many instances of !GSCC probably had little potential for progres­
sing to catastrophic fail~re. While this can be said for many instances, 

because of, crack geometry, toughness ana ductility of the piping material, or 
generally low load levels, it is hazardous to generalize about IGSCC because 

instances have been reported of uniform crack progression around the circum­
ference and then through the wall so that there was no early warning~ This 
occurred at Ouane Arnold~{l0. 4 .l} While analyses lnoicated that the remain­

ing 30% to 40% ligament was sufficient to sustain anticipated faulted loads~ 

or.e wonders whether the same would be true at 10% ligament. 

A potential concern is the failure of pipes under dynamic loads. As noted 
in the preceding sections such failures have occurred. Generally, due to sys­

tem redundancy such major failures can be accommodated. Some of those cited 
occurred auring non-nuclear testing so that the systems have not been tested 
under the ultimate conditions. 

Another concern has to do with multiple concurrent failures~ There is no 
real answer to this other than that probability of such concurrent events is 
very low. 

Two drticles. of faith in reactor licensing have been that one must accom­
modate the large loss of coolant accident (LOCA) and all piping critical to 
safety must be suitably supported to prevent failure during an earthquake. 

The author considers himself an iconoclast with both of the preceuing 
ite~s as graven images. To his knowledge, based on an extensive review of the 
literature as well as discussions with experts in the design and seismic 

fields. no unburied pipe of substantial size has failed during a severe earth­

quake {he is not considering buried cast iron piping). In fact, most 
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non-nuclear industries do not consider seismic loads in their design and prefer 

flexible systems. None of those contacted recalled pipe failures during seis­
mic events. Certainly, piping can be grossly overstressea. Damage to piping 

during the Alaska and San Fernando quakes led to grossly bent and distorted 
lines. 

In larger piping, the dearth of fail~re data forces one to revert to pres­
sure vessel failure statistics Stlch as given in Table 10~5.1. The concern with 

the large i...OCA, which was developed originally to size containments, has 
grossly distorted legitimate concerns relevant to failures in swaller piping. 

The sman LOCA, which is much more probable~ has not received the attention it 
merits~ In fact. this conclusion was evolved during the Three Mile Island-2 

post-accident analyses. Systems designed primarily for the large LOCA may not 
be optirrum for the Sl!lall LOCAt and ooerator response may be more critical for 

this class of accidents than for the large LOCA because the latter depends 
priil':arily upon automatic response of equipwent. 

10.6.1 Influence of Defects on Static Failure Propertie.s 

Kato and Morita( 10 ·6•1) examined the influence of defects on the static 

strength and deformabi1ity of welded joints. Three types of welding procedures 
were used; namely, manual arc (tt'.), co2 shielded semiautomatic arc welding (C)J 

and self-shielded semiautomatic arc welding (S), with the latter alternating 
current ( S ( AC)), or direct current { S(DC)). Six types of defects were 

inserted; 
l. internal cracks (Ci) 

2. root cracks (Cr) 
3. internal lack-of-penetration (LPi) 

4. lack-of-penetration at root (LP r) 

5. internal slag inclusions (Sli) 

6. slag inclusions at root (Slr). 

Weld sample thicknesses were 25, 32, ano 40 mm. 

One can plot the relation between the mechanical properties such as maxi­

mum stress (o8) or elongation (El) versus the actual defect ratio (o) which 

is defined as the ratio of the actual defect area to the gross cross-sectional 

area of the test specimen at the ~element. 
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Another method of plotting is the ratio of a6 over the actual tensile 

strength of an undetected weld (ow}, or o6/aw versus ms. Oata are given for o6 
versus as covering various welding procedures. Figures 10.6.1 through 10.6.9 

cover tensile strength, o6/mw, and the percentage of elongation versus 

defect ratio, (as). 
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10.7 IMPLICATIONS OF FATIGUE 

Many fatigue failures have occurred in nuclear piping; however, almost all 
such failures have occurred in lines 10 inches or less in diameter, mostly in 
those 2 inches or less in diameter. In the author's estimation, this will be 
a continuing problem not particularly amenable to correction at least not on 
the bases of cost-benefit. 

Relatively few vibrationally induced failures have occurred in larger nuc­
lear piping; however, as cited in an earlier section, thermal fatigue has 
caused several incidents of cracking in both BWRs and PWRs. Many of the ther­
mal fatigue failures have not been anticipated, simply because the actual 
mechanism was not recognized before the fact. 

Several studies have addressed the probability of vibrational fatigue 
(variable-amplitude loading) in pipiny, tees, elbows, etc. These data are con­
tained in a 1978 NUREG report.< 10· 7•1 It provides a good summary of the 
code procedures for analyzing p1p1ng. These are presented with minimal 
deletion in the following paragraphs.{ 10•7•1) 

10.7.1 Background of the ASME Code Fatigue Evaluation Method 

Piping in nuclear power plants is designed in accordance with the Code. 
Piping which constitutes portions of the primary coolant pressure boundary are 

designed by Class 1 rules of the Code; specifically, under NB-3600 of the Code. 
Because of the complexity of piping products, it has been found useful to 
establish wstress indices" and "flexibility factors" to describe, in a simple 
manner, the characteristics of such complex products as elbows or branch 
connections. These stress indices are contained in Table NB-3682.2-1 of the 
Code.(a) 

A piping system analysis starts with an analysis of the system modeled as 
a one-dimensional assembly of straight and curved beams with appropriate 
restraints to represent anchors, guides, hangers, snubbers, etc. The behavior 
of complex piping products such as elbows is represented by flexibility 

(a) Code in this report, refers to the ASME Boiler and Pressure Vessel Code, 
Section Ill, Div. 1, "Nuclear Power Plant Components", Subsection NB. 
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factors incorporated into the system analysis model. Flexibility factors are 
given in NB-3687 of the Code. The piping system model is then loaded by the 
weight of the piping, contents and insulation; by displacements representing 
the relative motion between restraints; and by dynamic loadings induced by such 
effects as relief valve and earthquake-induced motions. The piping system 
analysis is accomplished using computer programs that have been developed for 
that purpose. General purpose finite element computer programs can be used for 
a piping system analysis but usually it is more economical to use a special 
purpose program. The analysis is ordinarily an elastic analysis even though 
the loadings may induce a limited amount of plastic response in portions of the 
piping. 

From the p1p1ng system analysis, one obtains loads at each restraint 
(e.g., the load on a pressure vessel nozzle or pump nozzle) and, of particular 
significance in this report, the moments(a) acting on the p1p1ng products. 
The loads on the piping system will have some (postulated in the design stage) 
time-dependent history; hence, the moments will also have a time-dependent his­
tory, and from this we can obtain the number of cycles of moments and the 
magnitude of these moments. The cycles of moments are translated into cycles 
of stress by use of the Code stress indices; specifically, those indices 
identified with a subscript 11 2" are for moment loading. 

Two other loadings can product significant cycles of stress in the 

piping: 1) internal pressure, and 2) thermal gradients. 

The history of pressure is normally postulated in the design stage, and 
by using the Code stress indices for pressure loading, identified by a sub­
script "1," the pressure history can be translated into cycles of stress due 
to cycles of pressure. 

Evaluation of stresses due to thermal gradients follows from a "Heat 
Transfer" analysis in which the postulated cycles of fluid temperatures are 

translated into cycles of metal temperatures in the pressure boundary of the 
piping products . This analysis involves fluid temperature change rates, fluid 

(a) A piping system analysis also gives axial forces acting on the piping and 
piping products, but the effect of these on stresses in the piping and pip­
ing products are usually negligible. 
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velocities. film coefficients, etc. The cycles of metal temperatures are then 
characterized as certain types of gradients according to Code specified proce­
dures as indicated in NB-3653 of the Code. These gradients. when multiplied 
by the thermal gradient stress indices (identified by a subscript "311

), give 

the cycles of stresses due to thermal gradients. 

The Code gives criteria to determine the acceptability of the combinations 
of cyclic stresses due to cycles of moments, pressure, and thermal gradients. 
In the evaluation of the fatigue characteristics of piping components, several 
variables are of interest. These variables are calculated based on the 
moment, pressure, and thermal stresses determined in the stress analysis 
as noted earlier. The Code presents relevant equations covering 1) primary 
plus secondary stress intensity range, 2) peak stress intensity range, and 
3) alternating stress intensity. The values of the stress indices are 
determined from Table NB-3682.2-1 of the Code. 

The values of Salt determined in this fashion represent an extrapolated 
elastic stress that should provide conservative estimates of the fatigue life 
of the component. 

This Code evaluation procedure is an elastic type analysis. Combinations 
of loads that exceed the proportional limit of the component are treated as 
fictitious elastic loads. Care must be taken in the evaluation of experimental 
results. Values of extrapolated elastic loads must be used to obtain evalua­
tions compatible with elastic analysis. 

The use of an elastic analysis and extrapolated elastic loads has been 
justified in the "Criteria of the ASME Boiler and Pressure Vessel Code for 
Design by Analysis" in Sections III and VIII, Division 2 which states 

• Allowable stresses higher than yield appear in the values for 
primary-plus-secondary stress and in the fatigue curves. In the case 
of the former, the justification for allowing calculated stresses 
higher than yield is that the limits are such as to assure shake-down 
to elastic action after repeated loading has established a favorable 
pattern of residual stresses. Therefore the assumption of elastic 
behavior is justified because it really exists in all load cycles-­
subsequent to shake-down. 
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• In the case of fatigue analysis, plastic action can actually persist 
throughout the life of the vessel, and the justification for the 
specified procedure is somewhat different. Repetitive plastic action 
occurs only as the result of peak stresses in relatively localized 
regions and these regions are intimately connected to larger regions 
of the vessel which behave elastically. A typical example is the 
peak stress at the root of a notch, in a fillet, or at the edge of a 
small hole. The material in these small regions is strain-cycled 
rather than stress-cycled and the elastic calculations give numbers 
which have the dimensions of stress but are really proportional to 
the strain. The factor of proportionality for uniaxial stress is, 
of course, the modulus of elasticity. The fatigue design curves have 
been specially designed to give numbers comparable to these ficti­
tious calculated stresses. The curves are based on strain-cycling 
data and the strain values have been multiplied by the modulus of 
elasticity. Therefore stress intensities calculated from the famil­
iar formulas of strength-of-materials texts are directly comparable 
to the allowable stress values in the fatigue curves. 

Once an appropriate value of Salt is determined, the evaluation of the 
code allowable number of load cycles (N ) can be made through the use of the c 
S-N curves (Figures 1.9.1 and 1.9.2 of the Code). 

The fatigue data are presented in terms of cycles to failure and compared 

to design cycles at similar loads so that the ratio of cycle to failure (Nf) 
versus design cycles (Nc) represents a safety margin. Failure usually was 

defined as a through-wall crack. 

10.7.2 Effect of Defects on Fatigue Life 

Once one has examined the cycles to failure of components ostensibly free 
from defects, it should be possible to qualitatively or semi-quantitatively 
predict the effect of various defects on the reductions in cycles to failure 
by a study such as that of lida.(10•7•2> The data are presented in terms of 
net stress range versus cycles to failure for defects such as porosity, slag 
inclusions, incomplete penetration, internal cracks, surface cracks and 
undercut. Figures 10.7.1 through 10.7.7 contain the results of this study. 
The author develops proposed S-N curves for the various defects. To permit 
interpolation of dimensions and flaw sizes, curves were developed using a weld 
defect severity parameter a

5
• No obvious method exists for ratioing the 

decrease in failure cycles for a given defect. Furthermore, we are comparing 
high cycle fatigue( 10•7•2) to low or intermediate cycle fatigue which can be 

difficult. 
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10.7.3 Influence of Dissimilar Metal Welds 

One further parameter of interest pertains to the effect of dissimilar 
metal welds on the fatigue cycles to failure. This effect is discussed in 
Reference 10.7.3. A comparison is made with free-run piping of the same 
dimensions and same flaw sizes for similar loads. In the free-run piping, the 
time to generate through-wall cracks was given in terms of several (from 2 to 
20) 40-yr plant lives. For dissimilar metal welds, similar calculations pre­
dicted through-wall cracking in less than one plant life (which has not been 
supported by available data). 

Specific conservatisms in the analyses prevented a '1realistic assessment 
of time-to-failure.'' For example, the assumed stress consisted of maxima for 
membrane, plus thermally-induced differential displacement, plus the absolute 

10.7.7 



0:: 
VI 

lLJ 
<.!) 
;z 
<( N 
0:: E 
VI E 
VI -lLJ C"' 
0:: ..:w: 
I-
VI 

/:j 
z 

70 700~------------------------~ 
SURFACE CRACK 

60 !WITHOUT REINFORCEMENT) 

40 

30 

.. LAT« a1 ttLI ,....,. ----,-,-----~ _ ... o, o::t~tOf1 _a ,J.J 
,._ 0 0 ~ .... 
....... A 6. .&. Itt. 

••- D l:l !I 8 

Io4 

PARAMETER: a
5 

(%) 

0.1 

0.2 

NUMBER OF CYCLES TO FAILURE, Nf 

107 

FIGURE 10.7.6. Results of Load-Controlled, Repeated Stress Fatigue Tests on 
Butt Welds Containing Surface Crack 

a:::: 
VI 

w· 
<..:> 
z N <( E a:::: 

E 
VI -VI C"' 
UJ ..:w: 
a:::: 
I-
VI 

tw 
z 

80 

50 

20 

10 

VI 
.....J 
<( 
u 
VI 
<( 
0.. 
<( 
<..:> 
lLJ 
:E 

a:::: 
VI 

800 I& 
~ 
P-

500 P-
r-

400 r 
1-

300 f-

r-

200 -
-

100 I 

I 

_, 
.. 
\ UNDERCUT 

PLATE THICK • ZO mm \/;> 
REINFORCEMENT MAX DEPTH 

~ 
WITH WITHOUT mm 

t::, 0 <I 

& <» l0-1.5 

A • L5·2.0 ~ 

I I I I I I 

10 Io2 w3 Io4 lQS 106 107 

NUMBER OF CYCLES TO FAILURE, Nf 

FIGURE 10.7.7. Results of Load-Controlled, Repeated Stress Fatigue Tests on 
Butt Welds Containing Undercut (Parameter: maximum depth of 
undercut) 

10.7.8 



sum of stresses from a11 other loadings. This does not consider such factors 

as decrease in membrane, stress with through-thickness crack growth and relaxa­

tion of thermally induced differential displacements with crack growth. both 

of which should extend time-to-failure. 
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10.8 WATER HAMMER AND WATER SLUGGING 

Water hammer and water slugging represent very severe loading conditions 
usually representing an upper limit on ASME faulted conditions loads. In fact~ 

such 1oaos substantially exceed most seismic faulted loads. Water hammer is 
defined as a repetitive or multi-cyclic load initiated by a resonance or pulsa­

tion induced in the coolant. Water slugging is a single load induced by 
accelerating a "slug" of water trapped in a location such as between two 

valves. 

Water hammer and water slugging represent unpredictable events that may 
fail a piping system~ While the existence of a prior flaw may contribute to 
the failure probability, there is no assurance that the pipe would not fail if 

defect free. when subjected to the more severe loads. 

A large number of water hammer events have occurred. In BWRs, the number 
is substantially more than 100 and, in PWRs. it should be approaching 100. 
The incidents vary from the trivial to the few causing breakage of piping and 

major damage to a given system. A selected list of water hammer incldents is 
given in Table 10~8.1. The incidents cited are representative dnd no emphasis 
shou.ld be given to the listing or to specific cases cited. But a few specific 

cases of failure cited in Table 10.8.1 are worthy of further mention. The 
Indian Point 2 failure in 1973( 10 •8•1) nearly severed an 18-in. feedwater 

line. 

Water slugging caused failure of safety valve systems during hot func­
tional testing at H. B. Robinson(l0. 8•2) and Turkey Point.(I0.8•3l The valves 

were blown off the headers when opened. In these instances, the dynamic loads 
of water slugging had not been considered in the system1 s design. 

The preceding discussion gives no more than a flavor to the problem~ 1he 
interested reader is referred to a USNRC report, uwater Hammer in Nuclear Power 
Plants"-NUREG-0582( 10 •8•4) and to a report to the USNRC.(lO.B. 5) A 1981 

study at BMI-PNL examined incidents of water hammer and evaluated the effects 
of upper limit loads on piping response and probability of failure.( 10·8•6l 
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TABLE 10.8.1. Some Examples of Water Hammer and Water Slugging 
Resulting in Substantial Damage To Systems 

Type of 
Plant P1ant Year 

Dresden-2 BWR 1970 

Quad Cities-! BWR 1972 

Millstone-! BWR 1973 

F ltzpatrick BWR 1974 

Browns Ferry-1 BWR 1974 

H. B. Robinson PWR 1970 

Tyee of Damage 

Water behind valve in HPCI line acceler­
ated and dented 10-ft of pipe, breaking 

or bending several restraints and 
snubbers. 

RHR's seismic restraints and pipe han­
gers were damaged due to water hammer 
resulting from improper venting and air 
accumulation. Three seismic restraints 
were damaged, a spring hanger bottomed, 
grout chipped on another; and four han­
gers were damaged. 

Hangers on Torus ring header for 18-in. 

LPC! system were damaged due to sudden 

injection of 260 psi water into line 
while empty~ 

RHR pipe moved up to 10 in.; seismic 

supports were damaged. 

Operator error-moved HPCl pipe, broke 
3 pipe restraints, bent and damaged 
others, and fractured journal. 

During hot functional testing, a 6-in. 

plpe nozzle between main steam line and 

safety valve failed completely due to 
crack initiated at excessively machined 
taper. Failure was initiated by dynamic 
forces when safety va\ve opened. 
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Plant 

Turkey Point-3 

Surry 

Indian Point-2 

TABLE 10.8.1. (continueo) 

Type of 
Plant Year 

PWR 1972 

1972 

PWR 1973 

Type of Oamage 

Three of four safety valves on main steam 
line header blew off and split a header 

due to system not designed for reaction 

forces under dynamic loads. 

Water hammer occurred while steam gen­

erators were being fed by auxiliary feed­

water system and damaged main steam line 

and check valve, and local displacement 

of feedwater piping. 

A turbine trip due to a high water leve'l 

in a steam generator (at 7~ power} inter­

rupted normal feedwater flow causing the 
level in another steam generator to drop 
to where the reactor trippeo on low-low 

level. After reactor trip, a continued 

decrease in level was observed accompa­
nied by a rise in containment temperature 

and humidity. Investigation showed that 
the A-106 Grade C 18-in, main feedwater 

pipe to one steam generator had cracked 

180
4 circumferentia11y at the weld 

attaching the pipe to the penetration 

inside containment. Shaking was accomp­
anied by a loud noise at about the time 
of reactor trip. A water-steam reaction 

in the horizontal feedwater line adjacent 

to the steam generator was considered to 

be responsible for the (water slug) 

leaks. After pipe failure, steam water 

impinging on the containment caused 
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PI ant 

Indian Point-2 

(Continued) 

Beaver V a 11 ey-1 

Type of 
Plant 

PWR 

PWR 

TABLe 10.8.1. (continued) 

Year 

1973 

Type of 0 a11age 

localized bJlging of the liner. Correc­
tive actions incluoed shortening of the 

feedwater 1 ine, installing feed ring jets~ 

and J-tube modifications of the feedring. 

Subsequent to the initial failure and 
prior to the complete "fix, 11 other water 

hammers occurred at Indian Point-2 under 

conditions of low feedwater flow when the 
water level fell below the spargers; sirn.-­

ultaneous with the recovery of the 

sparger with water (covering and sealing 

holes in the bottom of the sparger). 

1976-77 A series of events occurred during ascen­

sion-to-power tests. These included 
severe feedwater line vibration, probably 

due to valve behavior. and severe hydrau­
lic pulses, possibly due to steam-water 
slugging. The vibrations broke a 
0.75 in. drain line. a oypass valve air 

line, hydraulic snubber shaft, locked 
another snubber, and broke off the motor 
operator on a 3-ln. valve as well as 
shaking off insulation. 
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10.9 SUt'W\RY 

A spectrum of failure data on piping has been presented. Failure mecha­

nisms include IGSCC~ thermal and vibrational fatig~e, erosion and cavitation, 
and water hamn~r. The first three have some possibility of detection with NUE 
assuming one recognizes the probable failure sites. Leak detection represents 

the ultimate detection mechanism for all failure classes. Water hammer is pre­
sented not because it is amenable to prior detection by NOE; b~t. rather 

because such loads may represent the maximum load conditions and need to be 

exa~ined in that context when applying fracture mechanics either deterministic 

or probabilistic. 

Failure probabilities range from about lo-5 tor large piping to 10-2 to 

lo-3 for small and intenmediate sizes of piping. in the smaller sizes break 

may occur with little or no advance warning. Usually cracks are detected by 

leaka9e in IGSCC well oefore they fail (catastrophically). Thermal fatigue has 
resulted in several instances of cracking without failure. However, failure 
can not be ruled out even though the probab i 1 ity l s be 1 i eved to be 1 ow. 
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CHAPTER 11 

RELEVANT STATISTICAL AND PROBABILISTIC MODELS 

11.1 INTROOUCTION 

Our concern in Chapters 12 and 13 af this report is to predict with rea­

sonable accuracy the probability of a given event or events. Relevant examples 

might be the cracking or failure of piping in a specific system or subsystem, 

or the reliability of detection of a flaw in a component using various NDE 

techniques. ln this chapter we will review the tools available to ~s for pre­

dicting prabab1l ities, their streng:hs and their weaknesses. Such tools 

include continuous and discrete statistical oistributions~ inferential statis­
tics and probabilistic modelling using techniques such as Bayesian and Monte 

:::arlo. 

Most of the failure or detection processes of interest to us tend to be 

stochastic (random). We are faced with situations in which observations are 

made over a period of time and are influenced by chance or random effects. not 

just at a single instant but throughout the entire interva·l of time or sequence 

of times being considered. In a rough sense, a stochastic process is a phe­

no!ilenon that varies to some degree unpredictably as tiMe goes on. This implies 

that, if one observed an entire time-sequence of a process on several different 

occasions under presumably identical conditions, the resulting observation 

sequences generaliy would be different. Probabil Hy enters, but not in the 

sense that each result of a random experiments determines only a sing1e number. 

Insteao, the ranco111 experiment determines the behavior of some systems for an 

entire sequence or interval of time. For example, an experiment is a sequence 

or series of \lalues; i.e.l a function, not just a single number. 

In both component failure and NOE reliability~ there may be a spectrum of 

conditions and data. This spectrum can be arbitrarily divided into discrete 

packages such as g1ven in the following oiagram.(ll.l.l) 
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In nuclear components our observations range from rare to moderate. 

This chapter will contain sections dealing with terminology, hazard func­
tions and hazard plotting, discrete statistical distributions; continuous 
statistical distributions. statistical and probabilistic tools for testing 
assumptions~ probability and random vatiab1es, and strengths and weaknesses of 

various statistical distributions. 

Several sources 'Here investigated with regard to coverage of statistical 

and probability functions. One of the most extenslve coverages was in the book 
by Hahn and Snapiro(ll.l. 2} '"d their terminology has been partially adopted 

in this chapter. Specifically~ exceptions are taken in the section on hazard 
functions where x is used as the time variable rather than t to permit consist­
ency within tables. particularly in Section 11.3- 11 Hazard Functions, 11 and in 

section 11.5- 11 Continuous Statistical Jistributions." 
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11.2 TERMINOLOGY 

ihis section is limited to tne definition of terms used in this and the 
fo1lowing two chapters insofar as statistical and probabilistic processes are 

concerned. The definitions given are those commonly found in statistical and 

probability texts. The treatment given here is very brief and serves only to 

establisn a reference point for illustration. For more extensive review of any 
particular point see Hahn and Shapiro(ll.l. 2} or other spectfica1ly listed 

references. 

11.2.1 Random Variables and Probability Functions 

L Random Variable- a function often Genoted by X, which re-lates a real 

nJ~ber to the potential outcome of a ranaom experiment. For example~ 

in tossing a coin the outcome is elther a head or a. tail. A random 

variab1e might assign a 1'1 11 to the outcome of a head and a 11 0'' to the 

outcowe of a tail. Another random variable mignt assign a "6 11 to a 

tail and a 11 -2 11 to a head) etc. 

A random variable f.lay be discrete in which case the possible values 

a.re countable, represented often by the positive integers 1,2~ .. *etc. 

A random variable may be continuous in which case the possible values 

are uncountab1e and a.re usually represented by an interv3l; e.g •• 

from 0 to 1 or -en tc ro etc. 

Example: In metallurgy stuoies, the dynamic stresses, both physical and 

corrosive~ are often ~odeled as random inputs to stressing a 
piece of metal. (Theoretically, if we knew all the physical 

and chemica1 conditions, we ~auld be able to describe the 

stress exactly. However, in the face of much ignorance we are 

forced to make up the lack of infonration by hypothes lz:ng a 

probabilistic model)~ Tlle craci<. growth (in rnm) in the metal is 

a random variable relating the outcome of these random inputs 

to a real number. Usually, we would call such a random variable 

continuous althoJgh the limitation of measurement devices w1l1 
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assured.ly induce a discretization. A discrete random variable 

would be, say, one which assigns a value of 0 ;f no observed 
cracking, np if mild cracking, "2"1 if moaerate, etc. 

2. Cumulative Distribution Function (cdf) -A function 1 usually denoted 

F(x}t which gives the probability that the random variable X will 

take values no greater tnan x: 

F(x) = Pr {X < x} 

3. Probability Mass Function {pmf) -A function, p(x) t wnich gives the 

probability that a oiscrete random variable X will have an outcome x: 

p(x).Pr{X=xl 

Some common probability mass functions (also referred to as discrete 

oistributions) are given in Table 11.2.1. 

4. Probability Density Function (~df) -A function, f(x), such that for 
a continuous random variaole X with cdF F, 

F(x) • J'xf(x)ox 
-ru 

Although f(x} does not exist for every form of F(x), the most conmon 
forms of F(x) admit the definition of a function f(x). ihis func­
tion is often thought of as the derivative of F{x}. iable 11.2.2 
iists names of commonly used continuous pdfs. iables 11.3.2(a} and 

(b) gives their mathematical formulation. 
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TABLE 11.2.2. S~.Jnmary: Aplications of Continuous Statistical Distributions(ll.l.2) 
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11.?.2 Mo'llents 

1. ~ean (u) - the center of g~avity of a pmf or pdf; 

" = 
L x p(x) 

all x 

•=/xf(x)dx 

Discrete Case 

continuous case with 
existing pdf. 

The mean~ ~, is usua11y estimated by the sample average~ If n values 
of X are observed, i.e., if we have then data points x1, x2, ••• , xn' 

the estimate ~ of ~ is 

2? Median- the smallest number l such that 

or 

L p(x) = 0.5 
All X < Z 

J
z 

f(x)dx = 0.5 
-oo 

Discrete 

Continuous 

The median is referred to as the 11111iddle11 of the distribution~ The 

median is estimated from x1 and Xn as the the middle value (or aver­
age of two middle values for n even) when the data is in ascendlng 
order. 

3. Variance (rr2) -the second moment about the mean~ u: 
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or 

.Z. l.:(x-o)2 p(x) 
X 

2 foo 2 
a = (x-u) f(x)dx 

-* 

T . f 2 wo est1mates o a are common: 

n 

The first of these 1s the maxiw..um likelihood estimate for the normal 

or Gaussian distribution while the second is the unbiased estimate in 

this case. The square root of o2 is called the standard deviation. 

4. Coefficient of Variation- Ratio of standard deviation to mean, o/p. 

This coefficient is used as an index of relative variability. 

5~ k-th Order Moments about the mean, k > 2: 

I: (x- olk p(x) 
X 

.f* k 
"k (x - u) f(x)dx 

-oo 
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These moments are usua1\y estimated from the data x 1 ~ x2, ••. ? xn by 

In most practical situations, one does not estimate moments greater 

than k=4 due to the potentia1 instability of higher order moments. 

6. Skewness (a3 or vl31) - an index measuring lack of symmetry about the 

mean 

if the distribution is syrr.metrical+ rsl = 0. If /ifl is negative. the 

distribution is skewed tc the left. A positive value of IS1 indi­

cates skewed to the right. 

7. Kurtosis (a4 or e2)- an index of peakedness is given by 

The :arger the value of s 2 the more peaked the distribution. A:; a 

standara~ the normal distribution, whicn has a value of e
2 

of 3, is 

often used. 

11.2.3 lnegualities on Random Variables 

L Tchebychev Inequality. ~f X is a random variable with mean \.1 and 

variance o2 ~ 

Pr { I X - " I 2:. c } 
2 

0 
< 2 

' 
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for any positive e. If XN represents the average of N independent 
realizations of X, then 

2 
a <--z 
0£ 

Although the Chebychev inequality has virtually no requirements on X 
other than the existence of a finite mean and variance, the inequal­
ity may prove too weak for many situations. 

2. Markov Inegualit~- If the expected value of lxlr, i.e., the rth 

absolute moment about zero exists. 

, lr 
< E]X 
- r 

£ 

whereE lxlr=J~ 'xlrf(x)dx 
-oo 

3. Camp-Meidell ~nequality- If X has a unimodal distribution (one bump) 
and the tails are 11 C1ose to 11 the x-axis, 

11.2.4 Parameter Estimation 

One major purpose of gathering data is to get a feel for the distribu­

tional characteristics of the rando~ variable of interest. To do this, the 
form of the distribution {or pdf) is assumed ~nown with a set of un~nown 

parameters to estimate. This case is referred to as earametric statistics 
since the function form is assumed~ An alternative is to assume less aboot 

the distribution of the random variable* Th~s second case is often referred 
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to as nonparametric although in most situations some constraining assumptions 

on distributional characteristics are still made. 

In this s~ction we note a very brief list of common parametric estimation 

procedures. In all of these, the parameter s (possibly a vector of parameters) 
is to be estimated from theN data points, xp x 2 ~ ••. , xw The probability 

density function is denoted f 9(x). 

1. Maximum Likelihood- The parameter 3m is the maximum like1ihood 

estimate of e if e is the 11 100St likely" based upon the data. 
N 

Explicitly, & maximizes the likelihood L(e) = • f 0(x.). 
. I l h 

Certain problems with Qm are 

A. 

a. 
6 need not be unique m 
&m is not necessarily unbiased 

c. It is often hard to computationally implement a procedure to 

solve fol" a . 
m 

Conversely, ~m is optimal in that, under mild constraints on f
9
(x). 

em is asymptotically normal with mean e and variance smaller than any 
other asymptotically unbiased normal estimator. 

2. Least Squares - This procedure originally proposed by Gauss> mini­

mizes the squared difference between the data and the predicted value 

of the data based upon the parameter-values. If Pi(e} is the pre­
dicted value of the ;th reaitzation of X, then 9L, the least 

N 
squares estimate of e~ minimizes L 

hi 
Although the OL 

is usually unique, it is less efficient than 9 • When f (x) is the 
u • 

normal or Gaussian distribution, then 9l ~ im whenever e is parame-
terized as an additive mean. 

3. Method of Moments - The moments about the mean or about zero can 

usually easily be exPressed as fJnctions of the parameter e. The 

method of moments estimate of e, say &P 1 is that value of e whlch 
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gives the same moments as observed in the data. The number of moments 

matched depends upon the number of parameters e represents. for exam­
p~e~ suppose a= (e,a). Since we need to estimate only two parame­
ters, we need only the relationship of the mean and variance of a 
random variable associated with f

9
(x). Let these twa functions be 

denoted gl (n,S) and g2 {a,a), respectively. Then a and B are 
those values which satisfy 

x ~ g, (ii,sl 

where x and s2 are, resPectively, the mean and variance estimates 

based on the samp1ed data. 

For an in-depth discussion of the method of moments the reader is referred 

to Elderton and Johnson (1969), "Systems of Frequency Curves, '1 Cambridge Press 
(England). 

Other~ less common, procedures of estimating parameters from data appear 

in more advanced engineering statistics tests (See, for example, Mendel. J. ~4. 

Oiscrete Techniques of Parameter Estimation, Marcel Dekker, 1973~). 

4. ~ Test - A test used to evaluate the assu~ptlon of an exponential distri­
bution when origin is unknown: 
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11.3 THE HAZARD FuNCi!ON 

An important ppplication of probability distribution is as time-to-failure 

models for components or systems. Tne number of hours or years, or cycles of 
satisfactory operation is a random variable whose exact value depends on many 
factors. Once an appropriate probabilistic ~~del for time-to-failJre has been 

constructed and its parameters estimated, this information may be t.sed to pre­

dict life, plan futJre reliability test programs, etc. In this section we are 
concer~ed with distributions for time-to-failure. 

:t is frequently ~Eaningfu1 to consider a function that gives the proba­

oility of failure during a very small time increment, assuming that no failure 

occurred before that time. This function, known as the hazard function (and 

also as the conditional failure function, or intensity function~ or force of 

mortality), is 

h . \ f(X/ 
(x,=l-F\x) (11.3.1) 

where f(x) and F(x) are the probability density and cumulative distribution 

functions for time-to-failure. Consequently, [1 - F(x)] is the probabi1ity of 

survivdl to time x~ and h(x) dx represents the proportion of the items surviv­

ing at timex that fail during the interval {x + dx). 

A hazard function appropriate for many phenomena, 

the so-called 11 bathtub curve" shown in Figure 11.3~1. 
including human life~ is 

For an initial period up 
to time x0 ~ h(x) is relatively large, but decreasing in value~ because of 

n;nfant mortality"--that is~ early failures often attributab1e to manufacturing: 
defects. Subsequently, h(x) remains approximately constant until time x

1 
after 

which it increases because of wear-out failures. we can optimize 11 in usage" 

reliability for products with this hazard function by a) initial burn-in until 
time x0 to weed out early failures, and b) replacement at time x

1 
to avoid 

wear-out failures. 

The hazard function corresponding to a specified probability density func­

tion can be found directly from Equation 11.3.1. 
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X 

FIGURE 11.3.1. Tyt>ical Hazard Functiory (Bathtub Curve) 

The cumulative hazard function, H(x}, car be evaluated for any distribu­

tion for ~ ~ 0 by 

and 

H(x) = J[' h(x) dx 
0 

H(x) • -ln [1- F(x)] 

F(x) =I- exp [-H(x)] 

(11.3.2(a)) 

(11.3.2(b)) 

(ll.3.2(c)) 

This latter fotm permits the conversion of probability paper for a given dis­

tribution into hazard paper. 

Tab1e 11.3.1 contains the various genera1 equat1ons relevant to hazards 

analyses. 

Some idea of the pronounced differences in hazard functions is given in 

Figure 11.3.2 for a) normal distribution with v = 5 and o"' 1; b) uniform 

distribution over interval (0,10); and c} exponential distribution with A= 

0.2. The normal distribution may not be applicable as a time-to-failure model, 

because a normally distributed variate can take on negative values; whereas, 

time-to-failure, which ~ay be close to zero due to infant mortality, cannot be 

negative. The uniform distribution is limited as a time-to-failure model~ 
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TABLE 11.3,1. General Equations in Hazards Analyses 
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~(xl :>ro!nbi'lty ctens'ty C.wrc~H>fl 
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2- Fl x) 
())\ ' 
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lnsta'lt;meous ft~ilvre rate at tll1>e x 

"" 1 · F( x) 

M! t) 

h{)() ~ t ll(x) f:)( 
u 

M{x) . r , f{xJ~x • - \X) 

r df \1\: 
'" [! 

I ' tl : X ) 1 -· F (;;) . - l f) [l - F!tl] :!( 1 J j 0 

-H(xJ h (1 f { )\) j .. 
l~H(J)_j l - r (:d 
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R~ )( ~ I F(x) . t'\i) [~rl(x)] 

F ( :<.) 1 eo ( ·-!:'; X} 1 
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because there is a specified upper limit before which the failure must occur. 

Therefore, its hazard rate approaches infinity as ~approaches the upper limit. 

since all units that have not yet failed must fail in a smaller and sma11er 

time intervaL 

The haz:drd f•;nction for an exponentially distributed variate is a con­

stant. This result and its implications are discussed below using Hahn and 
Shapiro as a source.(ll.i. 2) 

11.3.1 The Exponential Distribution as a Time-To-Failure Model 

The exponential probability density function~ 

f(x) = > exp- (>x) 

11.3.4 

(11.3.3(a)) 



is the most commonly used time-to-failure distribution. It plays a central 

role in reliability, comparable to that of the normal distribution in other 

applications. 

The hazard function for an exponentially distributed variate is 

-n 
h ( x ) = __ ;:.A _,e"'x"'p,_( -..::>c::x.t..) __ " A ex p 

L
X -AX 

1- A exp-(>X)dx exp 
0 

(11.3.3(b)) 

Thus. the probability of failure during a specified time interval is a constant 

depending only on the length of ttJe interval and is the same irrespective of 

whether the unit in question is in its first hour of operation or has previ­

ously survived 100 hours~ 1000 hours, or 106 hours. The parameter A is refer­

red to os the failure rdte~ 

From the previous discussion. it follows that time-to-failure for a unit 

is exponentially distributed if the unit fails as soon as some single event~ 

such as the disintegration of a particle, occurs, assuming such events happen 

independently at a constant rate. Frequently. although ttle time-to-failure 

distribution for a component is not exponential over its entire life~ the 

in-usage portion is; for example~ a component whose nazard f~nct10n can be 

represented by a bathtub curve is installed in a system only after it has been 

successfully "Durned in11 unti~ time x.. Also~ the component is replaced after 

{x
1 

- x
0

) hours by anothe~ component from the sa~e population, which had been 

previously exposed to the same burn in. This process is cor.tinued indefin­

itely. The time-to-failure for the components in syste'Tl usage is then exponen­

tially distributed, because the applicable hazard function is constant. This 

is so. even if the ti~to-fai1ure distribution over the total 1ife of the com­
ponent is far from exponential. 

The exponential distribution is mo~e app~opriate as a time-to-failure 

model for complex systems than it is for components* This Cistribut~on is the 
11 in-the--limit, model for time-to-failure for a system with- a large ntm~ber of 

in-series components, none of which ind~vioually contributes very heavily to 
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the total failure probability, even if the oistributions for the individual 
components are not exponential. This result corresponds to the central limit 
tneorem wh;ch establishes the normal distribution as the appropriate model in 
many nonlife-test situations. It also applies to the distribution of the time 
between failures for such systems if eacn failed component is replaced imnedi­
ately by another component of the saw~ type4 

The use of the exponential oistribution has also been justified in relia­
bility problems on strictly empirical grounds. However, tne simplicity of the 
theory and of the required calculations should not delude the engineer into 
be1ieving that the time-to-failure distribution for all eiements is exponen­
tial. For many components there is no physical reason to expect a constant 
hazard rate. Such an assumption cou1d be as erroneous as the assumption of 
normality for a11 nonlife-test data, or even more so~ since tt1e exponential 
distribution in many instances does not enjoy the rob:Jst properties of the nor­
mal distribution. Procedures for evalLating the valioity of the exponential 
distributicn assumption are o1scussed later~ 

C:Jmulative probabilities for an exponential variate are d1scussed in Sec­
tion 11.5. For example, if the time-to-fai1ure for a piete of equipment fol­
lows an exponential distribut1on with A= 0.1 per year, the probaoility of 
failure during the first year is 

F(l;0.1) = 1 -exp (-0.1) = 0.095 

Note that f(x) = I -exp (->X)= AX 

if ~xis sw~11t as is the case in most reliability oroblems. 

In some situations~ the parameter A is known from physical considerations, 
but more frequently its value must be esti1nated from the test data by the fol­

lowing expression (obtained by the method of maximum likelihood}: 

(11.3.4) 
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The expected value of time-to-failure x, known as mean time-to-failure and 
denoted by 1/A, is also frequently of interest. 

As "oted in Equation 11.3.2{b) the cumulative hazard function H(x) is 

H(x) =- ln [1 - F(x)] (ll.3.2{b)) 

for an exponential distribution, 

~(x) = ln [1 - 1 + exp (-lx)} (11.3.5(a)) 

H(x) = -ln [exp (-lx)] (11.3.5(b)) 

H(x) = >x (11.3.5(c)) 

This can be used to obtain the time-to-failure by 

x(H) = Hi> (11.3.5(d)) 

where l/A will be the slope of the function; or, alternately, the value where 

H = L 

Note that it does not matter how many test units are involved in accumu­
lating the total time x. For example, if three failures occurred during a 

total test time of lCO hours, 1 : 3/100, irrespective of whether the 100 hours 

were obtained on 100 units tested an average of one hour each or 10 units 
tested for an average of 10 hours each. This is a direct consequence of assum­
ing an exponential distribution for time-to-failure, with the resulting impli­
cation that probability of future failure for an unfailed unit is indepenoent 
of its history~ 

The simplicity of these expressions has been a contributing factor to the 
popular use {and misuse) of the exponential distribution. Thus, it is possible 
to obtain the same information about reliability for a single mission of 

100 hours duration by testing 100 units each for a single hour or by testing 
one unit for 100 hours, assuming failed units are immediately replaceo by good 
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ones. This procedure is valid if the exponential model for time-to-failure is 
correct, but can lead to erroneoos results otherwise. 

So~e more general models for life testing are frequently more realistic, 
though more complex, than the exponential distribution. 

A special form of the exponentiai equation is the Laplace or double expo­
nential. ln terms of the constants used previously, the double exponential 

will be, in the most general form, 

' f(x) = 2 exp- ; (x - u) (11.3.6) 

The other forms can be easi1y derived from this equation. 

11.3.2 T~e Weibu11 Distribution 

In many cases, the inadequacy of the exponent1al distribution as a model 

for tir:~e-to-fanure is dt.e to the restrictive assumption of a constant hazard 

function. Consequently, more general distributions are needed for cases where 

the failure probability varies with time. 

The Weibull distribution results from tne hazard function, 

~(x) = ;. (;.( (11.3.7(a)) 

Its probability density function is 

(x)n-1 [ (' "] f(x) "" : ; exp - ;) (ll.3,7(b)) 

where o is the scale parameter and n is the shape parameter. The hazard func-

tion, failure time, cumulative a1stribution function and the probability density 

function for the Weibul1 distribution have a wide variety of shapes, as can 

be seen from the plots for differing values of n in Figure 11.3.3(a, b, c, d). 

In particular, when n > 1, the Weibu11 probability density function is 
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FIGURE 11.3.3. Weibull Distribution; n = 1 is Exponential Distribution 

single-peaked and the hazard function increases with x; for n < 1 the proba­
bility density function is reverse J shaped and the hazard function decreases 
with x. When n = 1, the hazard function is a constant and the Weibull distri­
bution is equivalent to the exponential distribution; in this case, the Weibull 
scale parameter a equals the reciprocal of the exponential distribution parame­
ter A. The Rayleigh distribution is a Weibull distribution with n = 2. It is 
apparent that the corresponding hazard function is a linear increasing function 
of x. 

The Weibull distribution has been frequently suggested as a time-to­
failure model on empirical grounds, and satisfactory representations have been 
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obtained for many components. The years-to-failure for some businesses have 
also been found to follow a Weibull distribution. A theoretical justification 
for the Weibull distribution based on extreme value theory can be developed. 

The cumulative Weibull distribution is 

F(x) • fa' f} wn-l exp [ -(~)" l dx = 1- exp [ -(:)"] (11.3.7(c)) 

The cumulative hazard function is 

H(x) = (;/' (11.3.7(d)) 

and time to failure x(H) will be 

x(H) = aHl/n (11.3.7(e)) 

The Weibull distribution can be generalized to take into account an arbitrary 
origin by introducing the location parameter, ~. Thus, the three-parameter 

Weibull probability density function is 

f(x)=~(•:•(exp [-(•:•)"] (11.3.8) 

In life testing, ~ represents an initial period during which no failures can 
take place. Estimation of the Weibull distribution parameters from test data 
generally involves solution of nonlinear equations. 

11.3.3 The Type I and Other Extreme Value Distributions 

Failure of a component or system may frequently be linked to extremal phe­
nomena dependent directly on either the smallest or largest value in a sample 

from a particular distribution. 
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In these cases, we are interested in the distribution of the smallest ele­
ment (minimum value} or largest element (maximum value) in a sample from some 
initial distribution. Frequently, this initial distribution is not known and 

cannot be sampled directly, such as in fatigue, where only minimum or maximum 
values are observed. The distribution of the smallest or largest element will 

in general depend on the sample size n and on the nature of the initial distri­

bution. However, if n is large, we can use certain general asymptotic results 
that depend on some limited assumptions concerning the initial distribution. 

Three types of asymptotic distributions have been developed for both mini­
mum and maximum values based on different (but not all possible) initial dis­

tributions. The following cases are of special interest: 
1. Type I - asymptotic distribution for maximum values 
2. Type I - asymptotic distribution for minimum values 

3. Type III - asymptotic distribution for minimum values 

The Type I asymptotic distribution has been referred to as the "Type I 
extreme value distribution," "Gumbel's extreme value distribution," or simply 

"the extreme value distribution." The Type III asymptotic distribution for 
minimum values is the Weibull distribution. These three cases are now 
discussed. 

A Type I asymptotic distribution for maximum values is the limiting model 

as n approaches infinity for the distribution of the maximum of n independent 

values from an initial distribution whose right tail is unbounded and which is 
"exponential type"; that is, the initial cumulative distribution approaches 

unity with increasing values at least as rapidly as an exponential distribution 
function. Because the gamma (exponential, special case), normal, and log­
normal distributions are all unbounded to the right and exponential type, this 
leads to a wide choice of possible initial distributions. 

The Type I asymptotic distribution for maximum values may be used to rep­

resent time to failure for a circuit with n elements in parallel; assuming that 
n is a large number, the component failure times come from the same exponen­

tial-type distribution and failures occur independently. This model, however, 
is not limited to life test and reliability situations. 
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Phenomena which have been represented by the Type I asymptotic distribu­
tion for maximum values include gust velocities encountered by airplanes, 

extinction times for bacteria, the maxima of stock market indices over a given 
year, and depths of corrosion pits. 

The Type I asymptotic distribution for minimum values is the limiting 

model as n approaches infinity for the distribution of the minimum of n inde­

pendent values from an initial distribution whose left -tail is unbounded and 
which is exponential type for decreasing values. The normal distribution is 

exponential type unbounded to the right and is clearly the same to the left. 
Thus, the Type I asymptotic distribution for minimum values is applicable as a 

~ime-to-failure model given a large number of components in series, assumi ng 

the times-to-failure for the individual components are independently and iden­
tically normally distributed. 

The hazard functions and probability density functions for the Type I 

asymptotic distributions for the largest and smallest elements, respectively, 
are 

h(x) - exp [-fliajf'- "lj 
- { [ - 1/cr x- ~ l} a exp e -

(11.3.9{a)) 

h(x) = ~ exp (x : ~) (11.3.10(a)) 

{) 1 [ 1( ) e-{1/o)(x-p)] f x = 0 exp - 0 x - ~ (11.3.9(b)) 

f(x) = ~ exp [~ (x- p)- e(l/o)(x- ~)] (11.3.10(b)) 

Plots are given in Figures 11.3.4(a, b, c, d). 
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It is clear that the Type I asymptotic probability density functions for 

the largest and smallest elements are mirror images of one another. The former 
is skewed to the right, the latter to the left. The hazard function for the 

smallest element increases exponentially with time; for the largest element the 
increase is at a decreasing rate approaching a constant value asymptotically. 

Note that just as for the normal distribution, the Type I asymptotic dis­

tribution parameters, u and o, are location and scale parameters, respectively, 

but in this case they are not the distribution mean and standard deviation. 

The parameter, u. is the mode of the distribution and is related to the mean as 
follows: 

Mean for Type I asymptotic distribution for largest element: 

u + 0.577o 

Mean for Type I asymptotic distribution for smallest element: 

u - 0.577o 

The distribution standard deviation equals 1.283o for both largest and smallest 

elements. Because the distribution has no shape parameter, there is only a 

single shape. Consequently, this distribution does not lead to as diverse 

hazard functions as does the Weibull distribution. Note also that the distri­
bution is not limited to non-negative variates (although in life-test applica­

tions h(x) is meaningless for x < 0). 

Values of the largest element Type I asymptotic probability density func­
tion and the corresponding cumulative probability distribution are 

(11.3.9(c)) 
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for the standardized or 11 reduced" variate 

or 

X - ll y = 
(J 

F(x) = exp [ -exp - ( x : P)] 

Distribution percentiles, that is, values of 

y(a) = -ln [ ln (!)] 

(11.3.9(c)) 

for various a can be determined. These tabulations can be used for the Type I 

asymptotic distribution for smallest elements using -Y in place of y in the 
probability density function and 1-F(-y) in place of F(y) in the cumulative 
probability distribution. The latter substitution follows from the fact that 
the cumulative distribution function for the Type I asymptotic reduced variate 
for the smallest element is 

F(y) = 1 - exp (-e-Y) ( 11. 3.10 (c) ) 

or 

F(x) • 1- exp [-exp (x: ll)] ( 11. 3.10 (c) ) 

The cumulative hazard function, H(x), for the largest element will be 

For the smallest element, it will be 

H(x) = exp (x: ll) (11.3.10(d)) 
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The time-to-failure x is a function of the cumulative hazard H given by the 
following equations for smallest extreme values. 

x(H) ~ ~ + a ln H (11.3.10(e)) 

Estimates of the parameters of the extreme-value distribution from given data 
may be obtained graphically by probability plotting. Alternately, the previ­
ously stated relationships between the mean and standard deviation of the dis­
tribution and its parameters may be used by matching moments. 

The Type III asymptotic distribution for the smallest element is equiva­
lent to the Weibull distribution. This is the limiting model as n approaches 
infinity for the distribution of the minimum of n values from various initial 
distributions bounded at the left. The gamma is one such initial distribution. 
Thus, if in a circuit identical components are connected in series and if their 
time-to-failure distribution is gamma, the circuit time to failure follows a 
Type III asymptotic or Weibull distribution rather than a Type I asymptotic 
distribution, as would have been the case if the initial distribution were nor­
mal. The use of the Weibull distribution to represent the distribution of the 
breaking strength of materials has been justified by using extreme value 
theory. This model has also been used in drought analyses in a manner similar 
to flood studies. However, in droughts minimum rather than maximum values are 
of interest. 

The following general observations apply to extreme value distributions: 

1. The gamma distribution illustrates the fact that the asymptotic dis­
tribution for minimum and maximum values from the same initial dis­
tribution are not necessarily of the same type. Thus, as stated 
above, the asymptotic distribution for minimum values from a gamma 
distribution is Type III and that for the maximum va lues is Type I. 

2. Selection of the minimum value in a sample from a Type 1 or Type III 
asymptotic distribution for minimum values leads to an asymptotic 
distribution of the same type, and a similar result holds in taking 
the maximum value in a sample from an asymptotic distribution for 
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maximum values. However, the asymptotic distribution of the minimum 

value from a maximum value asymptotic distribution and the distribu­
tion of the maximum value from a minimum value asymptotic distribu­
tion are Type I (minimum and maximum value, respectively), regardless 

of whether the in i tial distribution is Type I or Type Ill. 

3. The various type extreme value distributions are themselves closely 
related. for example, it can be easily shown that the logarithm of 

a Weibull variate is distributed as minimum value Type I. This 

result has been used in developing procedures for estimating the 

parameters of the Weibull distribution. 

4. The preceding discussion has dealt with the asymptotic distribution 
of the minimum and maximum values. The asymptotic distribution for 

the mth largest and mth smallest values have also been considered in 

the literature. 

5. The preceding results are asymptotic; that is, they are derived for 

the case in which n approaches infinity. The rate of convergence to 

this asymptotic result, that is, the extent to which it is applicable 

for moderate size n, depends on the initial distribution. for exam­
ple, fewer observations are required for the distribution of the 

largest value to approach the Type 1 asymptotic distribution if the 
initial distribution is exponential than if it is normal. Plots 
indicate that good convergence to the asymptotic distribution is 

obtained for as few as 10 samples from an initial exponential distri­
bution, whereas the agreement at the tails of the asymptotic distri­
bution is questionable for the extreme of as many as 100 observations 
from a normal distribution. On the other hand, if the initial dis­
tribution is already extreme value and of the same type as the asymp­
totic distribution, the asymptotic result is applicable for all n. 

The theory underlying the exact (as opposed to the asymptotic) dis­

tribution of the largest or smallest or mth largest observation from 

a sample of size n is well known and useful tabulations have been 

obtained for some distributions. Most notable of these are the 
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tables of percentiles of the distribution for maximum values from a 

normal distribution for samples of size n ~ 3, 5, 10, 20, 30, 50, 

100, (100), 1000, and the tabulations of percentiles of the distribu­

tion of the mth value in samples of size 1 to 10 from gamma distri­
butions with n = 1(1)5. Thus, when n is relatively small and the 
nature of the underlying distribution is known, it is preferable to 

use exact results, whenever possible. This would, for example, be 
the case in evaluating time-to-failure in the circuit problem if 

there were a total of five components whose time-to-failure is known 

to follow the same normal or gamma distribution with specified values 
of the parameters. 

However, in many cases the initial distribution is neither known nor 

can be observed, and we must frequently resort to the asymptotic 

theory. 

6. In addition to the Type I asymptotic distributions and the Type III 

asymptotic distribution for minimum values discussed in this section, 
there are also Type II asymptotic distributions and a Type III asymp­

totic distribution for maximum values. The latter is related to the 
Type III asymptotic distribution for minimum values in a manner simi­

lar to the relationship between the minimum value and maximum value 

Type I asymptotic distributions. Thus, it is the limiting model for 
the distribution of maximum values from many initial distributions 
bounded to the right. The Type II asymptotic distributions for mini­
mum and maximum values arise from initial distributions, such as the 
Cauchy distribution, for which all moments do not exist. Because the 

required initial distributions do not arise frequently in practice, 
the applications of the Type III asymptotic distribution for maximum 

values and the Type II asymptotic distributions are limited. 

One must be careful in using extreme value distributions, particularly in 

predicting maximum events. Unless one applies reality to a prediction, one may 

be faced with improbable results. For example, the available data, if used in 

a Type I extreme value equation, would predict the temperature of Boston to be 
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2oo•F within 100 years. This same caution must be applied to ongoing studies 

on reactor components using extreme value theory. 

Table 11.3.2 presents the various continuous distributions used as hazard 
functions. Included are probability density functions, cumulative distribu­
tions, hazard functions, cumulative hazard functions, and time-to-failure. 

11.3.4 Normal (Gaussian) Distribution 

The normal distribution finds extensive use in failure analysis. The 
hazard function will be an increasing function of time which makes the distri­
bution appropriate to wear-out types of failure. Nelson( 11 •3•1) gives the 

hazard function as: 

h(x) (11.3.ll(a)) 
= 1 - 1 1/2 Ix exp - } (x ~ ~)2 dx 

o(2n) 
-ClO 

The probability density function is 

1 1 (X - ~)2 f(x) = 112 exp - 1 0 
dx 

a(2w) 
(11.3.ll(b)) 

The cumulative distribution is 

F(x) = 1 1/2 [x exp- } (x ~ ~)2 dx 
o(2w) 

-QQ 

(11.3.1l(c)) 

The probability density function is symmetric about the mean value ~ as can be 
seen in Figure 11.3.5(c) and this symmetry should be considered in deciding on 
the appropriateness of the distribution for a given set of data. 

A method of analyzing both functions 11.3.ll(b) and 11.3.11(c), and then 

11.3.ll(a) is through the use of the functions 11.3.12(a) and 11.3.12(b), both 
widely tabulated: 

11.3.19 





OISTRtB~-

2* !<AYlil$11 
tl ) 0 

yt< CAUCH" 
-m < 1.1 < 'D 

"0 

t1* BOA 
o;O 
f > Q 

5-* u;umR,>v~ 

ISPECIAl CASf 0"!}} 

;;.,, .:1 WH£Rf :.lc- < ,1; 

CUMULATI~TRlSCTION FUNCTI0.'\1 
f\xl 

F\ll # l t I Httan 1!.:!:!1 
? ;t tl 

-----------
NOTES: 

""SEE riGJ!QS AT 30TIO.V, Of PAGf 

r; 
' ' .. --.... 

JJ 7,1 l_O <If \f 10 

TABLE 11.3.2\b). Less Common Functions Used in Probability Modeling 

PROSABlliT~~TY FUNCTION 
fix! 

n-l 
f111·~ ,n • 

nni 
0 [LSfWr\lR[ 

l CAUCHY DlS1RlBUHtV-
~-·~-" 

' 

; X?: 0 

• '------------ --

EXPECTtD VALUE iNLJ\NJ 

11 () .,_ ;ll ---,--

SECOND 
lVARIA~D 

L---------·--·----.. ---.. ----

MOMENTS OF 0 l STRl BUT!Il"' 
(Ff RST ~ Ol 

THIRD 
__ .clS"'~WN~-­

B l!2 
1 

FOURTH 
\KJRTOS!SI -e;--

JJ!6 

••• 

-----------

!I. 3. 23 





FACTOR 

2"'* 1'1El8UtL 1~ o (l; 
<ALSO TY?f 1\! ASY~\f!10TU:: ~OR 
MINII>'U•,l VKGLS• r>> 0, o > 0 

3"* NOR•M;L* -oo < r < 00 
e > 0 

4** LOi;·NGR'.V.c * ~~ ::: ()i 
·m<o,~~oo 

jJ > 0 

5'"" S.'vli\Llf!il EXlRHt Vkl:f ·:o < x < ro 
OR TYP~ ! 4.SYMPTOT!C fii:OM 
MI:W•Rl\1 VAtJl r: > 0 

LA'l.Gt5T!;XTR£'!{ VAlle( ·ro < x <m 
ORI"Pf! a>0 

CUttW~AflV£ DIST~1Bt;Ti0f'l "UNCTION 
Hxt 

f\~IIS()TO lAS x ISO'Ort 

F:11 • / t tlxltM 
~e 

nx'·l-e:o >"l.:il 

f\XI' $ (~-) 
~ ' 

Hl:·l·eliJ! f·tJ:P 
I 

~;rp- Will? d( • <%> 1~.J:I; 
' 

Flx: • e:q: ! -~<» -('.!l!-)J 
1 J • l 

li:\BLE 11.3.2{a)~ Cmrm1on Functions U~cd in Prababil ity Modeling 

PROBABILITY DENSHY FUt-.CTION 
tixl 

iW • 1 
-~,t/2 
(1~ •<T 

ii•: 

HAZARD FU"'C flO/\ 
h\t) 

hiXI•l !E~III ¢>1£,11 

' ' ' 

l)(:(j ~ h i'~ (~.=J!I 

' ' 

Ci.HtjJLAJIVE HAZA.RC 
Fur-.cnoo 

Hlx:l 

11!~1~ ex~i~!!.\ 
\ IJ _! 

Ytxi•e;o e)p '~I 

' 

T\.\\E TO FAILURE 
riHl 

xiH!·u~oln H 

fXPEC:EO VAtvE 
!(\{AN! 

' 

--------------------------------------------------------------------------------------------------------------

**"'!i1 m r <1~3:_1._::_~~_:_ + t':f..I_~ l:'!!_+ ? [ ~!_!__~ _!_~~ 3 

:I'IJ+(irj) :1 !J•lir;l] 2: 3.'2 

. ' 1. 
~ i'\-GBlJU ~RIBL~---------·-

1 

/ 

'" 
L-------------------------_J 

~- ------·---
/<~- LOG,NO~MA1CIS"fRif>,JTlfJN 

r, 
! I 

, I \ 
I ' , ,, 1 \ 

1~
., 

,' ·~I 

1/··~ (- --..• 



~IBUTION RJNCTION 
:(x) 

TOm 

exp-lx-~J 2 dx· ¢>1~1 
' 

")I 

1. 

lfli] 
4 

" 

• 

RIBUTION 

TABLE 1l.3.1(a). 

PROBABILITY DENSITY RJNCTION 

hxl· d Flxl 

'" 

fix) 

flxl· 

I
~ expl-x/91·1.expi-MJ,x:!O 

0 ELSEWHERE 

flxl • 

I; m' I ·~[(:J'] 
0 ELSEWHERE 

flxl = 

ol2n1
112 

flxl•_"--= 

ox12111
112 

Ill lui· I 

12nl 112 

exp-l 
1 

·~ 
~c 

1 

1 

x:!O 

WEI BULL D I STRI BUTI ON 

0<1 TWI BUll()'< fUNC 'I 0~ f1 ,. " .; 
' " 

" 
" 

" Till'<< 

• • 

PR06AB Ill l\' DEN II TY f<>l .. / 

'I¥! 

•AZ •Rn fU"l T 101, h, · 

IIW• 

"' 

Common Functions Used in Probability Modeling 

HAZARD RJNCTION 

hlxl = flxl 
1-Fixl 

1'1(xi•Ii 9 • ;1. 

hlxl 

hixl = !l In o·l 

' 

1'11XI = I lx- ulli -¢>1x-ul 

' ' 

nix I· 0.4343 

" I~ 

' 

¢> I~ X 1.1 

' hlxl ·I exp 1~1 

' ' 

hlxl • exp -Ill ol lx-lll 

• 

o exp exp-lllcrl lx Ill -1 

l NORMAL DI5TRI BUT ION 

"'"''"" "" """'" '( 
I 

j 11,\l' 

OROBABIL•TY O~'JII '' f\ 
I \ 
I \ 

J \:·· 

,.,. 

... 

CUMJLATIVE HAZARD 
FUNCTION 

H(x) 

Hixl hlxldx 

Hixl• -In[I-FixJj 

Hixl•xl• xl. 

' 

Hixl• exp(7) 

Hlxl•exp exp-1!=.!!1 

' 

I 
/, .. 

IAILURl Tl\\l <1~1 

l'JM•JLA 11 ,\ HAZARD H 

~TIME TO FAILURE 

xiHI·eH=H 

' 

x(HI 

~I 
xiHI•i.!+O ¢> 1!-exp-IHI 

I~ xi HI· ll _._ o ~I 1-exp-IHI 

xiHl • ll + crln H 

4. LOG-NORMAL DISTRIBUTICl\1 

.~ < ,,_ 

(\ 
' I 
I 1 .. 

' 

'-"' 

EXPECTED VALUE 
(~ANI 

o r illfl + II 

expi1J+o 2/21 

u-0.577o 

ll+0.577o 

.~ ! L'>' 

11,\t ""' 

I I 
I I 

/I 

Iii 

SECOND 
(VARIANCEi 

1 I 1 , expl2j.L+ollexpo1-l; 

MOI't\ENTS OF DISTRIBUTION 
Fl RST I ALWAYS ZERO I 

THIRD 

2.0 

... 
0 

I SKEWNESS) 
B 112 
1 

-1.14 

1.!4 

FOURTH 
IKURTOSI51 

a, 

1.0 

**** 

) 

I***** 

'·' 

5. SMALLEST AND LARGESTEXTREME VALUE DI5TRIBUTIOI', 

.~ 
' I(" 

I 
/ 

PRQSA81LI TY ~[NIITY tlX' 

" .... ~ 

·I 

' / 

~Ll\"Jl'TIVE HAZ'RD H 

~~----

11.3.11 



1.0 4/o 

~ x 3/o 
z :E 0 
;::::: 
u ~ 
z .... 
;:::) u u.. 0.5 z 2/o z ;:::) 

0 u.. 

.... 0 
;:::) 0:: 
IXl r:s 
0:: <X: .,.._ :X: 1/a V\ 

0 

0 0 ll-o f.l f.I+O IJ-O f.l IHO 
(a) TIMEX (b) TIMEX 

..... ._. . 
w f.l+20 . 
N 
<..n 

~ ;:c: 
:X: 

IJ+O 
>- x .,.._ 

w 
11 V'l :E z ;::::: ...... 

0 ...... 
>- 0:: uo .... ;:::) 

:::i .-.J 

co ~ ll-2o 
<X: 
ctl 
0 
0:: 
a.. 

W20 WO 1.1 IHO 1.1+20 0 200 400 600 

(c) TIMEX (d) CUMULATIVE HAZARD H, % 

FIGURE 11.3.5. Normal Distribution 



The probability density function is 

~{u) = 1 / 
1/2 exp - 2 

( 21r) 

The standard normal distribution function is 

1 [u 2 ~(u) = l/2 exp - ~ du 
(21f) -oo 

These functions can be used to evaluate f{x) and F(x) by 

F(x) = ~(X : ~) 

Using this terminology, the cumulative hazard function is 

H( X) = -1 n [ 1 - ~ (X ~ ~ ) ] 

and time-to-failure is 

x(H) = ~ + a ~-1 [1 - exp (-H)] 

(11.3.12{a)) 

(11.3.13(a)) 

(ll.3.12(b)) 

(11.3.13(b}) 

(11.3.13(c)) 

(11.3.13(d)) 

where ~-I is the inverse of the standard normal distribution function ~. The 
time-to-failure x will plot as a straight line function of ~-1 [1- exp (-H)] 
on normal hazard paper. The slope will be the standard deviation a, and ~ can 
be determined on the basis that at H = ln 2 (the equivalence of the 50% point) 

the time x equals ~. 
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11.3.5 The Log-Normal Distribution 

The same functions ~(u) 11.3.12(a) and ~{u) 11.3.13(a) may be used to 
develop the equations for the log-normal distributions: 

Hazard function -

h( x) 

0.4343 ~ (log x - ~) 
xa a (11.3.14{a}) 

"' 1 _ ~ ( 1 og : - JJ) 

Probability density function-

f(x) ~ 0.4343 ~(log x- ~) 
xo a 

(11.3.14(b)) 

Cumulative distribution -

(11.3.14(c}) 

Cumulative hazard function -

H( x) • - ln [ 1 - $ (log x : ")] (11.3.14(d)) 

Time-to-failure-

log x(H) • ~ + a ~-l (1 - exp (-H)) (11.3.14(e)} 

Note that base 10 logarithms are used since this facilitates plotting. For 
these functions the alternative approach is to use the functions in the fully 
developed form. These will be for the probability density function and cumula­
tive probability function. 
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f(x)"' 
1 

l/Z exp [-~ (ln x- \J)
2
] 

ax{2w) 2a 
(11.3.14(f)) 

1 LX [ 1 2] F(x) = 172 exp- :-z {ln x- \J) 
o(2w) 2a 

-Q) 

(11.3.14{g)) 

The failure rate is zero at time zero, and increases with time to a maximum, 
then decreases back to zero with increasing time (see Figure 11.3.6). Obvi­
ously, this characteristics of decreasing to zero after some time may make it 
unsuitable for wearout failure. A Weibull cumulative distribution function 
with a shape parameter value of less than 2 will be close to certain log-normal 
functions on the lower tail. Therefore, it may be difficult to choose between 
Weibull and log normal for a given set of data, leading to problems because 
different conclusions as to failure rate in the upper tail will result. This 
will be discussed further in a later section. 

The log-normal distribution is related to the gamma distribution as a 
time-to-failure distribution. The ga11111a distribution may be considered as a 
generalization of the exponential distribution where failure occurs as soon as 
exactly k events have taken place, assuming such events occur independently at 
a constant rate. Therefore, the gamma distribution is an appropriate time-to­
failure model for a system with one operating unit and k-1 standby units where 
a new unit goes into operation as soon as the preceding unit has failed and 
where each of the units has an exponential time-to-failure distribution during 
operation. System failure occurs when the last unit fails. As k increases, 
the gamma distribution approaches a normal distribution. In this case, the 
system time-to-failure would not be peaked near zero so the earlier objection 
to the normal distribution versus a time-to-failure model is not applicable. 

The justification of the log-normal distribution to represent time-to­
failure is based on the multiplicative-effect properties of that distribution. 
However, this property leads more directly to a log-normal distribution for the 
degree of deterioration by a specified time than for the time-to-failure. 
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The theory supporting the gamma and log-normal distributions as time to 

failure models has been supported by empirical results. 

Comparison of the hazard functions for the log-normal distributions (Fig­
ures 11.3.6 and 11.3.7) indicate that for some cases the two are similar. 
Given data may thus on occasion be represented about equally well by either 
model, or possibly by one of the other distributions. 

11.3.6 The Error Function 

The error function often is used in determining time-to-failure. This 
function is defined as( 11 •1•3) 

(11.3.15(a)} 
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FIGURE 11.3.7. Hazard Functions for Gamma Distributions with ~ = 1 
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The complementary error function is 

2 JO> 2 erfc z = -rr.r exp (-t } dt 
'If z 

erfc z ~ 1 - erf z 

In terms of a normal (Gaussian) distribution, 

F(x) = 1 172 ~x exp- ~ [<x ~ ~>]2 dx 
a(211") -0> 

In terms of the error function, Equation 11.3.ll(a) becomes 

In like fashion, the log-normal distribution becomes 

These substitutions simplify the evaluation of the equations. 

11.3.7 Examples of Hazard Function Calculations 

{11.3.15(b}) 

(11.3.ll(a}) 

(11.3.15(c)) 

(11.3.15(d)) 

Solutions of problems in terms of hazard functions are relatively uncommon 
in the literature compared to other probability functions. The following prob~ 
lem pertaining to turbine-generator failure probabilities has been modified in 
terminology to agree with that used in this chapter. Two continuous functions 
are used in the solution. The first is the Weibull, and the second a Duane 
model, which is derived to indicate that probably it is a hybrid exponential­

Weibull {and somewhat suspect); however, the Duane model is one of the few 

methods of expressing failure rates in terms of cumulative operating time in a 
chronological sequence. 

11.3.31 



The Weibull Function is believed to yield the most meaningful values of 
reliability, cumulative failure rate, and instantaneous failure rate for prob­
lems such as turbine failure. This technique has been used extensive ly in the 
evaluation of both large and small populations of pressure vessels. Other 
time-to-failure models such as exponential, gamma and log-normal have serious 
limitations. For example, unlike the exponential model the Weibull has the 
flexibility to handle hazard functions which vary with time. It was necessary 
to place the equation in linear form to permit a regression analysis. The pro­
cedure used is presented here, combining approaches cited elsewhere.< 11•3•1) 

Tables 11.3.3(a) and 11.3.3(b) contain all data necessary to conduct a 
linear regression analysis for any specific combination of failures; e.g., all 
failures, all missiles, relevant failures, relevant missiles (Figure 11.3.8). 
Table 11.3.3(b) summarizes the data from all regression analyses and includes 
the Weibull functions for reliability R(x) and failure rate h(x). The relia­
bility represents the effect of cumulative failures. 

The failure rate equation permits one to determine the time-dependent 
failure rate, h(x), for any time during operation, and to extrapolate to end­
of-life. Figure 11.3.9 covers the two cases of failures and failures with 
missiles. Based on these curves, there is no indication of wear-out near end­
of-life. The instantaneous (time-dependent) failure rate, h(x), for the mis-

-3 -2 sile case varies from about 7 x 10 to 4 x 10 . Since these are expressed 
-5 -4 in percentage, a conversion to rates yields 7 x 10 to 4 x 10 which compares 

favorably to the Duane Model ~t. These comparisons are given in Table 11.3.4. 

Table 11.3.4 also includes values for Weibull distributions covering 
"relevant" failures and "relevant" missiles in the context of relevance to 
nuclear reactors. This relevance, as cited earlier, is a highly subjective 
judgment. Even if the selection is accepted, a valid question can be raised 
concerning the number of turbines used as a denominator in calculating the 
hazard function in Table 11.3.3(a). If one is selective in the numerator 
values, it follows that one may need to be selective in the denominator. This 
approach was explored for the "relevant" missiles case and data are presented 
in Table 11.3.5. The population after retirement was considered as a base line 
then expanded by 1.33 to cover those failures outside the known population. 
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TABLE 11.3.3(a). Data Arranged for Regression Analysis in Calculating Wti~ull Distribution 
(Maximum Population Assumed Without Retirement x 1.33) a 

Turbine Failures 
Population Operating (1) (2) (3} (4) tl(x) 

Greater Than Years Prior Relevant Relevant Hazard Cumulative Hazard 
Failure {Yearl Failure Time To Failure A 11 Missiles Failure MlSS iles :om: ::& :::m:::: ~ _ill_ _ill_ .JlL _ill_ 

1 Ariz. Pub. Ser (54) 6675 0.08 1 0.015 0.015 

2 Calder Hall (58) 6675 0.08 1 0.015 0.015 0.015 0.015 0.030 0.015 0.015 0.015 

3 Siemens (51) 6650 0.17 0.015 0.015 0.045 0.030 

4 Cromby-1 (51) 6625 0.25 0.015 0.060' 

5 Ridgeland (54) 6575 0.42 0.015 0.015 0.075 0.045 

6 Usk~uth (56) 6525 0.58 1 0.015 0.015 0.015 0.015 0.090 0.060 0.030 0.030 

7 Kainan (72)(a) 6500 0.67 0.015 0.115 

8 unknown (58) (a) 6475 0. 75 1 0.015 0.015 0.015 0.015 0.120 0.075 0.045 0.045 

9 Ef£SA (70}(a) 6450 0.83 1 0.016 0.016 0.136 0.091 

10 88C-Oenmark (75) 6375 1.30 0.016 0.152 

11 Utah Po'ller ( 76) 6350 1.50 0.016 0.168 

12 Tanners Creek l53) 6325 l. 70 0.016 0.134 
..... 13 Nanticoke (74) a) 6325 1. 70 0.016 0.200 ...... . 14 Pittsburg-! (56) 6315 1.80 0.016 0.216 w . 15 Hearn-1 (54)(b) 6225 2.30 0.016 0.016 0.232 0.107 w 
w 16 Hearn-2 (54) (b) 6150 2.70 0.016 0.016 0.248 0.123 

17 Alstrom-Rateau (77}(b) 6125 2.80 0.017 0.265 

18 Hinkley Point (69) 6000 3.40 0.017 0.017 0.017 0.017 0.282 0.140 0.062 0.062 

19 Hinkley Point (70) 6000 3.40 1 0.017 0.017 0.299 0.157 

20 Hinkley Point (69} 5925 3.80 0.017 0.017 0.316 0.174 

21 Unknown (58)( a) 5800 4.50 0.017 0.017 0.017 0.333 0.191 0.079 

22 Bold (60) 5725 5.90 0.017 0.017 0.017 0.017 0.350 0.208 0.096 0.079 

23 Cut ler-6 (69} 5250 9.50 0.019 0.369 
24 Sendai (72) 4500 13.5 0.022 0.391 

25 Northern States ( 71) 4350 14.5 0.023 0.414 

26 Shippingport (74) 4150 15.5 0.024 0.024 0.438 0.120 

27 Gallatin (74) 3850 17.5 0.026 0.026 0.464 0.234 

28 Morenci-3 (59) 3820 17.8 0.026 0.026 0.490 0.260 
29 Oak Creek (77) 2875 22.0 0.035 0.035 0.035 0.035 0.525 0.295 0.155 0.114 

30 Essex-1 {72) 2075 25.5 0.048 0.573 

(a) 1.33 is correction factor to accommodate ~nufacturers outside kno'lln population. 
(b) Not in known population. 
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TABLE 11.3.3{b). Regression Analysis Parameters for Weibull Distributions Covering All Known 
Turbine Failures, Failures Generating Missiles, "Relevant" Failures and 
Relevant Failures Generating Missiles; Pertinent Equations Given 

Parameter All Failures All Missiles Relevant Failures Relevant Missiles 

0 41.9 151 2076 5900 

1/n 1.77 1.92 2.41 2.70 

" 0.57 0.52 0.41 0.37 
r2 0.94 0.95 0.98 0.97 
y (1 yr) 3.39 4.1 5.73 0.47 

y (10 yr) 19.3 21.4 27.4 30.7 
y (30 yr) 54.6 59.8 75.6 84.7 
Sy X 0.17 0.16 0.12 0.16 

so 0.07 0.12 0.17 0. 30 

s1 0.08 0.11 0.13 0.22 

R(x) ~ exp [-(;f] exp (-1.2.10-3x0•57 ) exp (-7 .36.10-4x0•52 ) exp (-4.36.10-4x0•41) exp (-4.02.10-4x0· 37 ) 

h (x) .. 8 8-1 n n-1 6. 78.10-Z X -0·43 3.83.10-2x-0 ·48 l. 79 ,lQ-2 X -0.59 1.49.10-Zx-0.63 S X ~-X 
1\ 

0 0 

H(x) = t = (;r 0.119 XO.S? 

x{H) = oHl/n 151 Hl.92 2076 H2•41 5900 H2· 70 

R(x) multiplied exponent by 10-2 to get value. 
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FIGURE 11.3.8. Regression Analyses, Weibull Hazard Plots of 
Turbo-Generator Failure Data 

lO 

This population was reduced by two-thirds for failures early in life and 
approximately one-half for failures later in life to eliminate smaller units 
and those with different operating conditions than experienced by nuclear tur­

bines. Again, this approach is auite arbitrary, but it does have the effect of 
shifting the regression line to higher values of H and changing the slope 1/n. 
A comparison of h(x} values for all missiles, relevant missiles and relevant 
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FIGURE 11.3.9. Typical Weibull Failure Rate= h(x) Bathtub Curve for 
Turbo-Generator Failures and Failures with Missiles 

missiles with modified turbine population indicates the effect of reduced popu­
lation is less than might be anticipated. The instantaneous failure rates con­
verted from percentage values range from 3 x 10-4 to 8 x 10-5, quite comparable 
to the Duane value of 5 x 10-5• 

Table 11.3.1 contains the terminology used in this section. Note that the 
reliability, R(x), is equal to 1 - F(x) on exp [-H(x)]. Also F(x) ~ H(x) when 
the probability of failure is low. The justification for the preceding 

follows: 
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TABLE 11,3.4. Typical Values Obtained from Duane Equation and 
Weibull Distributions for Turbine Failures 

OUAHE EQUATION 

TURBINE-YEARS 

Parameter All MlSSiles 

Misstles 
Known Turbine 
Populat 1on 

Cumulative Failure Rate <~r> 

1977 

1987 

Instantaneous Failure Rate (Ax) 

1977 

1987 

Cumulative 
Mean Time Between failures (MTBF) 

1977 

1987 

Instantaneous 
Mean Tiffle Between Failures (MTBf) 

1977 

1987 

1.26.lo-4 

l.06.1o-4 

7.28.10-S 

6.11.10-S 

7.95.103 

9.47.103 

1.37.104 

1.64.104 

GLOBAL ESTIMATES 

1977 1.2.10-4 9.1.1Q-S 

8.86.10-S 

7 .59.10-S 

5.49.10-S 

4. n.to-s 

1.13.104 

1.32.104 

1.82.104 

2.13.104 

2.4.to-3 1.8.10-3 

WEIBULL DISTRIBUTION (ALL IN PERCENT) 

All Failures A 11 Missiles 
Parameter I vr HI vr 30 Yr I Vr IO Vr 

Reliability [R(x)) 99.88 99.56 99.27 99.93 99.76 

Instantaneous Failure 
1.27 .1o-2 Rate [(h(x)) 6.78.10-2 2.52.10-2 t.s7.to-2 3.83.10-2 

Cumulative Failure 
Rate (H(x)) 0.119 0.442 0.827 7.36.10- 2 0.244 

•Relevantw failures "Relevant Missiles• 
I Vr ID Vr lD Vr I Vr ID Vr 

Reliability [R(x)) 99.6 99.89 99.82 99.96 99.91 

Instantaneous failure 
Rate n(x} 1. 79.10-2 4.6.to-3 2.41.10-3 1.49.10-2 3.49.to-3 

Cumulative failure Rate 
H(x} 4.36.10-2 0.112 0.176 4.02 .1o-2 9.42.10-2 

11.3.37 

30 Vr 

99.57 

7.48.10-3 

0.432 

:m Yr 

99 . 86 

l. 75.lo-3 

0 .141 



TABLE 11.3.5. Sensitivity Study Varying Turbine Population to Determine 
Effect on Weibull Distribution for "Relevant" Miss iles 

Time-to- Turbine Cumulative Revised( a) Hazard Cumulative 
Failure Failure Population Hazard Turbine Value Hazard 
Cause Years Tab 1 e 11.3. 3 Tab 1 e 11. 3 . 3 Poeulation { %} {%} 

Over speed 0.08 6675 0.015 3400 0.036 0.030 

Over speed 0. 58 6525 0.030 3200 0.030 0.060 

Overs peed 0.75 6475 0.045 3100 0.031 0.091 

SCC/Brittle 3.4 6000 0.062 2700 0.037 0.128 

Over speed 5.9 5725 0.079 2500 0.040 0.168 

Sri ttle ? 22.0 2875 0.114 1250 0.080 0.248 

(a) Revision based on using population with retirement. Time 1.33, which removes 
many smaller units, then taking 2/3 to 1/2 of this population as being "rele-
vant 11 to nuclear. 

a = 651 

From Table 11.3.1. 

VALUES FROM REGRESSION ANALYSIS 

1/n = 2.59 Tl = 0.386 

R(x) = exp(-8 x 10-4x0 •39) 

h(x) = 3.1 x 10-2x-0•61 

H(x) = 8 x 10-2x0•39 

x(H) = 651 H2•59 

R(x) = I - F(x) 

:. H(x) 1 
= ln RTxT 

11.3.38 
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let R(x) = Z: 

By series expansion, 

1 2 1 3 
ln Z = (Z - 1) - 2 (Z - 1) + 3 (Z - 1) • (11.3.16} 

If lz- 1 I i 1 z * 0 

Substituting 

1 1 1 [ 1 ]
2 

1 [ 1 ]
3 

ln nxr = lf\xT- 1 - ~ nxr- 1 + j nxr- 1 (11.3.17) 

For high reliabilities, where R(x) > 0.99, only the first two terms in the 
expansion are significant, or 

or 

or 

1 1 
1 n RTxT !! RTXT - 1 

1 - 1 + F~x) 
.. 1 - F(x 

F(x~ .. I - F x) 

If R(x) ~ 0.99, F(x) ~ 0.01 

F(x~ 1 - F x) I!! F(x) 

11.3. 39 

( 11. 3.18( a}) 

(11.3.18(b)) 

(11.3.18(c)) 

{11.3.18(d)) 

(11.3.18(e)) 



Recalling that 

H(x} = - ln [1 - F(x)] 

For F(x) '<: 0.01 

H(x) !!! F(x} (11.3.18(f)) 

The preceding approach can be applied to exponential functions or to 
Weibull functions using the series expansion to minimize terms in cases of high 
reliability. 

For instance, using the preceding logic, the exponential equation given in 
Table 11.3.2 reduce to 

for 

H(x) = F(x} X 
!!!-

a 

R(x) > 0.99 

In the case of Weibull equations, 

for F(x) ~ 0.01 

F(x)!!! H(x) = (~)" 

Taking logarithms of x{H) = a Hl/n, 

log x(H) = ( ~) log H + log a 

(11.3.19} 

(11.3.20) 

As Logs to Base 10, this will plot as a straight line function of H on Log-Log 
graph paper since Log x is a linear function of Log H. Thus. Weibull Hazard 
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paper is merely Log-Log Graph paper. The slope of the straight line equals 
1/ 0 ; this fact is used to estimate n from data plotted on Weibull Hazard paper. 
Also for H ~ 1 the corresponding time x equals o; this fact is used to estimate 
o from data plotted on Weibull Hazard paper. 

Note that 

n > 0 is the shape parameter 

o > 0 is the scale parameter 

A linear regression will quantify o and n. Since most statistical routines 
include the Weibull Function, the equation can be quantified covering time-to­
failure, cumulative hazard values, and average failure probability per service 
year. 

Duane model equations have been used to determine cumulative and current 
failure rates for low probability events. While reservations have been 
expressed concerning the validity of the Duane equations, they appear to paral­
lel Weibull results as noted in the following: 

The Duane Model equation is 

(11.3.21) 

where >.I: • cumulative failure rate 

H • total test time (years or hours) 

F "' failures during H 
K .. constant 
a • growth rate (normally 0.3 to 0.5) 

Note that a modification of the Weibull Function, 

H(x) • ax0 (11.3.22) 
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to a rate function, 

~ = aT6-1 cumulative hazard rate 

!!.ill = a X rt-1 
X 

is similar to the Duane Model 

where Weibull 
cr 

n - 1 

X 

H(x)/x 

Duane 
K 

-a 

This would indicate the Duane Model is a hybrid Exponential/Weibull. 

A regression analysis was made using the equation 

ln AE = ln K - a ln H 

(11.3.23) 

(11.3.24) 

2 In addition to the regression coefficients (K,a), values of r , sy·X, 5
0

, 

and s1 were obtained 

where r2 = coefficient of determination, a measurement of the 11 goodness of 
f • II f th . 1 . 0 2 1 2 1 . f f • 1t o e regress1on 1ne; ~ r ~ r = 1s a per ect 1t 

S •X = standard error of estimate of y on X 
y 

S
0 

= standard error of the regression coefficient a
0 

s
1 

= standard error of the regression coefficient, a1 
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The preceding are evaluated in Tables 11.3.6(a) and 11.3.6{b). 
Table 11.3.4 permits a comparison of Weibull and Duane Model results. Fig­
ure 11.3.10 contains cumulative and instantaneous failure rates. As can be 
seen, the two approaches agree relatively well. 

11.3.8 Other Continuous Distributions 

The distributions cited previously in 11.3 are those most commonly used; 
however, there are other distributions used under certain circumstances. These 
distributions will be discussed more extensively in Section 11.5. At this 
time, only the distributions of interest will be noted. They, together with 
those covered previously in this section, are given in Table 11.3.2. 
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TABLE 11.3 .6~ a}. Data Necessary for Duane Equation Regres-
sian Analysis (Turbine Years Only) 

H 
Turbine F H( a) F (a) 
Years Cumulative F Turbine Cumulative 

Year X 1.33 Missiles il Years Mi ssiles 
1954 21 100 5 -4 2.4.10 15 860 3 

1956 25 600 6 -4 2.3.10 

1958 33 700 8 -4 2.4.10 

1959 37 400 9 -4 2.4.10 

1960 41 300 10 -4 2.4.10 31 050 4 

1969 85 200 12 -4 1.4.10 64 060 6 

1970 90 800 14 1.5.10-4 68 250 7 

1974 115 000 15 -4 1.3 .10 86 100 8 

1977 133 000 16 1.2.10 -4 99 030 9 

(a) Denotes failures and data within known population. 

TABLE 11.3.6(b). Regression Analyses for Duane Equation 
Limited to Missiles Only 

Missiles 
All Known 

Parameter Miss i1 es Poeulation 

Factor (F ) 16 9 

a0 (Log K) -1.7487 -2.1532 

K 1.78.10-2 7.03.10-3 

a1 (a) -0.42 -0.38 
r2 0.894 0.960 

Years 
"' ). (H = 104) -4 3.74.10 -4 3.68.10 

1 4 (H = 5.10 ) 1. 90.10 -4 -4 1.12.10 
"' {H = 105) -4 -5 
). 1.42.10 8.0.10 

S •X 0.046 0.027 y 
so 0.259 0.184 

s1 0.055 0.004 
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F (a) 
H\aT 

-4 1.8 .10 

-4 1.3.10 
-5 9.4.10 
-4 1.0.10 
-5 9.3.10 
-5 9 .1.10 
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FIGURE 11.3.10. Duane Equation Plot of Cumulative and Current Failure 
Rates for Turbines (External Missiles Only) as a 
function of cumulative years of turbine operation 
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11.4 DISCRETE DISTRIBUTIONS 

The various discrete distributions have specific albeit limited applica­

tions. They find less use than is the case for the continuous distributions 
discussed in Sections 11.3 and 11.5. There are interrelationships among these 

functions as is the case with continuous distributions. Table 11.4.1 permits 

a comparison of these interrelationships. Table 11.4.2 contains these discrete 
distributions and their means, variances, si12 , s2 values. 

Packman( 11 •4•1) cites some of the major uses of the binomial and Poisson 
distributions in components; namely, for nondestructive examination. Since NDE 

basically is a yes-no situation, it is described by discrete distributions such 
as the binomial where p will indicate the true probability of detection and q 
the true probability of a miss. 
flaw detection probability high 
tion can be used. Table 11.4.2 
discrete distributions. (11 •1·2) 

If the number of examinations is large and the 
(>0.90) or low (<0.10), the Poisson distribu­
contains the mathematical formulation for the 

TABLE 11.4.1. Relative Relationships Among Various 
Oiscrete Oistributions 

POISSON 
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PASCAL 





DISTRIBUTION NAME 

1~* GEOMETRIC 

2.** NEGATIVE BINOMIAL AND PASCAL 

3.** POISSON 

4.** Bl NOMIAL 

MUlTIN~IAl 

5.** HYPERGEOMETRI C 

NOTES: 

PARAMElERS 

OS pSI 

O:Sp5I; 
NEGATIVE BINOMIAL IF 

s 2:0, 
PASCAL IF sIS A POSITIVE 

INTEGER. 

~>0 

POSITIVE INTEGER n. 
OS pSI 

POSITIVE INTE~R n. 
PI?! 0, Pz ?! 0, .... pk 2: 0, 

k 
WHERE L:; Pi = 1 

i • I 

POSITIVE INTEGERS N, n 
AND k 

• IN _ 2l IN ~:~~~; ~~ _ kl fN _ nl l NfN + ll - 6nfN - n I + 3 ~21N - kl [JtN - 21 - Nn
2 

+ 6n IN - nijl 

**SEE Fl GURES AT BOTIOM OF PAGE 

1. GEOMETRIC DISTRIBUTION 
0. 6 

, . .., 0. 4 

0.2 I. I • 
0 

1 2 3 4 J c I 3 
X 

2. NEGATIVE BINOMIAL ANO PASCAL 
0. 3 .-----------, 

0.2 

fl'<l 

3. POISSON DISTRIBUTIOO 

0.6 

ftxt 
x.o.s 

0.4 

0.2 

l. 

0.4 f 
X•4.0 

fO.t 0.2 II 
.• 1 ····---0 2 10 12 

t!~t C.2 

TABLE 11.4.2. Summary of Important Discrete Distributions 

PROBABiliTY FUNCTION 

x-1 n -p1 p, x • 1. 2 •.•. 

(
x+s-I) s x -X p (1 - pl , X - 0, 1,2, ... 

)(. 0, I.2 .... 

( n) K n -x _ x P 11 - pi • K - 0. 1. 2 ..... n 

n! 
XI! 7' ... xk! Pixl4>zx2 ... Pkxk. )(I= 0.1,2, ... : 

k 
x2 • o. 1, 2 •... : ... \ • o. 1, 2, ... : L xi = n 

(:) (~~:) 
(~) 

X-2.0 

i : I 

x = 0.1.2 .... n.xSk,n- xSN- k 

4. BINOMIAL OISTRl BUTION 
0.3 

n· 10 
p ·0. 75 

0, 2 

11•1 

0.1 

0 
.I I 

0 1234~67 8 9 10 

1)• 10 
p • O. S 

.I 
01234S 

EXPEClED VAlUE 

sll - pl 
-p-

np 

npi FORi= I,2, .... k 

nk 
N 

I. I I. 
6 7 8 9 10 0 I 2 3 4 5 6 7 

X 

0.2 ,....-------- ----, 

n· 20 n·40 
p • D.2S p •0,2S 

fht 0.1 

VARIANU 

1-p 

7" 

8 9 10 

sn- 1» 
p2 

npfl-pl 

npi fl- Pi I 

FORi • 1.2 .... , k 

nkfN - k l f N - n l 

N2 IN- II 

0.4 

n·5 
p • 0.25 

0.3 

0.2 

0.1 

o.: L....a__.__._...._.IL...JII_.__...L....a..~--J 
0.4 f 

~-~-~-~·~·~·~··~·~·~·~·~-~-~~~ • 
0 l 2 3 4 s 6 7 g 9 10 0 2 10 12 14 16 18 0 1 2 3456 7 01234 5 

X X X 

Vi;. 

.2.::.L 
n -PI/2 

2-p 

[sn -pi] 112 

1 

VI 

1- 2p 

[np 11 _pi] Il2 

1- 21lt 

[ ] 112 
npj!l-pjl 

FORi: 1,2, ... ,k 

IN- 2kl IN- 2nl IN- 11
112 

~2 

l- 9p + 9 

I-p 

p2 - 6p + 6 
+3 

sU -pi 

1 - 6pll -pi 
)+-...;,._~ 

3 + 

nptl-pl 

I - 6pi 11 - Pi l 

npi 11- pjl 

FORi= 1.2 ..... k 

[ ] uz 
IN - 21 nk IN - k I IN - n l 

5. HYPERGEOMETRIC 0 I STRIBUTI ON 

0.4 

It XI 

0.2 

r)' 10 
p • 0. 2S 

I. 
0 12 3 4 5 6 7 

X 

11.4.3 





ll.5 CONTINUOUS DISTRIBUTIONS 

Continuous distributions such as the normal, log-normal, gamma, exponen­
tial, Weibull, etc., were discussed extensively in Section 11.3. Table 11.3.2 
presented the equations for probability density functions, cumulative density 

functions, the hazard function, the cumulative hazard function and time-to­
failure functions. This section will present other properties of these func­

tions of interest to the analyst. 

Some idea of the interrelationships among the various functions is given 
in Table 11.5.1. As noted, many functions are simplified forms of more general 
functions. An obvious example is the exponential which is a simple case of the 
gamma or Weibull. Hahn and Shapiro( 11 •1•2) present excellent tables illus­
trating the general form of the probability density function. The function 
itself, the bounding parameters, the mean, the variance, the (8

1
)112 and the 

82 functions have been incorporated into Table 11.3.2. As noted in Sec-

tion 11.2 on definitions, s1 is the skewness and 82 is the excess or kurtosis. 

It must be recognized that there are two definitions of these two terms: 

Sk (B )1/2 - ~3 - ~3 ewness = a 3 = 1 - ~ - 312 
a.) (~2) 

{11.5.l(a)) 

2 ( ~3)
2 

(~3 )
2 

= 81 = "3 = 
0
3 = ~ 23 

{11.5.l(b)) 

Excess or kurtosis 

ll4 
Ci :;;: -- 3 4 4 

a 
{11.5.2(a)) 

(11.5.2(b)) 
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TABLE 11.5.1. Relative Relationships Among Various Continuous Distributions 

NORMAL LOG-NORMAL GAMMA (a) WE 1 BULL BETA EXTREME 
(GAUSSIAN) / / ~ / \ "-._ VALUE 

j 
""' RAYLEIGH "-._ 
ERROR CHI ( n=2) UNIFORM 
FUNCTION SQUARE EXPONENTIAL (y=n=1) 

(A~l/2) ERLANGIAN (n=1~cr=l/A) 
CAUCHY (n is I 

A (n is a positive t 
LIMITED multiple integer) 

FORM of 1/2) 
Frechet 

(n=1) 

(a) Gamma distribution approaches normal distribution for large values of n. 

Tables 11.3.2(a), 11.3.2(b), and 11.4.1 compare the various distributions 
as contained in Hahn and Shapiro.< 11 •1•2) In addition, a limited number of 

other continuous distributions are contained. The mean is an obvious value 

having some use. The variance is much more significant. 

11.5.1 Variance 

An important datum of use in calculating probability density functions is 

the variance of a given function. While it is possible to carry out sensi­
tivity studies using Monte Carlo or Importance Sampling simulation, ensuring a 

sufficiently large population, the analysis of trends from a limited population 
of incidents is more difficult and subject to considerable error. If a general 

function, 

(11.5.3) 

is examined where x1, x2 ••• xn represent independent random variables, the 

results will be sensitive ton. Typically, used are either a partial deriva­

tive method using an equation of the form 

a - L: -2 n (az )2 

z - i=1 aa1 
(11.5.4(a)) 
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or a numerical equation 

(11.5.4(b)) 

Both have built-in limitations with small values of n. The variance in the 

partial derivative equation will be accurate (with small n) only if the follow­
ing conditions are met: 1) the design parameters must be normally distributed 

(unlikely); 2) The function must be linear with each design parameter; and 
3) the coefficients of variation must be less than 0.1. The numerical method 
suffers from the same limitations with its principal advantage being that it 

avoids having to obtain partial derivatives of complex functions. 

The transform method can be used to make reliability estimates of two 

interacting variables each with its own pdf: 

If R = /
1 

Gdg 
0 

(11.5.5(a)) 

where G = f0 
f(S) dS 

s 
(11.5.5(b)) 

dF = f( s) ds {ll.5.5(c)) 

with S representing strength and s representing stress. 

If both strength and stress are assumed to be normal, the coupling equation can 
be used to obtain an estimate of reliability; e.g., 

(11.5.6) 
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and the appropriate probability value (reliability estimate) can be determined 
with the standard normal variate, z, using standard normal tables. If S>S, 

failure can occur. As z increases, the probability of failure will decrease 
exponentially. The inherent unreliability is the lowest unreliability possible 
and is defined in terms of 

s z =-
"s 

(11.5.7) 

Generally, low probability failure events will be characterized by values of z 

close to those given by the preceding equation. 

Another way of expressing the above is 

-s- ("5" - s) - o 
a; -( 2 2)1/ 2 -

0 S + 0 s 

(11.5.8) 

A value of calculated unreliability implies a loading representing virtually no 
threat to component integrity, even with the statistical uncertainties inherent 
in materials and loads. 

On the other hand, if the inherent unreliability is close to the maximum 
acceptab 1 e unre 1 i ab i 1 i ty, there is a need to improve the mean strength, "S', or 
to reduce the strength uncertainty, os. 

11.5 .2 Estimation of Parameters 

Statistical parameters such as shape (o) and scale (n) parameters often 

are estimated both to establish the validity of the assumed statistical distri­
butions and to quantify that distribution. At least three techniques have been 
proposed for estimating the values of these parameters: 1) linear estimation, 

2) method of moments, and 3) maximum likelihood. 
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Linear estimates can be made graphically from a probability plot such as 
suggested by Nelson( 11 •3•1) and Wirsching and Jones( 11 •5•1) where the scale 
parameter will be given by the slope, and the shape parameter is given by 
extrapolating to x = 0. A least square fit is suggested to remove subjectivity 
in the estimate. While results can be obtained by the linear estimate tech­

nique, it is not considered to be the most efficient. 

An alternate technique discussed more extensively under moment matching is 

the method of moments which involves a computation of the mean and variance as 
well as higher order moments. Again, the method of moments is not considered 
to be the most efficient in that it does not most accurately represent the true 

values of the statistical parameters. 

The method of maximum likelihood estimates is suggested as the most accu­
rate. Values of the shape and scale parameters can be obtained by solution of 
appropriate simultaneous equations which depend on the continuous distribution 

being used. A digital computer usually is used for such solutions. One justi­

fication for the use of maximum likelihood is that it tends to yield the least 
bias and the smallest variance. A Monte Carlo analysis by Wirsching and 
Jones( 11 •5•1) for the maximum extreme value distribution confirmed that the 

maximum likelihood technique was better than the method of moments; however, 
the differences were not large and the maximum likelihood estimate is more 

complicated. Therefore, either may be used with little loss in accuracy. 

11.5.2.1 Moment Matching 

The moment matching method can approximate a probability density function 

(pdf) when its first few moments are available.( 11 •1•2' 11 •5•2) If the first 
few moments of a random variable are known, its pdf can be approximated by fit­
ting an appropriate distribution to the existing information (expressed collec­
tively in the form of the first few moments). Usually, the first four moments 
are adequate for fitting two-parameter pdf's. The third and fourth moments 

determine the 11 Shape 11 or the form of the distribution while the first two 
moments define its parameters. This procedure is called the moment-matching 

method and it has been widely used in uncertainty analysis, in nuclear and 
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non-nuclear applications. In the Reactor Safety Study (1975), for example, the 
pdf of the top-event of a fault-tree was approximated by a log-normal 
distribution. 

The pdf of a bounded random variable is uniquely determined by its 

moments; therefore, pdf's of bounded random variables with a finite number of 
the lower moments in common exhibit similarities. 
were the same they would coincide in a unique pdf. 

For example, if all moments 
If only the first few 

moments of a bounded random variable are known, a pdf may be developed in such 

a way that it has as its first few moments these known moments. This would 
constitute an approximation to the pdf of the random variable. This method of 
·approximating a pdf is called the moment-matching method. 

The reliability of a system, being a probability, is bounded since it can 

take values only in the interval (0,1}, and the moment-matching method can be 
applied if its n first moments are known. Obviously, the more moments avail­

able, the more exact the approximation would be. In most instances, however, 
the first four moments are adequate. This is the case when a two-parameter 
pdf, such as a member of the Johnson or Pearson families, is chosen as an 

approximation. The third and fourth moments determine the shape or the "type" 
of the distribution and the first two its parameters. More precisely, the 
shape of a distribution is partly characterized by 1) its third central moment 
or skewness which is a measure of the asymmetry of the distribution, and 2) its 

fourth central moment or kurtosis which is related to its peakedness. To make 
these two "measures" of the shape of a pdf independent from its scale, they are 
calculated using Equations 11.5.l(b) and 11.5.2(b). 

Thus, if the coefficients e1 and e2 can be obtained, the shape of the dis­

tribution is approximately defined. Figure 11.5.1 gives numerical values of 
the coefficients, a1 and s2, of the various "theoretical"(l1.1.2) types of 

densities presented in Table 11.5.2. Hahn and Shapiro( 11 •1•2) developed simi­
lar equations in their Chapter 7. From this figure, the type of density that 
has the same a1 and e2 with the sought pdf can be obtained. The remaining two 

parameters (defining the location and the scale of the pdf) are then determined 

by the first two moments. 
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FIGURE 11.5.1. Regions in (e1,a2) Plane for Various Distributions 

11.5.3 Empirical Distributions 

In many instances, there are insufficient theoretical bases for selecting 
a given statistical distribution. Under these circumstances, one of the 
empirical distributions is an excellent alternate. These distributions tend 

to eliminate some of the variability common to free hand fitting of data as 
well as assisting in the automation of data analysis with a digital computer. 
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TABLE 11.5.2. The Pearson Distribution Functions 

Differential Equation 

dln p(x) __ a+x 
dx - c

0 

Symmetric form of 1; m1 ~ m2; 
if negative is Type ll(U) 

Probability Density Function 

J'"' p(x} dx • 1 _.., 

[
-(x+a}

2
] p(x} ~ Kexp ~ 

Compares To 

~Normal Distribution 

Type I{U} 

Type l(J) if m1 < 0 and m
2 

> 0 

or m1 > 0 and m2 < 0 

Gamma Distribution 

No common statistical distribution corresponds to Type IV; in essence, it is rarely used because of intractable math. 



Type 

v 

VI 

Roots real, 
same s lgn 

VII 

VIII 

IX 

Differential Equation 

dln p(x) x•a 
dx • - Cz (x-al) ( az-x) 

oln p(x) • _ x 
dx ~ 

0 2 

c1 # a • O; c
0 

> O; c2 > o 

TABLE 11.5.2, (contd) 

Probability Density function 

p(x) • K(x-al)''1 (x-az)"'2 

p(x) • K(x•C1)-llcz 
o < c2 < 1 

Compares To 

Inverse Gaussian 

Central t- Distribution Simil ar 



The various continuous distributions are discussed in Section 11.3, spe­
cifically, in Table 11.3.2. Such models as the log-normal, beta and gamma lead 
to a wide diversity of distribution shapes; however, they do not provide the 

degree of generality that may be desired. This is illustrated in Figure 11.5.1 
where a1 and e2 are skewness and kurtosis, respectively, as defined in 
Section 11.2 and Equations 11.5.l(b) and 11.5.2(b). As can be seen, distribu­
tions such as the uniform, normal, and exponential are points on the diagram. 

Distributions defined by a shape parameter such as beta, gamma, and log-normal 
appear as lines in Figure 11.5.1. In the case of two distributions having two 

shape parameters such as the beta, there will be a region of the diagram occu­
pied. While the beta distribution occupies a substantial portion of Fig-
ure 11.5.1, there are extensive regions not covered. This section will 
identify distribution families such as the Johnson and Pearson permitting 
representation over the entire possible area of Figure 11.5.1. Other distribu­
tions include Cornish-Fisher, Charlier, Edgeworth, and Kopteyn. The latter 
find less use than the Johnson and Pearson, and discussion will be limited to 
these. 

If sufficient data exist to permit estimation of b1 (a1} and b
2 

(a2}, the 
values can be plotted on Figure 11.5.1 to establish the logical distribution 
function(s) to represent the data. Caution must be exercised because estima­

tion of b1 and b2 is very sensitive to variability in the data. 

11.5.3.1 Johnson Distribution 

Hahn and Shapiro(11 •1•2) discuss both Johnson and Pearson distributions. 
In the Johnson distribution, there is a transformation of a standard normal 
variate where tables covering areas under standard normal distributions can be 
used. The form of the transformation is 

z = y + l'l T(x,t,>.); l'l > 0, -co< ).y <co, ). > O, -co< E <co 

Here x is the variable, Tis an arbitrary function, y, ..,, £ and>. are four 

parameters and z is a standard normal variate. 
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Three families are considered forT, each taking different shapes as noted 
in Figure 11.5.1. These families are: 

(11.5.9(a)} 

= ln [(x-£)]; £ < x < £ + A 
.A+£-X - -

(11.5.9(b)) 

) -1 [X -£] 3 T3(x,£,>.) = sinh -A-, -oo < x < oo (11.5.9(c)) 

The first yields a log-normal distribution f 1 (x) 

f 1 (x) = n exp !=¥ [:L + ln (x-£)]
2
) 

(2T)l/2 (X-£) n 
(11.5.10) 

where 

y* = r-n ln A 

The usual form of a three-parameter log-normal can be obtained by substituting 

1 -).l 
n =-and y* ==-

0 0 

The log-normal form in the preceding context is known as the Johnson SL 
family fitting the log-normal line on Figure 11.5.1. 

The function in Equation 11.5.9(b) leads to 

(11.5.11) 

This four parameter equation represents the Johnson s8 family of distribution. 
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The third function (11.5.9(c)) is 

1 l-1 ( 
[ ] 

1/2 exp 2 Y + ") 
(X-£)2 + ).2 

(11.5.12) 

This equation represents the Johnson Su family of distributions. 

Some idea of the flexibility of the three and four parameter approaches 
can be seen from the curves of the distributions with various values of the 

parameters. Figure 11.5.2(a, b, c, d) illustrate this diversity for the 
Johnson s8, distribution and Figures 11.5.3(a, b, c, d) does the same for 
the Johnson SU distribution. 

11.5.3.2 Pearson Distribution 

The Pearson distributions are generated as a solution to the differential 

equation 

df(x) = __ (_x-_6_3)_f_(x_)~ 
dx 2 6

0 
+ 61 X + 6

2 
X 

(11.5.13) 

where x is the random variable and 6
0

, 61, 62, 6
3 

are parameters in the proba­
bility density function f(x). There are twelve types of distributions derived 
from the Pearson equation; several of which are no longer used. Those most 
commonly used are the Pearson type I (normal beta) which may be U-shaped or 
J-shaped distribution as noted in Figure 11.5.1; and the Pearson type III 

(gamma). Pearson V is close to a log-normal, and Pearson IV encompassed the 
same region as the Johnson SU distribution. The relevant Pearson equations 

appear in Table 11.5.2. 

Fitting the Pearson distributions may be lengthy and complex since each 

family requires the solution of a different set of equations. Computer pro­

grams exist both for estimating the first four moments, and 81 and 82, and for 

the various forms of the Pearson distribution. This permits the estimated fit 
to be compared to the actual data. 
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Various Values of the Parameters n and y 

11.5.13 



0.8 

0.6 
f(X) 

0.4 

0.2 

0.4 

f ('X) 
0.2 

SYSTEM Su f(X) SYSTEM Su Hx) 
y ·0; 11 = 2 

~ l = 0; ~ 2 " 4.51 

~t 0 

Ia} X 

SYSTEM Su 
y :ol; 11 • 1 

~~. 28.8; ~2. 93.4 

-4 

lcl 

1 

-3 -2 

X 

y = l; 1"\ ~ 2 
~~ = 0.76; ~2 = 5.59 

~2 

(b) 

-1 

-1 

X 

f(X) 

0 

FIGURE 11.5.3. Johnson Su Distributions with &=0~ X=1 and 
Various Values of the Parameters n and y 

0 

1 

The percentiles of the Pearson distribution often provide the informat ion 
required without obtaining the specific distribution. The procedure is 

1. Calculate i~ a~ b1 ~ b2• 

2. Find the tabulated standardized percentile Z for the chosen a by 
a 

using b1 and b2 instead of ~l and ~2 in the tabulations of Percen-

tiles for Standardized Pearson Distributions found in many statistics 

tables. 

3. Determine the estimated a 100th percentile as o~ z and x. 
An example of the determination of the shape of a continuous distribution 

based on an estimation of the first four moments is given in Sec tion 11.5.4 to 

illustrate the procedures us ed. 
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11.5.4 Estimation of Moments and Prediction of Distribution 

In many instances, the performance of individual components can be modeled 
by relatively simple continuous or discrete probability density functions; how­

ever, when these components are combined into a system, the situation becomes 
much more complex with performance fluctuating due to variations from component 

to component. 

An example cited by Hahn and Shapiro(ll.l.2) provides an excellent illus­

tration of the procedures followed in estimating the first four moments and 
predicting the approximate distribution. Such problems often are too complex 
to permit solution by direct analytic methods such as transformation of vari­
ables. Therefore, approximate methods such as application of the central limit 

theorem or Monte Carlo simulation will be used; the first two in this section 
and the Monte Carlo in Section 11.8. 

11.5.4.1 Central Limit Theorem 

The central limit theorem may be applied to linear systems. In this 
. t th 1 t k f H h d Sh . (!1.1.2) . f t 1ns ance, e examp e a en rom a n an ap1ro cons1sts o a tes 

and repair facility consisting of six stations used to check out various sys­
tems. Each system must pass through each station with the time spent at any 
station a random variable whose distribution has been estimated from available 
data and is independent of the times at other stations. The maximum time to 
check a randomly chosen system is to be determined. 

This theorem states that the distribution of the average-and, therefore, 

the sum-of independent observations from distributions with finite mean and 
variance approaches a normal distribution as the number of observations becomes 
large. Consequently, this theorem is applicable for linear systems such as the 
test-and-repair facility where total checkout time is the sum of the times at 
each of the n stations, for the case in which n is large. The normal distribu­
tion is completely specified once its mean, ~. and standard deviation, o, are 
known. These can be obtained from the random variables x1, x2 xn: 

(11.5.14) 
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and, if the variables are uncorrelated, 

(11.5.15 ) 

In the problem of the test-and-repair facility assume, for example, that 
the distribution for the time in hours spent at the ith station ( i = 1,2 ••• 6} 

is as given in Table 11.5.3. The normal, gamma, exponential, and chi-square 

distributions have been used as models for the checkout time at indiv idual sta­
tions, and the parameter values have been specified in each case. (For plots 
of the distributions, see Figure 11.8.2.) 

TABLE 11.5.3. Assumed Distributions for Test and Repair Time 
in Hours at Each of Six Stations 

Station No. 1 

Station No. 2 

Station No. 3 f3(x3) 

Station No. 4 f 4 ( x4) 

Station No. 5 f5(x5) 

Stat i on No. 6 

9 
e-6x3 = 1§..t. (x }8 

r( 9 } 3 

1 (x4)9 e-x4 = 
r(10) 

= 5e-Sx5 

11.5.16 

Normal distribution with 
lJ = 10 and a = 1 

Normal distributicn with 
lJ = 20 and a = '{2 

Gamma distribution with 
n = 9 and ). = 6 

Gamma distribution with 
11 = 10 and l == 1 

Exponential distr ibution 
with l = 5 

Chi-square distribution 
with "' = 10 



We are interested in the distribution of total time T = x1 + x2 + x3 + x4 
+ x

5 
+ x

6 
spent by system at a facility. The means and variances shown in the 

tabulation were obtained for hours at each station: 

Mean 
Variance 

Station Station Station Station Station 
No. 1 No. 2 No. 3 No. 4 No. 5 

10 
1 

20 
2 

1.5 
0.25 

10 
10 

0.2 
0.04 

Station 
No. 6 

10 
20 

Substitution of the station means and variances into 11.5.14 and 11.5.15 

yields a system mean of (10 + 20 + 1.5 + 10 + 0.2 + 10) = 51.7 hours and a 

variance of 1 + 2 + 0.25 + 10 + 0.04 + 20 = 33.29. From the central limit 
theorem, the total test and repair time can thus be approximated by a normal 

distribution with a mean, u, of 51.7 hours and a standard deviation, o, of 
V33.29 = 5.8 hours. From the properties of the normal distribution, we can 

now say that the chances are nine out of ten that the checkout time for a ran­
dom system will not exceed u + 1.28o hours, 95 out of 100 that it will not 
exceed u + 1.65o hours, and 99 out of 100 that it will not exceed u + 2.33a 
hours. Hence, the approximate 90, 95, and 99 percent upper limits are 59.1, 

61.2, and 65.2 hours, respectively. 

This problem involved a six-element system, rather than one with 11 Very 

many elements." More important, the variances of the individual elements are 
far from equal, and the total variance is highly dominated by the variances of 
the times at stations 4 and 6. Therefore, the applicability of the central 
limit theorem in this problem is questionable. The adequacy of the normal dis­

tribution approximation will be compared with those obtained by the method of 
moments and Monte Carlo. 

Exact ~nowledge of the distribution for each of the component variables 

is not essential, since all that is needed to use 11.5.14 and 11.5.15 are the 
means and variances. 

11.5.4.2 Generation of System Moments 

The method for the generation of system moments, sometimes referred to as 

statistical error propagation or the delta method, will now be described. 
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Let the relationship between system performance z and the component vari­
ables x1, x2 ••• xn be given by the function z = hlx1, x2 .•. x

0
). For exam­

ple, in the case of the six-station test-and-repair facility z = x1+ x2 + x
3 

+ 

x4 + x5 + x6--that is, total checkout time is the sum of the times at each of 
the times at each of the stations. 

let E(xi) be the mean or expected value for the ith component variable and 
let ~k(x 1 ) denote its kth central moment (or moment about the mean). Simi­
larly, E(z) and ~k(z) denote the expected value and the kth moment about the 

mean for system performance, respectively. The problem is to obtain an esti­

mate of E(z) and uk(z) for k = 2, 3, and 4, based on a) data on the component 

variables from which estimates of E(x.) and ~k(x.) for i = 1,2 •.• n can be , 1 

obtained and b) knowledge of the system structure h(x1, x2 ..• xn}. 

The method consists of expanding hlx1, x2 ..• xn) about E(x1), E(x2) .•• 
E(xn), the point at which each component variables takes on its expected value, 
by a multivariable Taylor series. Assuming that the component variables are 

uncorrelated, the final expression for mean system performance, retaining terms 

up to second order, is 

(11.5.16) 

where a2fi/ax
1
.
2 denotes a2h/ax2

1 evaluated at E(x )--that is, with the E(x ) 
r . 2 3 r 

substituted for xr for r = 1,2 ••• n. For example, 1f h(z) = x1x2 x3 

(11.5.17} 

Henceforth, a2h/axi 2 is written without the bar on h--that is, as a2h/axi 2• 

Equation 11.5.16 requires knowledge or estimates of the means and vari­

ances for each of the component variables. 
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Note that estimating mean performance by substituting the component means 

into the system equation--that is, setting 

--provides an exact result when all second- and higher-order partial deriva­

tives are zero; for example, when system performance is a linear function of 
the component variables, as in the test-and-repair facility problem. However, 

the expression is only approximate in the general case. 

The Taylor-series expansion for the variance of system performance, assum­

ing the component variables to be uncorrelated, and retaining terms up to third 
order, reduces to 

Var(z) = ± (l!l..) var ( x.) + ± (ah ) ( ah ) (x ) 
i=l ax1 1 i=l ax1 ~ J.13 i 

(11.5.18(a)) 

where J.l 3 (x;) is the third central moment for the ith variate and all deriva­
tives are evaluated at their mean values. Often, the last term is omitted and 
only the following expression is used: 

Var(z) = ~ !x. Var(xi) n ( h )2 
1=1 1 

(11.5.1B(b)} 

which is frequently a satisfactory approximation. 

Expressions for the third and fourth central moments for system perfor­

mance--that is, u3(z) and u4(z)--may be derived in a manner analogous to that 
for the variance. The resulting expressions, retaining only the lowest-order 
non-zero terms, are 

( 11.5.19) 
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2 2 
6~ ~(:~;) (!~ 1 ) Var(xi} (11.5.20) 

> 1 

The preceding methods are now applied to the test-and-repair facility 
problem in Table 11.5.3. Total checkout time z is represented by the linear 
function z = x1 + x2 + x3 + x4 + x5 + x6, where xi is the time at the ith 

station (i=1,2 ... 6} with assumed statistical distributions given in 

Table 11.5.3 . Then, 

and 

az 
ax. 

1 
- 1, = 1,2 . .. 6 

= 1,2 ... 6 

Thus, 11.5 .16, 11.5.18(a), 11.5.19 and 11.5.20 reduce to 

6 
E ( z) "' 2: (X.) 

i=l 1 

6 
Var(z) = 2: Var(x .} 

i=l 1 

6 
J.l3(z) = 2: J.l3(x;) 

i=l 

and 

6 
v4(z) = 2: P4(xi) + 6 L L:var (x;) Var (xj) i=l i j 

i > j 
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The third and fourth central moments for the distributions of time at each 
station can be obtained from Table 11.5.3 by the methods of Section 11.5.3.1. 
The resulting values, together with the means and variances are 

Station Station Station Station Station Station 
No. 1 No. 2 No. 3 No. 4 No. 5 No. 6 

Mean 10 20 1.5 10 0.2 10 
Variance 1 2 0.25 10 0.04 20 

u3(x;) 0 0 0.08 20 0.02 80 

\14(X;) 3 12 0.23 360 0.01 1680 

Thus, 

E(z) = 10 + 20 + 1.5 + 10 + 0.2 + 10 ~ 51.7 

Var(z) = 1 + 2 + 0.25 + 10 + 0.04 + 20 = 33.3 

u3(z) = 0 + 0 0.08 + 20 + 0.02 + 80 = 100.1 

u4(z) • (3 + 12 + 0.23 + 360 + 0.01 + 1680} 

+ 6 [1(2 + 0.25 + 10 + 0.04 + 20) +2(0.25 + 10 + 0.04 + 20) 

+ 0.25(10 + 0.04 + 20) + 10(0.04 + 20} + 0.04(20)] 

= 3864.7 

and ~ = 100 ·~72 - 0.52 
(33.3) 

e2 = 3864.72 = 3.49 
( 33.3) 
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Using only the upper tail in a Pearson distribution approximation~ we find 

that total checkout and repair time will exceed a) 59.4 hours 10 percent of the 
time, b) 62.0 hours 5 percent of the time, c) 67.4 hours 1 percent of the time. 
These results compare with the corresponding values of 59.1 hours, 61.2 hours, 
and 65.2 hours that were obtained by invoking the central limit theorem; total 
time had been assumed to be normally distributed. It is noted that although 
there is a close correspondence for the 90th and 95th percentiles, the diver­
gence increases for the 99th percentile, thus illustrating the fact that the 
normal distribution approximation is frequently least adequate at the extreme 

tails of a distribution. 

By locating values of a1 = 0.27 and s2 = 3.49 in Figure 11.5.1, it can be 

seen that the checkout problem may be approximated by a Johnson SU distribution 

and the methods discussed in Section 11.5.4 for estimating the parameters for 
this distribution based on the calculated moments can be used. Alternately, 
the Pearson IV distribution can be used. The third possibility cited previ­

ously is to use the percentile values for the upper tail in a Pearson distribu­
tion approximation. 

In the case of a Johnson Su distribution, where~, a, e1, and a2 are 
known, the following procedure is used. Generally, the four parameters y, ~' 

A, and £ are unknown. However, they can be estimated using information such as 
found in Table V of Hahn and Shapiro.(ll.l.2) This procedure is based on the 

method of moments. 

1. Obtain x, a, ~ and b2 from available data. The last two values 
were obtained previously and used in determining that SU was the 
appropriate Johnson distribution family. 

2. Values of estimates 9 and ~ can be obtained from ~and b2 using 
Table V cited above.(11 •1•2) The tables permit interpolation. For 

greater accuracy an iterative method is available. 
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3. Calculate 

"' 1 = ...-----~-0~----=-:-~ 

i ( w - 1) [ wcosh N) + lll 
and 

where 

w = exp (l) 

Recalling that 

Mean E(z) = 51.7 

Var(z) • 33.3 C1 = 5.77 

ll3(z) = 100.1 

ll4(z) = 3864.7 

b1
1
'
2 = ~1 112 - 0.52; 81 = 0.27 

Interpolating in tables of Johnson functions will yield 

n = 4.7) 
) by extrapolation 

-y • 4.2) 

11.5.23 

(11.5.21) 

(11.5.22) 

(11.5.23) 



1 1 
w "" exp :7 = exp -:--:7l = 1.05 

n 4.7 

1 = 5.77 

[~ (1.05- 1) 1.05 cosh 2 (t~) + 1]
112 

~ 5·77 30 94 
A = 0.186 = • 

£ = x + 1 w
112 sinh(~) 

< = 51.7 + 30.94 [1.05
112 sinh(-::~)] 

£ = 19 .46 

Therefore, 

~ 2 1/2exp[-}(r+nlnl(x~t) 
[<x - t) + ). ] 

l (X - 19 . 4 6) + [(X - 19 • 4 6 )
2 

+ 1] 
112

))

2

] 
30.94 30.94 
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1.87 ---.....;
1
;...._--17.,-:2 exp [(• 2.1 - 2.35 ln l(x 30~~446) 

[<x-19.46)2 
+ 957.3] 

+ [(x - 19.46)
2 

+ 1] 30.94 
1/21)2] 

The preceding equation could be solved for the distribution. Up to this 
point, variables have been assumed to be uncorrelated. Correlation between 
components occurs when the random value taken by one or more components in a 
system is related to the random value of one or more other components in the 
same system. For example, in the test-and-repair problem the times are corre­

lated if a defect that causes above-average checkout time at one station also 
leads to above-average times at other stations. 

Expressions for system performance when component variables are correlated 
can be obtained in a fashion analogous to the uncorrelated case. The results 
are given in Appendix 76 of Hahn and Shapiro.( 11 ·1•2) 
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11.6 STRENGTHS AND WEAKNESSES OF VARIOUS CONTINUOUS DISTRIBUTIONS 

Wirsching and Jones< 11 •5•1) examined the influence specific probability 
density functions can have on the values of probability estimates in the tails 
(2a-4a) regions. Both the upper tail and the lower tail were examined. As 
will be seen, the values are very sensitive to the statistical distribution 
selected. Since we are concerned with the possible overlap of the upper tail 

of one function with the lower tail of another--for example, stress versus 
strength--this sensitivity to the pdf selected can be very important. 

Wirsching and Jones( 11 •5·1) examined normal, log normal, Gamma, Weibull, 

Jype I Extreme Value distributions of Maxima, Frechet, a modified exponential 
and a power function. In addition, the values for a Camp-Meidell inequality 
were used. 

The parameter used in the comparisons was the coefficient of variation, C, 
defined as a/~ where a is the standard deviation and ~ is the mean. The spe­
cific value of a used is defined in terms of a parameter K, which is calculated 
as follows: 

P =probability of some low probability event 
0 

where D = specific statistical distribution 

or 

V = in essence, the area under the pdf curve 
0 

~D = mean 
oD = standard deviation 
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and K is used as the multiplier of the standard deviation. Figures 11.6.l(a) 
and (b) compare upper and lower tails at a fixed value of the coefficient of 

variation of 0.25 at the same values of mean and standard deviation. 

The relative order for the various cases ranging from the largest to the 
smallest values are as follows: 

c = 0.10 
Lower tail - Cm > P > W > N > G > LN > EVO 

Upper tail - Cm > EXP > F > EVO > LN > G > N > W 

c ; 0.25 

Lower tail - CM > P > N > W > G > LN > EVO 

Upper tail - CM > F > EXP > EVO > LN > G > N > W 

The Camp Meidell (C-M) inequality is defined as 

1 PIX - P I> Ka I < 2 
2.25 K 

K > 0 (11.6.1) 

With regard to the various relationships, the Camp-Meidell is considered 

too weak for design purposes. The Frechet distribution is considered to lack 

physical significance in the context of engineering practice. The exponential 
distribution gives essentially the same values as the Frechet and is suggested 
for use in the upper tail because of its ease of use. The power distribution 
is suggested as a quasi-upper bound for the lower tail. 

Nelson(ll.J.l) suggests specific procedures for hazard plotting from 

incomplete failure data. He proposes specific rules to follow to develop 
appropriate probability paper. He notes sources of error either due to the 

form of probability paper used or to the continuous functions used. Deviation 

from a straight line may be due to either source of error. Curves that are 
not straight regardless of paper may indicate two or more failure modes with 

different distributions of times to failure. 
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FIGURE 11.6.1. Tail Probabilities for Common Statistical Models Having 
the Same Mean and Standard Deviation (Coefficient of 
Variation(!")= 0.25); (a) Upper Tail, (b) Lower Tail 
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11.7 FUNCTIONS FOR TESTING SIGNIFICANCE 

A statistical test of a distributional assumption provides an objective 
technique for assessing whether an assumed model provides an adequate descrip­

tion of observed data. The following basic steps are usually involved: 

Step 1. A number known as a test statistic is calculated from the 

observed data. 

Step 2. The probability of obtaining the calculated test statistic, 

assuming the selected model is correct, is determined. This is 
frequently done by referring to a table of percentiles of the 

distribution of the test statistic. 

Step 3. If the probability of obtaining the calculated test statistic 

is 14 1ow, .. we conclude that the assumed model does not provide 
an adequate representation. The definition of Hlow14 depends on 
the user•s preferences and the consequences of rejecting the 

model. A probability of 0.10 or 0.05 or less is frequently said 
to be 11 low. 11 If the probability associated with the test sta­
tistic is not 11 low, .. then the data provide no evidence that the 
assumed model is inadequate. 

It should be clearly understood that, although this procedure permits us 

to reject a model as inadequate, it never allows us to prove that the model is 
correct. In fact, the outcome of a statistical test depends highly upon the 

amount of available data--the more data there are, the better are the chances 
of rejecting an inadequate model. If too few data points are available, even a 
model that deviates grossly from the assumed model frequently cannot be estab­
lished as inadequate. 

A myriad of statistical tests to evaluate distributional assumptions have 
been evolved. Some are valid for specific models; others are applicable for a 
wide range of distributions. Many of the procedures require exact knowledge of 

the values of each of the parameters in the model. Because in most engineering 

problems the parameters are not known, but must be estimated, such tests will 
not be considered here. 
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Once the distribution function of a stochastic variable is known, the mean 
and standard deviation can be determined. For a normal distribution 68.3 per­
cent of the probability is within ±la around the mean and 99.5 and 99.7 percent 
of the probability are within ~ * 2a and ~ ± 3a, respectively. 

Chebycheff's theorem gives some information about an inverse problem. To 

what extent do the mean and the standard deviation characterize the distribu­
tion when we do not know the mathematical form of the distribution function? 

Chebycheff's theorem (or inequality) permits the determination of very conser­
vative bounds if the distribution is unknown. Basically, it says, "The proba­
bility of determining a value of the standardized variable which is numerically 
l~ss than or equal to a specified number a is larger than 1 - l/k2.•• Another 

way of expressing the theorem is for any distribution with finite mean and 
variance, at least (1 - l/k2) times 100 percent of the probability is in the 
range *ka around the mean. For most distributions at least 75 percent of the 
area under the distribution curve is within ~ ± 2a and at least 88.9 percent 
is within ~ ± 3a. 

Another inequality test is the Camp-Meidell discussed in Section 11.6. 
If the distributions of two stochastic variables are not known, an upper bound 
value can be estimated. The Camp-Meidell theorem provides a stronger proba­

bility statement than Chebycheff's theorem. However, it is subject to the 
restriction that the distribution(s) be unimodal and have a high order of con­
tact with the abscissa at ±oo. The Camp-Meidell inequality for X is 

1 
P//X- ~ I > Ka ~ 2 2.25K 

K > 0 

11.7.1 Distribution of Variance Ratio 

An exact test for the hypothesis that one variance is equal to another, 
2 2 or a1 = a2 , was developed by R. A. Fisher. This test is known as the vari-

ance ratio, v2 or F distribution. 

If s1
2 and s2

2 are two stochastically independent variables, both having 
s2 distributions with parameters (a2, f 1) and (a2, f 2), respectively (f is 

degree of freedom), so that 
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2 

S 
2 2 xl 

1 • a f. 
1 

the variance ratio will be 

2 
0 < v < co 

F-distribution tables are available to test linear regressions, the signifi­

cance of correlation ratios, linearity of regressions, etc. The F-distribution 
is related to the incomplete beta function, which in turn is related to the x2 

function. 

11.7.2 Students' t Test 

If X is a random variable following a normal distribution with mean zero 
and variance unity and x2 is a random variable following an independent x2 

distribution with v degrees of freedom, then the distribution of the ratio 
X/ ( 21 )1/2 is called Student's t distribution with v degrees of freedom. 
The

0

pr~bability that Xta2/v) 112 will be less in an absolute value than a 

fixed constant t is 

A( t/'~~) ,. Pr 1/ 2 X 1/2 / < t l 
{a /v) 

Students tor the t distribution is a specific probability density func­

tion and tables of t-distribution percentiles commonly are included in statis­
tical tables. 
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In the t-test, t is defined as 

where r is the mean of a sample, ~ is the population mean, and ~ is the 
n 

estimated standard deviation of the mean. The Student t-test may be used for 
testing the significance of the difference between two means, the significance 
of a regression coefficient, the significance of the difference between two 
regression coefficients, etc. 

The precision of X as an estimate of the normal distribution mean ~ when 
is unknown can be obtained from a confidence interval usually expressed in 
terms of 0.90, 0.95 and 0.99 confidence levels where these are derived from the 
t-distribution. 

The precision of the estimate of the normal distribution parameter ~ is 
done through a confidence interval for ~ calculated as 

where X and$ are estimates of mean and standard deviation and teL; n-1 is 
given in most statistical tables for confidence levels CL = 1-a = 0.90, 0.95, 

0. 99. 

11.7.3 TheW Tests 

The W tests to evaluate the assumption of a normal (or log-normal) and an 
exponential distribution will be presented. The chi-squared test can be used 
for any distributional model, including the normal and exponential. However, 
for these two cases the W tests are generally more powerful--that is, they pro­
vide a better chance of rejecting an incorrect model. Thus, when the data are 

limited, it is generally advisable to use the appropriate W test, rather than 
the Chi-squared test, to evaluate the assumption of normality or of 
exponentiality. 
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11.7.3.1 Test to Evaluate the Assumption of a Normal or Log-Normal 
Distribution 

The w test is shown in Reference(ll.l. 2) to be an effective procedure 

for evaluating the assumption of normality against a wide spectrum of non­
normal alternatives, even if only a relatively small number of observations are 
given. For example, if 20 samples are taken from a process that is actually 

exponentially distributed, the chances are about 80 out of 100 that by applying 

theW test we shall correctly conclude that the normal distribution does not 
give a reasonable representation.(a) 

To use the test for a random sample of size n, when n i 50, we proceed as 
follows: 

Step 1. Rearrange the observations to obtain the ordered sample from 

smallest to largest. 

Step 2. Compute 

Step 3. 

where x is the data mean. 

If n is even, set k = n/2; if n is odd, set K (n- 1}2. Then 
compute 

where the values of a . 1 for i ; l ••• k, are given in various n-1+ 

statistical texts for n = 3 .•• 50. When n is odd, xk+l does not 
enter into this computation. 

(a) This result is for a 5 percent test--that is, we are ready to take a one­
in-twenty chance of wrongly claiming the model inadequate when the under­
lying distribution is in fact normal. 
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Step 4. Compute the test statistic 

Step 5. Compare the calculated value of w with the percentiles of the 

distribution of this test statistic. This gives the minimum 
values of w that we would obtain with k, 2~ 5, 10~ and 50 per­

cent probability as a function of n~ if the data actually came 

from a normal distribution. Thus~ small values of w indicate 

non-normally. For example, if the value of W is less than the 
5 percent tabulated value~ there is less than one chance in 20 

that the sample could have drawn from a normal distribution. 
We might then conclude that the assumption of a normal distribu­
tion does not appear to be reasonable. 

11.7.3.2 Test to Evaluate the Assumption of an Exponential Distribution-­
Origin Known (WE

0 
Test) 

The exponential probability density function can be generalized into a 

two-parameter model where one parameter, x, scales the distribution and the 
second parameter, ~, defines the distribution origin--that is~ the point above 

which all observations lie. The resulting probability density function is 

In the following discussion it will be assumed that ~ is known to equal 
zero. This leads to no loss of generality. If~= 0, but is known, we sub­

tract p from each observation. The resulting variable will have an origin of 

zero. 

The procedure for assessing whether a random sample could reasonably have 

been drawn from an exponential distribution with an origin of zero is known as 
the WE test. 

0 
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11.7.3.3 Test to Evaluate the Assumption of an Exponential Distribution-­
Origin Unknown (WE Test) 

The procedure, known as the WE test, can be used to test the assumption 
+ 

that a given sample of 7 to 35 observations came from the exponential dis-
tribution, when the values of both parameters, ~ and A, are unknown. 

11.7.4 The Chi-Squared Goodness-of-Fit Test 

The oldest, most commonly used, and perhaps most versatile procedure for 

evaluating distributional assumptions is the chi-squared goodness-of-fit test. 
To use this test, the given data are grouped into frequency cells and compared 

to the expected number of observations based on the proposed distribution. 
From this comparison a test statistic that approximately follows a chi-square 
distribution only if the assumed model is correct is calculated. The test 

statistic will tend to exceed a chi-square variate if the assumed model is not 
correct. Thus tables which give percentiles for the chi-square distribution, 
may be used to determine whether the data provide evidence contrary to the 

assumed model. The specific calculational procedure is described below. 

The major advantage of the chi-squared test is its versatility. It can be 

applied simply to test any distributional assumption, without our having to 
know the values of the distribution parameters. Its major drawbacks are its 
lack of sensitivity in detecting inadequate models when few observations are 

available, and the frequent need to arrange the data into arbitrary cells, 
which can affect the outcome of the test. 

Operational Instructions . The chi-squared test is used as fo11ows:(ll.l. 2) 

Step 1. Estimate each of the unknown parameters of the assumed distribu­

tion. To be theoretically correct, the method of maximum like­
lihood should be used after the data have been arranged in 
frequency cells. For practical convenience, however, the vari­
ous techniques indicated in this book for estimating parameters 
may be applied to the original data. 

Step 2. Divide the data into k classes or cells and determine the proba­
bility of a random value from the assumed model falling within 
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each class. We shall consider two methods for doing this: the 

first is applicable if the data are initially arranged in fre­
quency classes or can be naturally assigned to such classes. 

This would be t he case when the observations are from a discrete 
distribution, such as the Poisson. The second method applies 
when the data are not initially tabulated in classes . 

Method a The number of cells, k, will be the number of classes of the 
tabulated data subject to the restriction that the expected 

number of observations in each cell under the assumed model 
(see below) is at least five. If this number turns out to be 
less than five for any cell, the cell should be combined with 
an adjoining cell or cells so that the expected number in the 
combined cell is at least five. 

Let CL , and CU, denote the lower and upper bounds of the ith 

frequency cell. The distribution of the assumed model (using 
the estimated parameters) is then used to estimate. 

P r ( CL , < x < CUi ) i = 1, 2 . . • k 

--that is, the probability of a random observation falling 
within each class is estimated. 

Method b In this case the choice of k is more arbitrary. When the number 
of observations, n, is large (say, over 200) one possible rule 
is to take k as the integer closest to 

k' - 4 [0.75(n-1) 2] 1/5 

For moderate values of n a good rule is to make k as large as 

possible, subject to the restriction that it must not exceed 

n/5. The cell boundaries x1• x2 ... xk are determined from the 

cumulative distribution for the assumed model (using the esti­

mated parameters) as the values such that 
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(k - 1) 
= k 

The lower bound of the first cell and the upper bound of the 
last cell are the smallest and largest values that the random 
variable may take on. We have thus set up the cell boundaries 

in such a way that the probability of a random value falling 
within a given class is estimated to be 1/k for each class. 

Step 3. Multiply each of the cell probabilities by the sample n. This 
yields the expected number E of observations for each cell under 

the assumed model. For Method 2a~ we obtain E, by multiplying 
the probabilities by n. For Method 2b 

Step 4. 

n 
Ei = k' = 1~ 2 .•. k 

If the data are not initially tabulated, count the number of 

observed values in each cell. Denote this number as M.~ where 
l 

i = 1, 2 ••. k. Otherwise, determine theM, directly. 

Step 5. Compute the test statistic 

2 
2 k (M . - E.) 

X L 1 1 = . 1 E. 
l= 1 

Note that for Method 2b this expression simplifies to 

2 k ( k )

2 

X =- L M. - n n . 1 1 
l= 

Step 6. Compare the computed value x2 with the tabulated percentiles 

for a chi-square variate using k - r - 1 degrees of freedom, 
where r is the number of parameters that were estimated in 
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Step 1. High values of x2 signify that the observed data con­

tradicts the assumed model. For example, if the above calcu­
lated value x2 exceeds the 0.95 tabulated value of chi square, 
the chances are less than one in twenty that the data could have 
emanated from the assumed distribution and the model is fre­

quently rejected as inadequate. In this case it is instructive 

to compare the actual with the expected frequencies to see which 

classes contributed most heavily to the value of x2• This 
provides an indication of the nature of the deviations from the 

assumed model. 

The chi-squared test will be used to evaluate the reasonableness of an 

exponential model for time-to-failure. In this example the data are not 
naturally grouped and thus the second method of setting up frequency classes 

is applicable. 
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11.8 MONTE CARLO SIMULATION 

Monte Carlo simulation is another method for obtaining information about 
system performance from component data. This method has also been referred to 
as synthetic sampling or empirical sampling. It consists of "building .. many 

systems by computer calculations and evaluating the performance of such synthe­
sized systems.( 11 •1·2) 

If the relationship between the component variables and system performance 
is known, system performance can be calculated from the component measurements 

without actually building the systems. It is possible to obtain synthetic mea­
surements on components by drawing random values from each distribution. These 
random values can then be used to calculate the performance of synthetic sys­
tem. This procedure, the so-called Monte Carlo method, is shown graphically 
in Figure 11.8.1. T' e availability of high-speed computers that can economic­

ally and rapidly synthesize the performance of complex systems has led to the 
popularization of Monte Carlo procedures. 

INPUT 1: 
STAT I STJCAL Dl STRIBUTION FOR 

EACH COMPONENT VARIABLE 

• SELECT A RANDOM VALUE FROM ..... 
EACH OF THESE Dl STRI BUTJONS l 

• REP£AT 

CALCULATE THE VALUE OF SYSTEM MANY 
INPUT 2: PERFORMANCE FOR A SYSTEM TJWfS 

RELA Tl ON SHIP BETWEEN r--. COMPOSED OF COMPONENTS WITH • COMPONENT VARIABLES THE VALUES OBTAINED IN H£ 
AND SYSTEM P£RFORMANCE PREVIOUS STEP 

• OUTPUT: 
SUMMARIZE AND PLOT RESULTING 
VALUES OF SYSTEM P£RFORMANCE 
THIS PROVIDES AN APPROXIMATION 
OF THE DISTRIBUTION OF SYSTEM 
PERFORMANCE. 

FIGURE 11.8.1. Flow Chart of Monte Carlo Simulation Method 
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Before we discuss the details for obtaining random values from designated 
distributions, we apply the method to the six-station test-and-repair facility 
problem in Section 11.5.4. The distribution of checkout time at the first sta­

tion was assumed to be normal, with a mean of 10 hours and a standard devi­

ation of one hour. A random value is selected from this distribution--say, 

11.3 hours. This represents the checkout time for the first synthetic system 
at station 1. Random values are similarly obtained to represent checkout times 

at each of the remaining stations, as follows: station 2, 17.5 hours; sta­
tion 3, 1.9 hours; station 4, 6.3 hours; station 5, 0.3 hours; and station 6, 
9.2 hours. 

Thus, the total checkout time for the first simulated system is 

46.5 hours. The process is illustrated in Figure 11.8.2. This procedure is 
followed a total of 100 times, each time drawing new random values. 

Monte Carlo simulation is another method for obtaining information about 
system performance from component data. This method has also been referred to 
as synthetic sampling or empirical sampling. It consists of "building•• many 
systems by computer calculations and evaluating the performance of such synthe­
sized systems.( 11 •1•2) If the relationship between the component variables 

and system performance is known, system performance can be calculated from the 
component measurements without actually building the systems. It is possible 
to obtain synthetic measurements on components by drawing random values from 
each distribution. These random values can then be used to calculate the per­
formance of synthetic systems. This procedure, the so-called Monte Carlo 
method, is shown graphically in Figure 11.8.2. The availability of high-speed 
computers that can economically and rapidly synthesize the performance of com­
plex systems has led to the popularization of Monte Carlo procedures. 

The resulting values obtained by a high-speed computer are summarized in 
Figure 11.8.3. This histogram provides an approximation to the distribution of 

system checkout time. From the generated values, estimates of maximum checkout 
time can be obtained. For example the 90th and 91st longest checkout times are 

58.8 and 59.4 hours, and hence the estimate of the 90th percentile obtained in 

the manner described is 59.3 hours. The 95th percentile is similarly estimated 
as 61.0 hours. These values compare closely with the corresponding values cal­

culated in Section 11.5.4. 
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FIGURE 11.8.2. Steps in System Simulation for Checkout Problem 
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FIGURE 11.8.3. Checkout Times for 100 Simulated Systems 

It is possible to estimate the moments from the Monte Carlo values and use 
these in a Pearson or a Johnson distribution approximation. Actually, the 
moments calculated from the Monte Carlo values are very close to those obtained 
by the method of generating system moments, and therefore a similar approxima­
tion would be obtained. 

Although uniform and normal variates are available on cards and tape, it 
is sometimes more economical of both computer time and memory to obtain such 
values directly, and programs have been developed for this purpose. The 

result ing values are frequently called "pseudorandom" since they are obtained 
by a deterministic mathematical expression rather than by some physical 

mechanism. 
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Statistical tests can be applied to the generated values to determine 
whether they represent the desired distribution adequately. 

Because Monte Carlo simulation involves random values, the results are 
subject to statistical fluctuations. Thus, any estimate will not be exact but 

will have an associated error band. The larger the number of trials in simu­
lation, the more precise will be the final answer, and we can obtain as small 
an error as desired by conducting sufficient trials. In practice. the allow­

able error is generally specified, and this information is used to determine 
the required trials. A typical Monte Carlo problem is the estimate of the pro­

portion of the population between two limits or above or below some specified 
value, based on the results of n trials. This problem is the same as estimat­

ing the parameter p of a binomial distribution. 

It is possible to determine the approximate sample size for a Monte Carlo 
study. In doing so we must initially specify E, the maximum allowable error 
in estimating p; 1- a. the desired probability or confidence level that the 
estimated proportion p does not differ from p by more than zE; and p•, an 
initial estimate of p. 

For example, we might want to conduct sufficient Monte Carlo trials to be 

95 percent sure that the proportion p of the population between two specified 
values (or above or below some specified value) does not differ by more than 

E = 0.05 from the final estimated value, assuming an initial estimate p• = 
0.80. A trial-and-error procedure for determining n would then be as follows. 

If 1000 Monte Carlo trials had been conducted and 800 of these. or 80 per­
cent, fell within the initially specified range, the resulting 95 percent con­
fidence interval for p is 0.775 to 0.825. Similar intervals for 400 trials and 
200 trials, each with 80 percent of the resulting observations within the spe­
cified range. are 0.755 to 0.84 and 0.74 to 0.85, respectively. Because we 
wish to estimate p within ±0.05 with 95 percent confidence. somewhat more than 
200 trials are requirea. Note that the length of the error range is smaller if 
the sample percentage is above 80 percent and larger if it is between 50 and 

80 percent. Thus. the chosen sample size might be found to be either slightly 

too conservative or slightly too liberal after the trials have actually been 
conducted (see later discussion). 
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The following expression, based on the normal distribution approximation 
to the binomial distribution may also be used to estimate the number of trials; 

n=p'(l-p')/ 
E2 1-a/2 (11.8.1} 

where E and p• have been previously defined and zl-a/ 2 designates the (1-a/2} 
100 percent point of a standard normal distribution. For example, if the 

desired confidence level is 1 - a= 0.95, then a = 0. 05 and z1_a12 = 1.96; 
and if 1 - a= 0.99, then a = 0.01 and zl-a/2 = 2.58. This approximation is 
generally adequate, except when np or n(1-p) is less than 5. 

The use of Equation 11.8.1 to determine n requires an initial estimate 
of p, the very quantity to be determined by the Monte Carlo study. The largest 

sample size is required when p = 0.5. Thus, when nothing is known initially 
about the magnitude of p, the estimate p' = 0.5 leads to the most conservative 
sample size. Sometimes it might be advantageous to conduct some preliminary 

Monte Carlo trials to obtain an estimate p', which would then be used to deter­

mine the additional required number of trials. 

To determine initially the required number of trials we must specify 

E =the maximum allowable error in estimating 

1-a = the desired probability or confidence level that does not dif­
fer from~ by more than ~E, 

a = an initial estimate of the process standard deviation. 

The approximate number of Monte Carlo trials is then found as 

- ( z 1-a /2 a • )2 
n - E 

where zl-a/2 is the (1-a/2) 100 percent point of a standard normal 

distribution. 

(11.8.2) 

The adequacy of this expression depends on how close the estimate o• is to 

the true standard deviation a. 
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From the preceding, it is evident that the usual statistical methods for 
obtaining confidence bands on estimates or parameters and determining the 
required number of observations to obtain a desired degree or precision are 

directly applicable in a Monte Carlo analyses. 

The assumption of normality of system performance, based on the central 

limit theorem, is strictly applicable only when system performance is the sum 
of the effects of many component variables, with no single one having a domi­

nant variance. Even for the nonadditive systems the method of moments often 
is used to calculate the average and variance for system performance, which is 
then assumed to be normally distributed. This assumption is sometimes reason­
able when performance is affected by a number of variables whose effect on sys­

tem performance are of similar magnitude and the functional relationship is not 
"too nonlinear." However, indiscriminate assumptions of normality could lead 

to erroneous conclusions. In a particular case it is not always clear whether 
a normal distribution wi l l yield a reasonable approximation without generating 
higher system moments. 

Monte Carlo simulation has more intuitive appeal than does the generation 

of system moments and consequently is easier to understand. The desired preci­
sion can be obtained by conducting sufficient trials. Also, the Monte Carlo 
method is very flexible and can be applied to many highly complex situations 

for which the method of generation of system moments becomes too difficult. 
This is especially true when there are interrelationships between the component 
variables. 

A major drawback of the Monte Carlo method is that there is frequently no 
way of determining whether any of the variables are dominant or more important 
than others. Furthermore, if a change is made in one variable, the entire 
simulation must be redone. Also, the method generally requires developing a 
complex computer program; and if a large number of trials are required, a great 

deal of computer time may be needed to obtain the necessary answers. 

Consequently, the generation of system moments in conjunction with a 

Pearson or Johnson distribution approximation is sometimes the most economical 
approach. Although the precision of the answers usually cannot be easily 
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assessed for this method, this approach often does provide an adequate approxi­
mation. In addition, the generation of system moments allows us to analyze the 
relative importance ~f each component variable by examining the magnitude of 

its partial derivative. As a result, it ~ight be desirable to set more strin­
gent tolerances on those components that contribute most heavily to the system 
variance. 

Also, unlike Monte Carlo, the generation of system moments does not neces­
sarily require any assumptions concerning the form of the component distribu­
tions. For example, in the circuit problem only the estimates of the moments 

of the component variables were required, rather than the complete component 
performance distributions. 

For these reasons the practicality of the procedure of systems moment 

should be examined before resorting to Monte Carlo methods in evaluating system 
performance from component data. Perhaps a given situation is so complex that 
Monte Carlo simulation provides the only workable tool. On the other hand, 

when the method of generation of system moments can be applied, it provides a 

cheaper and more refined approach. 

One important application of Monte Carlo simulation has been in the esti­

mation of the reliability of complex systems by Monte Carlo simulation, using 
a computer to "build" a large number of synthetic systems. For each system, 

the performance of each component is evaluated by picking a uniform variate 
over the interval (0,1) and comparing it with the required reliability. For 
example, a reliability of 0.9 is synthesized by denoting a failure every time 
a random value of 0.9 or above is obtained and otherwise denoting a success. 
The procedure is repeated many times, and the estimated reliability is the 
proportion of successful systems to the total number simulated. 

Reliability problems can be programmed simply on a high-speed computer. 
There are many other application of Monte Carlo simulation in analyzing complex 

operational situations, such as in the evaluation of inventory-management rules 

and the operation of transportation facilities. 
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Such methods are also used in theoretical statistics when it is not possi­

ble to find the distributions of some variable directly. For example, the dis­
tribution of the ~ statistics can be approximated by Monte Carlo methods. 

Monte Carlo simulation can be a powerful tool. As in any other method, 
the validity of the answers depends on the adequacy of the input data. There­

fore, careful attention must be given to the development of a realistic 
descript i on of the underlying physical situation to serve as input to the Monte 

Carlo analysis. 
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11.9 BAYESIAN RELIABILITY ESTIMATION 

Many of the tools used in reliability estimation have been developed in 
previous sections of Chapter 11. For example, the discrete (Section 11.4) and 

continuous distributions, (Section 11.5) hazard functions, (Section 11.3) esti­
mation by both maximum likelihood and method of moments (Section 11.5.3) have 

been covered previously. 

Since reliability is the inverse of failure, it can be defined as 

R(x) = 1 - F(x) (11.9.1) 

The various tools cited in the first paragraph are used in Bayesian esti­
mates. Recalling the figure in Section 11.1, if sufficient data exist, we can 
determine reliability by nonparametric analysis of data. The more common case 

of moderate to limited data can be handled with classical inferential statis-

tics. 
Bayes. 

Finally, when little or no data exist, we can use Bayes and empirical 
These latter two will be discussed in this section. 

11.9.1 Bayes' Theorem 

Kaplan and Garrick(ll,g.l) quote vaynes' as best defining probability, 

"Probability theory is an extension of logic which describes the inductive 
reasoning of an idealized being who represents degrees of plausibility by real 
numbers." The numerical value of any probability (A/B) will in general depend 
not only on A and B, but also on the entire background of other propositions 
that this being is taking into account. A probability assignment is "subjec­
tive" in the sense that it describes a state of knowledge rather than any 
property of the "real world"; but it is completely objective in the sense that 
it is independent of the personality of the user; two beings faced with the 
same total background of knowledge must assign the same probabilities. 

In essence, probability is a numerical expression of a state of confi­

dence, a state of knowledge--which may be influenced by statistical measure­

ments, if available. If not, then it is the lack of data that influences our 
state of knowledge and that is reflected in the numerical values we assign. 
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are 
We can define terms commonly used in probability theory. Some of t hese 

P(A)--the probability of the occurrence of event A 

P{B)--the probability of the occurrence of event B 

stS--s is an element of S 

siS--s is not an element of S 

A U B--The union of A and B, or the set whose elements belong t o either A 
or B or both 

AU B = {s:s£A or S£8} 

An B--the intersecti on of A and B, or the set whose elements belong to 
both A and B 

An B = {s:s'£A and S£B } 

P(A/B)--conditional probability of an event A given that the event B 

occurs, or the conditional probability of A given B. 

From a basic axiom of probability theory, the probability of two si multa­
neous propositions A and B is 

P(A n B) = P(A) P(BJA) (11.9.2) 

and 

P(A 0 B) = P(B) P(A/B) (11.9.3) 

If the right sides of these two equations are equated 

P(A) P(B/A) = P(B) P(A/B) (11.9.4) 
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Dividing by P(B) yields 

or 

P(A/B) P(A) P~B/A} 
P(B 

P(A/B) = P(A) [p~~~~)] 

The final form is Bayes' Theorem. 

(11.9.5( a)) 

(ll.g.s(b)) 

Bayes' Theorem says that P(A/B), the probability of A given information B 
is equal to P(A), the probability of A prior to having information B, times the 

correction factor appearing in brackets (1l.g.5(b)). 

This theorem is both powerful and simple. It shows us how the state of 

confidence with respect to A changes upon getting new information. 

Basically, the philosophy behind Bayes' Theorem is that two sources of 
information exist regarding the parameters of the data model. First, in assum­
ing a prior model for the parameter or parameters of interest, we suppose that 

the assumed prior model summarizes and represents the totality of knowledge 

available concerning the parameter prior to the observation of data. Second, 
any observed experimental data contains information about the parameters of the 
data model. Bayes' Theorem is a technique for combining the information about 

the parameters from both the prior model and the data model into a single 

model. 

The combined model provided by Bayes' Theorem is called a posterior model 
because it represents the state of knowledge about the parameters after (poste­
rior) sample data information is combined with the prior data information. 

11.g.2 Prior Models 

The assumed probability prior models for parameters may take the form of 
the discrete or the continuous distributions of Section 11.4 and 11.5. The 

specific selection of a prior model is based on a subjective decision by the 

experimenter. Because of this subjectivity, two different experimenters will 
not necessarily choose the same prior model because of different assumptions. 
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Obviously , the choice of the prior model will influence both analysis and 

results . This lack of uniqueness is a criticism of Bayesian methods. However, 
in cases where either engineering judgments or previous empirical data are 
available and can be expressed in the form of prior models, the Bayesian 

approach allows the researcher to incorporate the information into the decision 

process. 

No rigid rules exist for selecting prior models; however, intuitive guide­
lines have been suggested.< 11 •9•2• 11 •9•3) 

It should be understood that the Bayesian estimation philosophy treats 
statistical parameters as variables rather than constants. 

MacFarland( 11 •9•3(a)) expands upon the various options influencing the 

validity of results derived from applying Bayes' Theorem: 

• If the prior probabilities are known, Bayes' Theorem becomes a 

simple, error-free truism. 

• If the prior probabilities are not completely known but are carefully 
and cautiously selected, estimated and employed (in terms of the 

guidelines discussed later), then Bayes' Theorem can be successfully 

utilized to extend the power of reliability inference. 

• If the prior probabilities, being in fact unknown, are capriciously 
and arbitrarily adopted for use in Bayes' Theorem, the end results 

of Bayesian manipulation may be inaccurate and misleading. 

• It is apparent that the key to successful use of the Bayesian method 
resides in the appropriate choice of the prior probability distribu­

tions. A well considered engineering judgment such as is suggested 
by MacFarland(ll.g.J.{a)) should answer several of the reservations 

cited by Easterling.<11 ·9·3(g)) 

An examination of several of problems to which Bayes ' Theorem was applied 

indicates that most of those where the reader has some belief in the conclu­
sions are based on a partial knowledge of the probable shape of the probability 

density function. In some instances, one wonders why an inferential statistic 

approach was not selected rather than the Bayesian approach. 
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11.9.3 Bayesian Inference 

MacFarland{ll. 9.J(a)) discusses the three basic types of Bayesian infer­

ence; soft, hard and mixed. 

The soft Bayesian estimate usually is limited to a subjective development 
of the prior distribution to aid in a decision theory approach. Rarely, if 

ever, are objective data generated to quantify P (A/B). 

The hard Bayesian estimate generally will have a large amount of test data 

available--so large that it swamps out the prior even if the prior were largely 
incorrect. Basically, one has used an inferential statistic approach without 

designating it as such. 

The mixed case lies between the soft and the hard. Usually, the data are 

insufficient to point to errors in the prior distribution. Here the careful 
selection of the prior distribution is very important. Such a prior distribu­
tion should meet the criteria suggested by MacFarland:( 11 •9•3{a)) 

• Relative simplicity of use--all things being equal, simplicity of 
mathematical manipulation is desirable. 

• Simplicity and completeness of interpretation--in general, if the 
Bayesian process can be made to yield as an output the resultant 

posterior distributions in their entirety, this is superior to an 
output limited merely to a measure of central tendency (such as the 

mean of the posterior distribution) and one or two probability 
bounds. 

• Richness of distributional form--all things being equal, it is better 
to be able to depict prior belief in a reasonably full manner, rather 
than in a constrained and artificial manner. It is also desirable 
that, whenever test results differ widely from prior belief, that 
this difference be directly signaled in the posterior distribution 
rather than merely merged and blended into a smooth artificial com­
posite of data and prior belief. 

• Possession of common sense properties--the Bayesian distribution 

should change in a sensible manner under the impact of limited data 
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running counter to its initial formulation. Conversely, if the data 
essentially confirm the prior distribution (no failures in limited 
testing; high reliability initially predicted), then the Bayesian 
posterior should essentially resemble the initial prior. Bayesian 

probability-bound properties should also be reasonable; both in the 
prior, and under the impact of subsequent test data (see below, on 
preposterior analysis). 

11.9 .4 Preposterior Analysis 

MacFarland(ll. 9•3(a)) discusses the iterative process followed in a pre­

posterior analysis aimed at validating the prior: 

• Set up a prior distribution initially considered satisfactory. 

• Using the amount of test information ultimately expected to be avail­
able as a base, assume an ensemble of both extremal and anticipated 

test results (possibly 0 successes in ten trials, 5 successes in ten 
trials (extremals), and 9 or 10 successes in ten trials (anticipated). 

• Put these hypothetical test results through Bayesian analysis, using 

the selected prior. 

• Study the resulting posterior distributions to see whether or not 

they seem reasonable under the impact of the postulated data. 

• If they are reasonable, the prior may be employed; if they are not, 

readjust the prior and begin again the sequence of preposterior 
analysis until the price is satisfactory. 

This preposterior analysis (so-called because it examines possible 

test results in a Bayesian context before they have actually 
occurred, and while it is therefore still possible to suitably 
adjust and "fine tune" the prior) should definitely be employed with 

Bayesian reliability formulations. 

11.9.5 Conjugate Priors 

MacFarland discusses the possible use of conjugate priors. These are dis­

cussed further by Raiffa and Schlaifer.( 11 •9•4) 
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A desirable additional property for the pdf's to have is ease of mathe­
matical manipulation of the prior and subsequently obtained test data within 
the framework of Bayes' Equation to yield a posterior distribution. No .. free 

hand" distribution meets this requirement, and in general many well known 
mathematical distributions potentially selectable as priors do not "go 

together" well with test data of various types. Normally, such cases require 
extensive computer use to yield approximate conjugations of the prior with the 

data. 

These difficulties have led to the concept of conjugate distributions, 
primarily by Raiffa and Schlaifer( 11 •9•4> who were the major developers of 

.conjugate prior distributions to meet the needs for probability density func­

tions relatively easy to manipulate mathematically as a prior and also with 
test data obtained within the framework of the Bayes' Equation to yield a 
posterior distribution. Many of the well known. continuous or discrete distri­

butions having potentiality as priors are difficult to handle with test data; 
in many cases they require extensive computer time to yield a posterior 

distribution. 

Their( 11 •9•4> family of conjugate distributions should meet these 

criteria: 

1. Be rich enough so that the decision makers' prior beliefs can be 

represented quite closely by at least one of the members of the 

family. 

2. Go together with test data readily, yielding a posterior distribution 
of the same family as the prior. For example, with binomial data, 
the Beta family of distributions is the appropriate prior choice 
according to the conjugate theory. 

Examples of conjugate distributions are given in Table 11.9.1. (11 •9•4> 

While the conjugate distributions simplify some aspects of the handling of 
test data, there may be other problems as noted in comments by 
MacFarland.( 11 •9•3(a}} 

Macfarland( 11 •9•3(a}} examined a typical conjugate prior, the Beta Func­

tion.for both strong and weak formulations. He argues that such continuous 
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TABLE 11.9.1. Distributions of Statistics and Posterior Parameters 

functions suffer serious limitations for both strong and weak formulations. 
For example, a strong prior may lead to overly optimistic conclusions even 

after several successive failures. The weak prior suffers from an excess of 
strengths if a short test sequence contains no failures. For these and other 
reasons, MacFarland(ll.g.J(a)) prefers discrete distributions such as the 

binomial and his article develops this concept extensively. His conclusions 

concerning the key advantages of the discrete binomial distribution are 

• Its simplicity and understandability. 

• Its flexibility in terms of number and breadth of probability cells. 
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• Its freedom from constraint to unimodality. This is of value to the 
engineer who would like to quantize his belief that his recently 
designed component will "either work or it won't"; and also in subse­
quent analysis where the early appearance of subsidiary peaks often 
foreshadows coming events and permits early program attention and 
investigation. Neither of these features exists in the continuous 

conjugate Beta formulation. 

• High visibility--the posterior distribution is totally available for 

examination at all times. Most uses of continuous conjugate formula­
tions, on the other hand, often deal at best with one or two 

distributional points or average values (e.g., possibly a mean or 

probability bound) and nothing else. 

There is nothing that restricts the general method to the reliability 
realm or to binomial or exponential inference. It can be applied (after suit­

able initial tailoring to the intended purpose) to other distributional forms 
and other realms of inference. All that is needed is a defined finite parame­

ter space (or what amounts to the same thing, an infinite parameter space of 
which some finite subset can be defined as containing all cases of real inter­
est) and the ability to obtain likelihoods on the subsequently observed data, 
given the hypotheses considered. 

11.9.6 Illustrative Problems 

11.9.6.1 Bionominal Estimation of Reliability 

MacFarland(ll. 9•3(a)) utilized an excellent (and simple) illustrative 

example within the framework of the binomial estimation of reliability to 
demonstrate the use of Bayes' Equation. 

In essence a go, no-go test of a pyrotechnic device was used where go 
{success) occurred if it fires and no-go (failure) when it does not fire. Two 
lots were available, one with a reliability of R = 0.9, the other R ~ 0.50; 
however, their identities have been lost. 

If one lot is randomly selected so that the probability for each lot is 
0.50, a single item is selected which fails in test. 
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Recalling the Bayes' Equation 

(11.9.5(a)) 

with the following definitions: 

A A hypothesis or statement of belief. ("The reliability of this 

component is 0.90.") 

B A piece of evidence, such as a reliability test result that has 
bearing upon the truth or credibility of the hypothesis. ("The 
component failed on a single trial.") 

Pr{A) The prior probability; the probability we assign to the hypothe­
sis A before evidence B becomes available. ("We believe, based 
on engineering experience, that there is a 50/50 chance that the 

reliability of this component is about 0.90, as opposed to some­

thing drastically lower, e.g., Pr A= 0.5.") 

Pr{B/A) The likelihood: the probability of the evidence assuming the 
truth of the hypothesis. ("The probability of the observed 

failure, given that the true component reliability is indeed 
0.90, is obviously 0.10.") 

Pr{B) The probability of the evidence B, evaluated over the entire 
weighted ensemble of hypotheses A;. 

Pr(A/B) The posterior probability of A given the evidence of B. 

Defining terms for the example problem, 

A1 = Lot chosen has R = 0.50 

A2 =Lot chosen has R = 0.90 
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Then based on selection process, 

Note that the probabilities in both cases sum to unity a requirement that must 
be met in all Bayesian procedures. Figure 11.9.l(a) portrays the prior 

distribution. 

The test results were 

B = one unit was tested and it failed 

Then 

P(B/A1) = P(single .test failure/R = 0.5) = (1- 0.5) = 0.5 

P(B/A2) = P(single test failure/R = 0.9) = (1 - 0.9) : 0.1 

Then, if A is partitioned into a set of states (A1, A2 ••• An) and if P(Ai) and 
P(B/A1) are known for each i, the Bayes' Equation becomes 

(11.9.5(c)) 

(11.9.6) 

= 0.5(0.5) + 0.1(0.5) 

... 0.30 
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Finallylt 

P(Al) P(B/A1) 0.5(0.5) 
= P(B) = 0.30 = 0·833 

P(A2) P(B/A2) 0.5(0.1) 
= P(B) = 0.30 = 0·167 

The prior distribution in Figure 11.9.1(a) has been transformed in this 

single test resulting in failure, to the posterior distribution depicted in 
Figure 11.9.l(b}. While the single test is not absolute, it does lead one to 

suspect that the lot with R = 0.9 was not picked. 

11.9.6.2 Discrete Distributions 

Another example of a Bayesian approach used with discrete distributions 
is that of Kaplan and Garrick( 11 •9•1) for the transport of spent fuel. A 

Bayesian approach was used to establish the relative frequency and probability 

of an accident resulting in the release of radioactivity. The format used in 
the previous example is repeated here: 

Let: 
3" 

Al stand for the statement, "The frequency rate is 10-
4" 

A2 stand for the statement, "The frequency rate is 10-
5" 

A3 stand for the statement, "The frequency rate is 10-
6" 

A4 stand for the statement, "The frequency rate is 10-
7" 

As stand for the statement, "The frequency rate is 10-
8" 

A6 stand for the statement, 11 The frequency rate is 10-

Let B stand for the statement, "There have been 4000 shipments with no releases 

of radioactivity." 

Let: 

P(A;) (where i = 1-6) have the values given in Table 11.9.2 where these 

are the prior probabilities assigned to the hypothesis A before the evidence B 

becomes available (see Figure 11.9.2). 
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A. , 
P(A1) 
P(B/A.) 

1 

[P(B/Ai)/P(B)] 
P(A;/8 ) 

TABLE 11.9.2. Bayesian Calculations 

1 
10-3 

0.01 

0.0183 

0.0202 

0.00020 

2 3 4 
10-4 10-5 1o-6 

0. 2 0.4 0.3 

0.670 0.961 0.996 

0. 739 1.06 1.098 

0.148 0.424 0.329 

0.4 

0.3 

0.2 

0.08 

0. 01 0.01 

I I 
w·3 w -4 I0-5 w -6 10·1 10·8 

FREQUENCY RATE 

5 6 
10-7 10-8 

0.08 0.01 

0.9996 0.99996 

1.102 1.102 

0.0882 0.01102 

FIGURE 11.9.2. Probability Distri bution of Frequency of Releas es 

P(B/A;) the probability of the evidence assuming the validity of the 
hypothesis. See Table 11.9. 2 for values. 

P(B) the probability of the evidence B evaluated over the entire spectrum 

of hypotheses A1. 

P(A./8) the posterior probability of A given the evidence B. , 
Determination of P(B/Ai} represents a special case of the binomial distr i bution 

where all trials are successful; e.g., 
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(11.9.7) 

For 

= 1(0.999)4000 

= 0.0183 

The probability B or P(B) is determined by 

P(B) 
6 

= L P(A.) P{B/A.) = 0.907 
1 1 i-1 

The 0.907 can be obtained by plugging the appropriate numbers from Table 11.9.2 

into the equation. The values for P(BJA1}/P(B) are obtained by simple divi­
sion and P{A./B) by multiplication. 

l 

One can conclude from the evidence of the 4000 shipments without release 

that the probability cited at 10-3 is much too high. To a degree this is 
true for A2• For the smaller frequencies <10-4 the model provides little 
information. 

Considering the quantity of data available, the authors{ 11 •9•1) could have 

used inferential statistics rather than Bayesian with the same end results. 

11.9.6.3 Probability Density Function 

An example more relevant to this report is that discussed by Tang( 11 •9•5) 
who used ultrasonic results on the detection of surface fatigue cracks to 
generate the crack size probability density function. The author< 11 •9•5) 
attempted to answer the three questions: 
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1. How would previous experience, engineering judgment and NOE data be 

utilized to estimate the probability distribution of flaw sizes and 
density? 

2. How would these distributions relate to the detectability and accu­

racy of a particular NOE model? 

3. How would these distributions be updated relative to the degree of 
repair of flaws subsequent to NOE? 

We will examine the answers to the first two questions. Tang( 11 •9•5) used 

data of DeYoung on detection and measurement of fatigue cracks to construct his 
model. The original terminology is considered somewhat confusing; however, it 

will be retained to permit comparison with the reference. Figure 11.9.3 repre­

sents the actual versus measured crack depths. This fit the equation 

C = a + 8 C + £ a m (11.9.8) 

where C and C are actual and measured flaw depths; a, 8, are coefficients a m 
determined from the linear regression analysis and£ represents calibration 

error which is a normal random variable with zero mean and standard deviation 
a*. These values will depend on the UT equipment, calibration and specimens. 

The mean E(C
3

) and variance V(Ca) of the equation are 

(11.9.9) 

V(C ) = a2 V(C ) + (o*)2 
a m 

{11.g.lo) 

As noted in the definitions of the Bayes' Equation, 

(11.9.11) 
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FIGURE 11.9.3. Actual Versus Measured Crack Depth 

or, substituting from the definition, 

P(crack detected/ ca ~ Ca ~ ca + d ca) P (Ca ~ Ca ~ ca + d ca) 
P(E1/E2) = P(crack detected) 

(11.9.12) 
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In terms of the density function of the actual crack depth f(c ), the 
a 

conditional probability in the preceding equation is equal to the value of the 

conditional density function times the interval length for each infinitesimal 
interval. This density function f{C ) is a measure of the relative frequency a 
of the crack depth Ca. The denominator can be expanded using the theorem of 
total probabilities to yield. 

P(cracK detected/C = ca) f(ca)dca 
= f(Ca)/crack detected d ca = JP(crack detected/Ca = ca) f(ca}dca 

(11.9.13) 

Since the denominator does not depend on ca after integration, it becomes a 
numerical constant, or 

(11.9.14) 

where f
0 

(Ca) is the density function of the depth of all flaws in the weld, 
and L(C) is the probability of detecting a crack as a function of its depth 

a 
ca, or equivalent to the detectability curve for the specific NO£ method, and k 
is a constant. In essence, the family of cracks defined by f

0
{ca) is passed 

through a filter defined by L(ca} which filters out the shallower cracks; 

therefore, the output of the filters will be the distribution of crack depths for 
those cracks detected, or 

(11.9.14) 

Here k' is a normalizing constant such that f (c ) will be a correct proba­o a 
bility density function, or the integral off (c } over the entire range of Ca o a 
will be unity. Note that f 1(ca) is a measure of the relative frequency of 

actual depths of detected cracks. 
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An example of the solution of the problem follows. Based on available 
data, the calibration curve comparing actual to measured crack depth is 
E(C /C ) = 0.0592 + 0.839 C for 0 < C < 0.2. a m m m 

by 

The detectability of the UT as a function of actual crack depth is given 

0 

for 

ca ~ 0 

0 ~ c a .s.. 0 • 02 

0. 02 .s.. c a .s.. 0.12 

caL 0.12 

This distribution is given in Figure 11.9.4. Prior to determining the 
distribution of flaw depth, the measured data on detected cracks must be 

adjusted to actual crack depths using the equation for mean and variance, or 

E(Ca) = 0.0592 + 0.839 x 0.05 • 0.10115 

V(Ca) = (0.839)2 (0.0004) + (0.0342) 2 
= 0.00145 

The distribution of detected crack depth f1(ca) is assumed to be log­
normal. The actual crack depths for all cracks is back figured using the con­
cept of a reverse filter given in Equation 11.9.14. The normalized crack depth 
distribution for the total crack population is determined and plotted in Fig­
ure 11.9.5 where it is compared to the plot for detected cracks [f1(ca)]. 
As noted f1{ca) tends to bias towards deeper cracks because such cracks are 
more likely to be detected. 

This example provides a basis for back calculating to the original pdf for 
flaws in a component. However, caution must be exercised in cases such as 
embeaded cracks where a simplistic model for crack detection such as given in 
Figure 11.9.4 will not apply for larger flaws. 
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11.g.7 Continuous Distributions 

Other authors( 11 ·g· 3) in the reliability seminar made arguments similar to 
those of MacFarland.( 11•9•3(a)) Schafer and Feduccia( 11 ·g· 3(b)) describe use 

of the x2 goodness-of-fit test to validate prior distribution using eight sets 
of field data and inverted gamma prior distributions. Bury( 11 ·g· 3(d)) deter­

mined the hazard function h(x) using a Weibull model suitably modifying the 
Weibull parameters by preposterior analyses. A similar approach in determining 
hazard rate is described by Stewart and Johnson.( 11 •9•3(e)) 

Wilson( 11 •9•3(f)) examines various continuous strong and weak prior for 

various failure rate histories. The coefficient of variation ~Ja2 is defined 
as T where weak priors will have small values ofT. These priors were selected 
for each component of the system. Values ofT ranged from 4 to several thou­
sand, but with the average for the system near 4-a weak overall prior. The 
calculated system failure rates (best estimate and 80 percent upper confidence 

limit) for both the classical and Bayesian methods over the duration of the 
program are plotted as Figure 11.9.6. 

It can be seen that the Bayesian and classical estimates converged 
rapidly, as would be expected in view of the weak prior. The merit of a weak 

prior is apparent in this case, since the system did not achieve its predicted 
failure rate, i.e., the prior was poorly positioned on the ordinate. Fig-
ure 11.9.7 shows the extent to which the Bayesian measurements would have 
proved misleading throughout the entire program had a strong prior (r=41), 
similarly located, been employed. 

If however, the system had exhibited its predicted failure rate throughout 
the test program, then the prior would have been positioned accurately on the 
failure rate axis (A= A d' t d). In this case, and with a weak prior as pre 1c e 
in Figure 11.g.8, the Bayesian technique would have conferred little benefit 
over objective measurement. With a strong prior an appreciable narrowing of 
the uncertainty interval would have resulted, as seen in Figure ll.g.g. 

The study did help to justify both the technique and criteria used for 
establishing priors. 
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11.9.8 Empirical Bayes 

Another approach is to use an empirical rather than a classical Bayesian. 
lemon( 11 •9•3(c)) discusses such an approach as well as developing the estima­

tors for various distributions given in Table 11.9.3. 

In the empirical Bayes situation as in the Bayesian case, an unobservable 
random parameter is assumed to occur fitting some unknown prior distribution. 
An observable random variable occurs according to some conditional distribu­

tion. The observed value is used to estimate the unobserved random variable 
by estimating the posterior distribution and minimizing a squared error loss. 

With regard to the empirical approach, it should be noted that many clas­
sical Bayesians have strong reservations as to its validity. 

11.g.g limitations 

Easterling,( 11 •9•3(g)) who is a classical statistician, discussed his 

reservations concerning the Bayesian approach. He argues that statisticians 
are tending to ignore the Bayesian approach for real-world problems. His major 

point agrees with the controversy concerning selection of the prior. He deni­
grates the so-called soft case where little or no objective data are generated 

as being no more than an educated guess. In many of the hard cases, he argues 
that classical statistics would yield the same results without the aura of 
infallibility some Bayesians adopt. In this regard, MacFarland's( 11 •9•3(a)) 

approach with discrete distributions emphasizes data and mirnimizes the model. 
The preposterior approach should help. 
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"'"""' -X. X L..Je 1 
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