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ABSTRACT

This eighieen-chaptler, three-volume Study evaluates the various nonde-
strictive examination (NDE} technigues now used 1o deiect flaws in components
of nuciear systems so that the reliability of the lechnigquss may be increased.
The significance of flaws at various locations in pressure boundary components
are assessed along with ways Lo optimize the NDE procedures nesded to detect,
Tocate and size them. Empnasis is placed on an fniegrated grograwm which alse
corsiders design, fabrication procedures, ang materials. The data available
on the reliability of detecting, locating and sizing flaws by NDE are used o
construct @ probabilistic fracture mechanics model. The model highlighis the
significante of the failure to detect flaws, and to accurately locate or size
them in the context of component failure probability.

This study was conducted under the U.S. Nuclear Regulatory Commission
pragram on the "Integration of NBE Reliability and Fracture Mechanics.” Its
objectives inciude 1) improving examinatian procedures for incorporation into
the American Society for Mechanical Engineers {ASME ), Boiler and Pressure
Vessel Lodes, Section 111, ¥, %i; and Z} gaining a better insight into the
influence of improved reliabiiity of NDE in detecting, lozating and sizing
fiaws on component failure probabilities.
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CHAPTER 7

ULTRASONIC EQUIPMENT~LHARACTERISTICS AND LIMITATIOND

7.1 INTRODUCTION

In this chapter, both theoretical upper~bound limits and variability typi-
¢al of electronic circuitry and transducers will be considered., Existing 1imi-
tations and the possibilities of improvement wiil be covered.

In order to fulfiil this scope, and to piace the status of UT equipment
in the proper perspective, the review is in the contexi of piping and vessel
underclad cracking a3 soecific systems to be examined., Three categories were
selected:

&« Conventional fine-grainsd materials containing weldments with minimal
geometric reflectors, Large diameter thick-walied ferritic piping
uniformly bored and then butt welded would be an example.

e Fine~grained ferritic allays in thick {>6 in., or >15 cm) sections
containing weldments plus some form of averlay cladding of a coarse—
grained austenitic 2ileoy. The examination is presumed %o be through
the cladding and the cladding may or may not be finished to provide a
retatively smooth surface for UT. Concern will be detection of
defects in or dirsctly beneath the cladding.,

o Austenitic alloys either wrought {fine-grained} or cast {coarse-
grained) containing dendritic weldments, Wall thickness may be lsss
than a centimeter to 8 to 10 cm {3 to 4 in.). Diameters will range
from 4 in. (10 cm} to gqreater tham 30 in. {75 ¢m}. The piping will
contain counterbores as geomeiric refieciors. Emphasis wiil be on
detection of cracks originating at the inner bore.

7.1.1



A fourth category not relatea to examination of systems will be reproduc—
jbility of specific components making up a UT system both separately ana when
evaluated as a system. An attempt will be made tc establish the inherent vari-
ability of systems as fabricated and as a function of time., In essence, this
will consider each component as a "black box" with an assessment of "black box"

variability.

Since conventional systems are covered in the available tests dealing with
ultrasonics, discussion of such systems will be limited to establishing them
as a baseline with regard to their meeting or failing to meet reasonable vaiues
of detection reliability plus acceptable Tevels for sizing and location of
defects. Emphasis will be given to discussion of newer technigques now becoming
state of the art. Their strengths and weaknesses will be reviewed, including
whether sufficient information exists to permit a meaningful assessment.

The next section will attempt to set the stage for uiscussion of specific
systems by reviewing those equipment factors that it is necessary to control to
optimize the detection of defects in systems.

Several chapters, specificaily 4, 5, 6 and 13, have touched on equipment
and equipment limitations under specific conditions. Those deemed relevant
are rereviewed in this chapter. An obvious factor influencing reliability of
detection is the relevant coae such as ASME V or XI setting forth the condi-
tions of acceptable equipment calibration, etc. This specific aspect is cov-
ered in Chapter 14 and to a degree in Chapter 2; one such case is 20% DAC
versus 100% DAC.

The approach in this and other chapters has been cne of critically review-
ing a large number of articles and selecting those believed to be relevant to
the scope of the given chapter; thereafter, the effort was to correctly inter-
pret the authors' coverage, Obviously, there is a finite possibility of incor-
rect interpretation and presentation. If this occurs, we apologize to the

authors for any incorrect interpretation of their results.
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7.2 EQUIPMENT PARAMETERS AFFECTING DEFECT DETECTION RELIABILITY

Emphasis in this section 1s on angie-beam contact techniques typically
used in UT of piping. A broad overview of those ¢ritical equipment parameters
tnfluencing defect detection was given in a paper by Mundry and

7.2.1) They discuss signal significance which is defined as “the

%ﬁsteﬁbergs(
capability to discern belwesn actual flaw echoes and all irrelevant indications
such as grain noise, electronic interference, efc.® This definition is5 an

excellient one 1o use in measuring equipment pevformance.

specific optimization criteria were developed Lo evaluale defect detection
methods; namely,

e sufficient defect detection capability of the inspection system
tigeif

o sufficient defect detection probability if a test object is actually
inspected by the system

e sufficient signal significance of the test method.

(7.2.1)

The authors considered the case of flaw sizing and location and

suggested optimization ¢riteria for defect evaluation:
# sufficient fravel time resgiution of the test method

& sufficiently narrow beam angd precise knowledge of the beam-axis
direction

o sufficient lateral resolution,

The first two items deal with flaw location andg indirectly with sizing.
The third item on lateral resplution s essential in accurately sizing flaws,
particularly those normal to the surface. While the first two apply to pulse-
echo, all three are relevant €o imaging systems.

Specific factors influencing defect detection such s beam spread, fre-

quency, bandwidth, wave mode and beam direction were discussed and are cited

in modified form here:t +<+1}
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s Beam Spread. Figure 7.2.1 illustrates the options. A very wide beam
should detect almost sverything and locate nothing., Furthermore, 2
wide beam covers a large volume, and this may Cause scattering and
spurious echoes from surface areas of the test piece, leading to a
reduction in detection probability. For conventional planar probes
the hest compromise 15 the medium widih beam, An alternate is
forused probes which scan limited volumes, but have good potential
for sizing and locating defects in the volumes scanned.  An economic
penalty may exist with their use because of time reguired for s com-
ptete scan. Phased arrays discussed later pro- vide a futyre option,

e Frequency needs to be considered in terms of the operational free
guency, the cenirail value of the specirum used, and the bandwidth,
The operational frequency will be determined by the interaction
hetween probe, cable and equipmeni, Bandwidth will vary with egquip-
ment and probe.  Increasing the bandwidth may improve signal-townoise
{S/N} ratioc in the material. Figure 7.2.2 illustrates how the detec-
tion probability increases with a decrease in frequency. The upper

BIVERGENCE: LARGE SMALL REDIUM
i Al
1 {1
P y 4
- »
DEILCTABILITY: OPTIMAL MINIMAL BEST CHOICE FOR
LOCATION CAPABILITY: MINIMAL GPTIMAL PRACTICAL U5E

i i

POSSIBLE FUTURE
SGLUTHON: SCANNING
BY PHASED ARRAY
SYSTEMS

FIGURE 7.2.1, Influence of Divergency on Detection Probability
and Defect Location
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FIGURE 7.2.2, Orientation Dependency and Freguency

curve is one half the lower, As the frequency decreases, the 5/0
ratio should increase because refleciion echoes from defects compara-
ble in size to the wave lengths increase as a function of frequency
squared while grain noise increases with the third to fourth power

of freguency. While lower freguencies are preferred, particularly
for coarse-grained material, a lower limit is set by probe ringing,
This ringing interferes in particular with the detection of near-
surface defects., Therefore, 1 {o 2 MHz represents a good compromise,

Wave mode represents an nption. Gemerally, obligque incidence shear
waves are preferred to avoid mode conversion from various surfaces
which occurs when longitudinal waves are used over a range of inci-
dent angles., In some instances longitudinal waves are the preferred
choice particuiarly for coarse-grained materials such as cast
austenitic alloys where shear waves suffer scatiering, attenuation
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and skewing. This is particularly true for examination of near-
surface areas where high-angle shear-wave echoes suffer interference
from surface waves.

e Beam direction selection depends on the system being examined and the

presumed flaws. Typically 45° or 60° probes are used, or sometimes
70° probes. The tandem technique is another option, particularly
applicable to detecting flaws oriented normal to the surface. Fig-
ure 7.2.3 illustrates how no single angle is sufficient to detect
flaws with a spectrum of orientations,

7.2.1 Defect Evaluation

The conclusions of the authors’+2-1)

relevant to sizing and location
of flaws are particularly interesting. They relegate some well-known tech-
niques to a figurative trash bin. This confirms their often expressed opinions

that techniques optimized for detection aren't necessarily the hest for sizing.

HRYB) § = L)
30

20
10

RECORDING THRESHOLD —= 0 A

SINGLE PROBE: £ EF 3 mme
TANDEM TECHNIQUE: 2 €F 10 mm ¢ - 6dB

1\

DETECTED BY 45° AND
TANDEM

DEFECT R ENTRTVON

§

FIGURE 7.2.3. Detectability of Inclined Flaws with Tandem
and Single-Probe Techniques
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As indicated in the following conclusions, they feel acoustic holography,

focused probes and possibly phased arrays present the best options:

1,

& conclusive determination of defect size by use of the b~ to 20-dB
drop method is impossible if the lateral dimensions of the defects
are smaller than the sound-field diameter.

B~ or C-scan presentation surely may be useful fo improve the estima-
tion about defect positions and orientations, but not for defect
sizing if the gefects are small relative to the sound-field diameter.

it is well known that the UGS method (reflectivity diagram} provides
sizes of virtually circular refisctors, but not of actual flaws,

The applicability of ultrasonic pulse spectrometry in practical
pperation has not yet been proved finally., This method may perhaps
be promising, especially if in addition to the amplitude spectrum
also the phase specirum 15 taken into account,

The suitability of echodynamics is limited and it may be replaced
perhaps by the more modern linear holography.

Phased array systems may be very nelpful in the future. But they are
still in an early stage of development,

Today acoustic holography and focusing probes szeem to offer the best
possibilities for sizing of actual flaws.

7.2.2 Conventional Fine-Grained Alloys

An optimum system to be examined with UT would be & simple geometry such

as & tTiat plate, no system-related geomeiric discontinuities, no cladding, and
a homogenecus fine-grained structure. With such a component one wouid not
anticipate beam skewing, attenuation, excessive grain-reiated noise, etc.

in such systems where flaws should yield large S/N ratics the success record
has not been outstanding with conventional pulse-echo eguipment, (hapter 3
conf irms this is both PYRC and PI15L programs. Some of the problem is in op
tor interpretation which is not coevered here. Anothgr problem is that equi
ment was nat optimum for some of the flaws, This aspect will be treated in
section 7.3 dealing with inherent component variability,

7.2.5
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7.2.3 Austenitic Clad Components

A reactor pressure vessel represents an excellent example of a clad,
thick-walled component. A typical pressurized water reactor (PWR) wili have a
wall about 10-in. {25-cm) thick. Such a vessel will be clad with an austenitic
alloy. Depending on manufacturer, year of fabrication, nuclear steam supplier,
etc., the cladding could be single-wire, multi-wire or strip-clad process. The
specific combination of austenitic alloys used in the weld wires could vary
also. These same variables will determine whether the surface was ground after
cladding or not. This means a simple statement that the vessel is clad does
not provide much information to the NDE team.

In the United States PWR design essentially limits UT to the inside of the
reactor pressure vessel (RPV). Access is not provided in the RPV cavity for

NDE from the outer surface such as is required in Germany.

The postulated pressurized thermal shock accident, where a severe cooling
transient occurs with the systems at operating pressure, places a premium on
UT establishing whether there are flaws in or immediately under the cladding
in the region subjected to high neutron fluxes. Since UT in the near-surface
region currently represents a major thrust, we wiil examine the role of clad-
ding in the detection of near-surface flaws as they influence selection of UT-
equipment systems.

An irreqular surface can introduce major variability in a contact UT
examination. For this analysis such behavior is recognized; however, a uniform
surface will be assumed to focus on direct cladding effects.

Typically a weld-applied austenitic cladding will have a coarse-grained
highly oriented dendritic structure. This structure and the austenite-ferrite
interface will represent a large number of geometric reflectors contributing
to the system noise level. The dendrites will lead to some beam skewing.
These problems compound the difficulties of near-surface examination under the
hest of conditions; however, they are of lesser importance with high-angle
longitudinal waves.

(7.2.1)

Mundry and Wistenberg cite the problems of shear-wave UT through

cladding. Figure 7.2.4 represents a case of a 45° 1-MHz shear wave probe used
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FIGURE 7.2.4. Secondary Waves from Shear-Wave UT Produced by a
Cladding Surface

on a clad surface, The cladding shifts the beam from 45° tp 41°. Concurrently
& spurious shear wave is generated essentially normal to the surface, The 90°
wave echo may lead to prediction of non-existent flaws. The sensitivity of
incident angle ¥s illustrated by experiments where a change of 4° completely

suppressed the normal shear wave, FPresumabiy, scanning will have been parallel
to welding divection of the ¢ladding.
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Another study(?‘z‘z3

cites equipment measures to improve S/N ratio when
examining through cladding:
s Short puises are preferred,
& lpwer frequencies should be usaed.
several UT techniques were suggested to examine through cladding:
o focused prabes
transmitter-receiver technigue
tandem
longitudinal creeping wave
high-angle longitudinal probes
signal averaging
spatial averaging.

s » & & & »

Factors other than those listed, such as transducer size ang immersion or
contact, are known to influence S/N behavior., The pros and cons of these and
other techniques wiil be considered more extensively in a later section. Only
a few of the protiems will be reviewed here, (ne case is that of the tandem-
probe technigue. By the time the tandem probe has been adjusted on the cali-
bration block followed by corvections due to transfer behavior, fluctuations in
transfer behavior and inhomogeneous sensitivity distribution in the inspected
zones the total adds up to 12 to 18 dB which increase the numper of indications
requiring analysis and to & reduction in signal significance., There can be a
substantial difference in near-surface response of iandem probes. Figure 7.2.5
iliustrates the response of an unoptiwized and an optimized set of tandem
probes used through cladding.

7.2.8 Caarse-Grained Austenitic Structures

The problems of beam attenuation and skewing cited in 7.2.3 are more pro-
nounced in ¢oarse-grained austenitic alloy castings and weldments. This favors
lower frequencies and longitudinal waves. Since the greater portion of Chap-
ter 13 deals with this phenomenon, the detaiis will not be repeated here. With
regard to equipment optimized for use with austenitic alleys, those details
will be addressed in a later secticon of thiz chapter.
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7.3 EQUIPMENT VARIABILITY OR LIMITATIONS

The thrust of this section will be to examine information pertaining to
basic Timitations in components, or unit-to-unit variability requiring particu-
tar attention, A general overview will be given first followed by defects
snecitic 1o a given class of components,

PYRL siadiesgé'ﬁ*g)

system operating freguency spectrum and the beam profile or radiation pattern

indicate that the fwo most imporiant paramelers are

of the transducer in the material under consideration. Both were discussed in
section 7.2 and Figures 7.2.1 and 7.2.2 relate to these parameters.

the variability of traansducers is another factor., Radiation patterns,
intensity and frequency response, usually are not reproducible to within 20%
even from Lthe same manafacturer‘ié‘ﬁ'l} Furthermore, transducer characteris-
tics decay with usage, with a mean useful 1ife of about six months., A later
section will examine transducer problems more extensively.

A definitive paper on equipment variability was authored by Caussin and
verspee1t,{?'3’1) The authors ¢ite only two reports {as of 1981) in the open
literature pertaining Lo the influence of YT equipment variabitity on test
rasuits, The work of Chalaye et al. was reported where 60 pairs of equipment
and probes, purportedly identical, were tested. Some 2000 records of echo
ampiitudes were gbtaiped from artificial reflectors, and the amplitudes were
calibrated against the reflection obtained from Z¢-mm side-driiled holes posi-
tioned at the depths of the reflectors. Results of a statistical analyses
indicated a spread of 12 dB at 7 sigma. Unfortunately, the transducers in
these studies had not been precalibrated rendering the data suspect,

Similar results were observed in the PISC data., Teams using the same
catibration/test procedure reported data from actual weld flaws. When ana-
Iyzed, the spread was 18 dB with only two teams reporting amplitudes differing
by less than 2 dd. Incidentally, these two teams were the cnly ones who
characterized and selected their equipment against a common standard.
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{7.3.1}

The aythors considered the three equipment factors reguired is

be measured in ASME XI or V:

the linearity of the amplifier
the accuracy of the gain control

& the measurement of the yitrasonic beam,

The following equipment-related factors are ngt required to be determined by
A5ME X1 and often are not:

L

the amplitude and shape of the excitation pulse
the generator oautput Impedance

the ampiifier input impedance

the amplifier freguency response

the characteristic impedance of cables

the probe freguency distribution

the ulitrasonic beam generated by the probes.

A program was developed to quantify the influence of some of the preceding

parameters in such a way a5 to modify one parameter without affecting the

others, Table 7.3.1 lists those parameters varisgd or controlied, The combina-
tions of parameters cited permitied 36 configurations.

1.
2.

Three sets of measurements were taken to determine the following factors:
frequency response of the probes

eguipment sensitivity both

A4} absolute

and

B} relative.

Frequency response was measured in the configurations cited in Table 7.3.2

by obtaining the eche on the bottom wall of a fine-grain carbon steel block.

The signal was faken at the apparatus input. The paremeters cited in

Table 7,3.2 were measured with a frequency spscteum analyzer; namely,

»

frequency at maximum power: fm

cutnff frequencies at -3 dB: F4 and f. {ASYM uses -6 dB)
L

central freguency: f = ——s—

bandwidth: B = f, -~ f

guality factor: § = T _/B
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TABLE 7.3.1. Ultrasonic Equipment Factors Examined

Yaiues
Independently Controllable Characteristics
Generator-Qutput Impedance (Z,) 12.5, 25, 50 ohm
Amplifier-Input Impedance (Zip) 50-ohm resistive {2 MHz)

800-ohm capacitive

Frequency Response (three settable bands) Low-Pass (LP} 0.65 - 2.25 MHz
High-Pass (HP) 1.25 - 4.45 MHz
Wide-Band (WB) 0.29 - 9.76 MHz

Characteristics Held Constant

Generator-Pulse Amplitude -100 V on 50-ohm Tload
Generator-Pulse Rise Time 22 ns on 50-chm load
Generator-Pulse Repetition Fregquencies —

Amplifier Linerarity Better than 5%
Amplifier-Gain Accuracy Better than 0.5 dB

Probe Characteristics

Pl: Low Damping; Impedance 4 MHz, 10¢ mm,

+2 uH in Parallel on + 1 nF
P2: High Damping; Impedance 1 MHz; 25.4¢ mm; *2 nF
Cable 50 ohm or 1/2 length 25 ohm

Equipment sensitivity was obtained by successively coupling the probes to
a standard catlibration block and measuring the echoes to obtain absolute sensi-
tivity. For relative sensitivity the probes were coupled successively to a
standard calibration block, to two fine-grained carbon steel blocks, and to an
austenitic steel block. Measurements in all cases were done in such a way as
to avoid coupling variability. The probes were fixed in place with selector
switches or cables being varied. All echoes were obtained on the bottom sur-
face of each block with corresponding wave paths in the range 1.3 to 2.5 um
near-field length. When using the calibration block, a thickness within 5 mm
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TABLE 7.3.2,

Probe Frequency Response

Configu- Pl: 4 Miz, 10-rmm Dia, Low Damping 1 Mz, 25.4 mm Dia, High Damping

ration CTable 1, (Miz) T+ (W7} T (M2 To (Wz] B3 qap (WIZ] 3 ¥ (WZ) fr (W7} F{#iz) fo tM2) B3 gg (M2) M
12.5R 147 4,37 4.7 4,16 4.45 .54 8.2 0.90 1,25 0.74 0.9 0.51 i.9
12,8 ¢ 172 4,37 4.54 4,18 4,36 0,36 12.2 0.97 1.10 0.36 0,77 .83 0.9
25 R 142 4.37 4,71 4,13 4,42 0.58 7.6 0,92 1.25 .76 1 G.49 2.0
2% ¢ 147 4,35 4.5 4,23 4,36 0.27 16 0.97 1.21 (.35 0.76 0.26 0.9
50 R 1/¢ 4,36 4,7 4.16 4,43 0.54 8.2 0,94 1,43 0.78 1 0.45 2.2
50 ¢ /g 4,33 4,47 4.21 4,34 0.26 16.7 1 1.25 0.35 0.8 8,90 0.9
12,5 R 1l 4,81 1.7 4.1 4,45 6.5 8.9 .91 1.30 ¢.73 1,02 0.59 1.7
12.5¢ 11 4,34 4.42 4,14 4,28 0.28 15.3 0,99 1,31 0,42 .87 g.19 1

5 R 171 4,38 3.7 4,18 4 .44 0,52 8.5 0.93 1.26 .78 1.02 0.18 2.1
2% ¢ 171 4,33 4,45 4.14 4,3 0.31 13.6 0,499 1,28 0.42 0, 84 0.84 1

&0 ko if1 4,37 4,7 4,17 4.43 0.53 8.4 0.90 1.28 0.74 1.01 0,54 1.87
50 ¢ 1/1 4,23 4,42 4.14 4,28 0.28 15.3 0,96 1.26 0.42 0,84 0.84 1

+ g 4.35 * 0.04 4.59 = 0,14 4,16 = D.04 9.38 # (.07 0.41 % 0,13 11,6 2 3.8 0,96 % 0.06 1.76 * 0,03 0.57 % 0.19 0.91 # 0.10 0.65 # 0.19 1,46 = 0.5

7.3.5






of the thickness of the test piece was used. Gain settings necessary to hold
echoes consistent were recorded with an accuracy of 20.5 dB.

Results in Table 7.3.2 on frequency response of fhe probes cap he summa-
rized as follows:

e Probes Bl: 4 #MHz, 10-mm dia, low damping:

- The dispersions of ¥, f., f and f& were limited to a few percent
of the mean values,

~ The dispersion of 8 and § reached about 30% of the mean values,

-~ Compared with the frequency responszes of the apparatus, the LP
band was totally unmatched and the HP band most of the time did
not go up to .

-~ The quality factor {3} was almost constant on & resistive lnad
{Zin:R), the highest on capacitive toad {Zin:c}’ and only slightly
influenced by the cable length,

~ On capacitive Joad, § was sensitive to both cable length and Z,.
» Probes P2; 1 MHz, 75.4-mm dia, high damping:

~ The dispersions of fm, f,, and fo were restricied to a3 few
percent of the aean values,

- The dispersions of f , B, and § reached about 30% of the mean
valusas,

«~ Compared with the frequency response of the apparatus, oniy the
W8 band matched the probe response. In half of the cases the LP
bang did not go low encugh in frequescy.

~ The guality factor {0) was almost constant op 8 capacitive load,
the highest on a resistive one, and only slightly influenced by
the cable Jength.

-~ On a resistive load, § was sensitive to both cable length and Z5e

Table 7.3.3a contains the eguipment absolute sensitivity data and
Table 7,3.3b contains similar data for refative sensitivity. Figures 7.3.1a
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TARLE 7.3.3a. Mean Values and Standard Deviatisng of
Absglute Sensitivity Readings

Wave Path LP WP WE
{mm} v * o (dB) diF) pto (dB) d%) u*e (d8] d (%)
Probe Pl
i5 54.3 * 4.0 7 50.5 * 3.&5 7 60.3 * 4.0 7
30 55.9 + 4.5 8 52.3 + 4.68 g 62.0 + 4.2 7
45 57.8 + 4.7 8 54,0 + 4.9 g 63.7 + 4.6
Frobe P2
15 68.8 + 0.8 1 72.7 v 1.2 Z 80,8 * 0.8 1
3G 65,0 + 1.1 2 69.7 + 0.8 i 78.0 + 0.0
45 65.7 * 0.52 i 71.3 + 1.0 i 78.5 * (.6 i

TABLE 7.32.3b. Mpan Values and Standard Deviations of
Retative Sensitivity

Waye Path LP HP Wi

{rm} w £ g (6B} d (2] uw * o (g8} d (%] p* o (dB)  d (%)
Probe P1

15 2.1 + 0.8 38 2,3 * 1.3 57 z.2 * 0.9 41

30 5.0 * 1.0 20 4.8 +0.8 i7 5.1 + 1.0 20

a5 3.3 + 1.0 30 3.3 * 1.3 39 3.4 +0.9 26
Probe £2

15 A.33 £ 0.82 19 6.5 * 1.22 19 4 + 3.00 G

30 11,67 + 1,52 A 13.67 *+ 0.52 4 10.17 + .41 4

4% 10.1 *+ 0.4l 4 12,33 + 0.82 7 8.5 +0.84 IO

and 7.3,1b contain the data on the i5-mm condition cited in Table 7,3.3a. The
yariables are those cited in Table 7.3.1. A¢ can be seen, there are definite
differences in response for a given instrument; namely,

e Frobes P1: 4 MHz, 10-mm dia, low damping:
- The dispersion reached 20 dB maximum.

~ The best sensitivity appeared with a capacitive load.
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~ For a given load, the best sensitivity was obtained for the best
matching of the apparatus frequency response (HP}.

-~ With a capacitive load and the proper frequency matching, the
sensitivity increased with the outpul impadance and the cable
tength had no inflyence,

o Probes P2: 1 Mz, 25.4-mm dia, hign damping:

- The capacitive load represented by the probe was too high for the
generalor and no discernabie echo was obltained in such a
configuration.

- With the resistive load & dispersion of 14-d2 maximum was resched.

- The best sensitiviiy was obtained with the LP band which matched
the probe fregquency vesponse at best.

-~ The other paramelers had a small iafluence but it appeared that a
tow output impedance shoulsa be preferred,

in similar fashion, the reilative sensitivity data were obtained., In prin-
ciple, the calibration with three test pileces against a common calibration

hiock should sliminate instrumentation effects, d3fferences should be due to
differences in attenuation and coupling, and should be constant for all

configurations. AS can be seen in Table 7.3.3b and Figures 7.3.2a and 7.3.2b,
this was not the case, Probs differences were as follows:

® Prgbes Pl: 4 MHz, 10-mm dia, low dampring
- In this case the dispersion reached a maximum of 4 dB.
~ At low-gutput impedance, the variations were irregular,

~ At S50-ohm output impedance, only the input impedance played &
role,

¢ Probes P2: 1 Mz, 25.4-mm dia, high damping:

- With that probe the dispersion reached a maximum of 7 4B,
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FIGURE 7.3.2, Influence of Characteristics on Transfer Measurement
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- 1t seemed that all parameiers affected the dispersion; however,
the best suited band {LP} and the Towest output impedance seemed
more appropriate,

)
An pverail examination of the authors‘(?'g’l’ data reveais that squipment

can meet ASME XI Code requirements vet have characteristicvs unknown to the
aperator, These variables will inf luence the performance of the inspection:

e The freguency response of the probes was affected,

® An abselute sensitivity dispersion of 20 d3 ogcurred.

¢ After calibration a range of 7 dB in echo ampiitude existed.
Even with properly matched probes, cables and squipment, careless use can gen-
erate major non-reproduciniiity.

7.3.1 Transducers

Transducer variability has been studied for several years. An cbvious
problem is what constitutes a significant variable, and this needs to be tied

to the uyse of the system, 8redae2(7‘3'2} states this quite well:

It is hard to make a definitive classificarion as regards probe
guality, since the selection of a probe is 0 dependent on the prob-
fem involved, In some cases the freguency is critical {echo snceph-
alography, thickness monitoring using the resonance method, etc.},
but in other cases the damping s critical {phase measurements,
microporosity analysis, bubble noise monitoring, e#tc.). In the same
way, focal length or focal point diameter may be critical, For weld
inspection the beam angie is often highly c¢ritical, etc. So the best
way seems to check if the data supplied by the manufacturers corre-
spond to those measuyrad by fhe user ¢n receipt and after aging or
use.

The authaf(?‘g‘z} cites general agreemeni of measuvrements on receipt of

probes with those cited by the manufacturer {82% confidence}. During opera-
tion, 5-MHz probes generally work at 6.2 MHz (63%). As frequency increases,
the probes usually operate Lelow the cited leveil, The author considers fre-
quency error o be directly proportional to the mechanical damping or inversely
proportional 1o the quality factor Q. The focal length is generally shorter
than indicated (81% shorter in 91% of probes amalyzed). The manufacturer
usually does not give the dimengions of the focal point or the angie between

the mechanical axis {reference plane) and the acoustic beam, Bredae}{?»3-23
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reported a mean asymmetry of 15% in 30% of units analyzed, and a mean eccen-
tricity of 0.07 om based on statistical analysis of the data,

Sachse and Hsu(?‘3‘3} describe the characteristics of a "qood" trange
ducer contrasted to an “ideal® transducer, With the ®"ideal" transducer the
exact relationship between inpul and ouiput s known absoliutely. This is not
true for a "good® transducer whose response characteristics should meet the
reguirements of any materials ftesting condition. The ¢haracteristics defining
a "good" transducer include
high sensitivity as a receiver {S5/N ratio}
controliad geometric radiation figld effects
controlled frequency response
absence of “i111" characlteristics
high power ag soarce

$ & & & 5 &

wide dynamic¢ range
# linear slectro-mechanical-acoustic response.
Generatly, the first iwo are considered t{o be the most significant.

The authars(?'3’3)

be most sought in transducer vesponse: a broad-band gevice having a uniform

cite the following characteristics they consider o

vespanse in the freqguency domain and a delta transfer functicn in the time
domain, A device with these characteristics when operated in the pulse~echo
mode would have high resotution and would faithfully transduct any incident UT
signal into an electrical signal in the receiver mode. Unfortunately, real
transducers usually have low sensitivity. If high sensitivity is desired, a
narrow-band unit is the answer.

A transducer possessing ail of the features cited for a “good" transducer
1% not available. Most transducers emphasize one or two characteristics at the
sxpense of the others. Furthermore, the situation is further complicated by
variabiiity, A fransducer might be found mesting a specified series of
requirements for a given measurement; however, the 1ikelingod that a second
“identical®™ transducer will, ¥n fact, have an identical response is very siim.

ﬁiéKStVa(?‘s'ﬁ) cites the T.U.¥. reguirement for the use of a real scale
test and reference blocks for probe parameter determination and for calibration
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of multipie probe systems. The blocks must be fabricated of representative
materigls, For example, in nuclear components the original clad laver and sur-
face conditions have to be used, and they should contain the prescribed cali-
bration refiector for optimum reflection by a completely mounted probe system,
The preceding s a requirement on site. In addition, the following transducer
preoperties are to be measured in the laboratory:

o sensitivity in finding test reflectors and sensitivity ressrve

®  bean widths, Bboth in dmpulse echo and in tandem, and pitch-and-catch
technique, both longitudina! and transverse divections

e /N ratic at all distances used during examination and alse on origi-
nal ¢lad if available,

The emphasis in final checkoubt on calibration blocks is on partial recognition
that so-caiied calibrated probes can yield invaiid resuits.

. , . {7 .E,
Birks andg Lawr1e‘?‘ 5)

attempted to relate probe parameters to their
significance with regard to the detection of flaws in components, They used
different probes with the same equipment te measure the percentage of DAL from
a series of defecls in a4 weld mockup stmulating a pressure vessel., DAC values
varied markedly from probe to probe, and probe responses from the variocus flaws
were not consistent, An extension of this work used probes meeting the cri-
teria in Table 7.3.4, Of 18 probes tested, seven were rejected because they
were outside tolerance. Five did not meet freguency: two had low gain and cne
of these had an asymméetric beam.

The authors(?‘a‘ﬁ}

schematically iliustrate the impiications of vary-
ing probe parameters in calibration blocks and with planar flaws.

Figure 7.3.3a,b,c illustrates the effects due to frequency changes, 1t is
assential to remember that cnly the frequencies selected from the search unit
spectrum and reaching the detector are important. Tne purpase of tolerances
is to obtain reproducibie signals under the same conditions] unfortunately,

this is not that common an ocourrence,

Figure 7.3.3a represents the case of a transducer beam ref lecting from a
side-drilied reference hole. In this case, the axis of the radgiation pattern
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TABLE 7.3.4. Tentative Probe Specifications and Tolerances

Specifisd

Probe Parameters Tolerance!a) Possibie Significance

Center frequency (fy} +10% fy A decrease in freguency increases
width of beam profile, increasing
signal from a reflector,

Frequency bandwidth (6 dB) #25% f, As handwidth increases reflecter
response increases.

Beam exit point +0.045 in. Incorrect exit point introduces
errors in flaw location.

Refracied angile _i?“ Relatively minor deviations cas have
substantial effect on reflector
signal

lLaterai-beam symmetry jﬁ,i25+in. Similar to refracted angle in being

at ¥, strongiy related to refiector.

?Q+ position +10% Function of effgctive frequency and

cajculated transducer dinmensions.

Sensitivity 3048 Not a malor factor--usuaily there

reserve is a reserve in dB.

(a} No seientific basis for tolerances; they may be excessive or inadequate.

approaches the reference hole at normal incidence and is reflected back along
this same axis. This means a reference hole provides an adjustment in sensi-
tivity limited to one direction along the beam axis. With defects, particu-
farly planar defects, whose orientation may have angles away from that nermal
to the beam such as tn Figure 7.3.3b, the maximum response i3 off-axis on both
the search unit and the defect radiation patierns. The illustrated pattern is
relevant to both Tongitudina) and shear waves., Figure 7,3.3c iliustrates how
¢hanges in probe freguency can influente both beam profile and radiation pat-
tern. A decrease in frequency broadens the beam profiie and increases the
radiation pattern response. Ubviously changes in freguency will adversely
affect reproducibility. A further effect at higher frequencies is the behavior
of a 1ilted defect which acts Tike a low pass filter cutting sut the higher

7.3.15



AR

LOW-FRECUERCY

I SORENTED

SCUND-BEAM AXES

0% o a - RESPONSE
DETECTED RESPONSE | e
if '\\
s ~ pae o ity
g pe . HIGH-FREGUENCY
5 _— _OETECTED RESPONSE RESSONSE
- SEARCH UNYT
CSEARCH UNIT ! UriT Y .
i", -
SURFACE & N
e N HIGKFREQUENCY BIAM
/ ¢ PROFILE

H ]
{ ;
f

\ S LW FREQUENTY REAM

- - PROFILE
) Sounp-aeam = E\ ? :
STHIND-BERM LT 1 / \\x\
AXIS | AXES ' ;

FLAW

S1BE-CRELED HOWE
REFERENCE REAECIOR

A

(b} Interaction of Sound
Beams for Misoriented
Flaws

(a} Sound- 8eam Ceonfigurations
During Calibration

FIGURE 7.3.3.

':,, TITEE REFLECTOR

(¢} Comparison of High-and Low-
Frequency Response



frequency signals. This means a broad bandwidth probe wiil give a nigher
response than will a narrow bandwidth probe,

(7.3.5) was refracted angle. Figure 7.3.4

Another parameter examined
reveals how rotation into the normal to the defect will enhance signal while

rotation away will decrease signal,
Other factors cited in Table 7.3.4 can affect radiated ampiitude,

The preceding comments have attempted {o establish the significance of
variation in some transducer parameters. The following will attempt to deter-
mine how variable probes are or have been. In Chapter 4 comments were made
relevant £o probe variability., ¥For example, Yee and Ccachmanid‘g’z} cite
significant var%ab%?ity within a given class of transducers and Bastien(d‘g‘?}
found the situation even worse between classes of transducers.

Posaksny(?‘3‘5} tested one class of transducers (gquartz) in accordance

with ASTM E~-127-75. He found thet the desigm of the probe, particularly as it
applied to the relationship between the size of ground and positive electrodes,
couid have a substantial effect on the sound beam, For example, 3 positive

SEARCH

URAT
_ TEST

SURFACE

SEARCH NIl
BEAM AXIS

FLAW

FIGURE 7,3,4, Effect of Rotating Qut-of-Tolerance Socund Beam

7.3.17



elecirode smaller than the ground electrude will develiop electric and acoustic
field fringing resulting in an increase in apparent size of aperture.

Yariations in the far~field pressure profile were reported which dramati-
cally influenced the ampiitude of the scho response from a test block Teading
to incorrect adjustment of sensitivities or DAL electronics which can result
in establishing inaccurate acceptfreject criteria,

The preceding was due to the limited scope in ASTM EL127 other than the on.
axis and cross-axis profiles. Manufacturers may provide a variety of probes
utilizing different desiuns which "apparently® satisfy the ASTM requirements.

The largest and most significant studies located were those of Lidington
ang it 7377 3B) o tected 228 probes in the Firstl!*3*7) ang 148 in
the second study,{?‘a‘g) Since an fmmersion technigue was used, the rele-
vance to shear~ ar longitudinal-wave contact probes can be inferred only. The
following parameters were examined:
natural frequency of probes
variations in pulse shape
ron-exponential pulse decay
presence ¢f other freguencies
beam misaiignment
secondary beams

* # % % % @

beam guaiity.

In the freguency range of interest for piping and pressure vessels ~-
namely, below 5 MHz-—probes have a mean somewhat biased to the high side of
the nominal freguency with relative narvow variance {oz}. The authnrs£?’3°?)
consider frequencies more than 25% away from the nominat value as adversely

influencing examinations.

Pulse shaps was measured in terms of both pulse length and number of
cycles. The significance of this parameter for contact probes is not known,

Some probes exhihited non-exponential signal decay which did saot seem to
correlate with the other parameters,
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A factor probably related to a definite malfunction of the transducer is
the presence of fregquencies other than the primary. Both harmonic ang unre-
tated frequencies were observed.

Beam misalignment represents a potantially more severe fault, Frequencies
helow 6 MHz appear more susceptible than those above 6 MMz, Contact probes
were less susceptible than immersion probes, Misalignments exceed 2.5 in
naariy 102 of the probes.

Secondary beams occasinnally occur leading te a serious error unjess
detected.

Probe sensitivity was not a critical Factor for the great majority of
probes: however, beam guality as exesplified by angular misalignment, poor beam
profile, insensitive areas on the prabe face, hollow beam, etc., was important
in that a substantial percentage of probes suffered from these guality defects,

Table 7.3.5 incorperates the probabilities of the preceding defects in
both studies.t’+3:7s 7+3.8)
beam quality ars significant factors,

Beam misalignment, other freguencies and poor

7.3.9;

A 1imited program sponsored by the Ajr Farce( characterized 23 UT

transducers using 17 parameters inciuding ability to detect and size four sample

TARLE 7.3.5. FProbabilities of Malfunction {Only ®Dther Frequency
in Response” is likely to give serious &ffect on
measurements, The last two maifunciions have been
gorrelated to some extent.)

Eariier Estimate L.atest tstimate
Possible Malfunction of Probability, ¥ of Probability, %

Freguency deviation [<25%%)

{a} Probes »6.5 WMHz 3 5

{b} Probes ¢6.5 MHz 6h 53
Non-exponential decay 18 28
Other Frequencies in response 18 i8
Beam Misalignment {>2.5°) g 9.5
Secondary beams 4.5 5.5
Low sensitivity 5.5 8
Paor beam quality 12 il
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flaws (flat-bottom hole, Elox notch Tow-cycle fatigue crack, high-cycle fatigue
erack). Statistical correlation techniques were used to establish those
parameters with high correlation values. 0f the 17 parameters {six pertained
to RF power spectrum and wave form, five to beaw characteristics, one fo con-
version efficiency, one to gléctric poise, and the flaw-response ratio related
to the four sample flaws), only four pairs among the parameters related to
electrical and beam characteristics showed correlations greater fhan 50%:

& the spectrum-symmetry ratio (55K} and spectrum-infiection ratio
f SIR)—59%

& the bandwidth ratioc {B¥R) and the far-field ratio {FFRI--67%
e the beam-width error {BWE} and the effective-diameter ratio {(EDRj--bB%

® the beam—symmetry ratio {BSR)} and the beam-inflection ratic
(BIR)~-86%.

Flaw-response ratio {FRR} of the varicus Flaws were checked for correla-
tion with spectral and beam parameters. Correlationg existed with center fre-
guency. Beam paramelers suych as effective radiation area, beam-width ereor,
and in particular Toop sensitivity had strong correlations,

Rased on a performance rating only twe of the 23 transducers rated good,
11 fair and 10 poor. The significance of poor was apparent when examining the
fatigue cracks. Some transducers nad high SN ratios permitting easy deteg-
Ltion; others had no signal. There was 2 factor of 40 variation in response,

Of interest was the poor record of 2.25-MHz transducers,

Since tests were limited to Tonmgitudinal wave, the implication of shear-
wave behavior and of bheam misalignment were not examined.

The very strong correlation of flaws and the transducer-loop seasitivity
ratio {LSR) make this parameter worthy of further application:

LSR = ~20 log), V4/¥,

where ?T is the initial pulse applied at tramsducer and ?E is the return
echo from a paraliel flat surface.
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The correlation with FRR isn't surprising since

whare ?e is the flaw-echo amplitude,

An examination of the parameters investigated by Lidingtoen and Siikgz's*?*

7.3.8) and Smith et a?«{7‘3‘g) reveals a surprising lack of overiap in parame-
ters: frequency deviation and low sensitivily were comparable, poor beam
guality overlapped partially, and non-expunential decay corrvesponds somewhat
to damping. Checking other Frequencies was limited and secondary beams and
beam misalignment were nonexistent in the Air Force study(?‘3‘9)‘

?ar]ey{?'z‘ic)

discussed a Babcock and Wilcox, Lig. program where probe
standards such as BS 4331, parts 2 and 3, and a CEGB draft standard were used
ts characterize 30 flaw detectors {mainly used ones of five types) and 70

probes (atl new "miniature® type of two makes). Results relevant to the flaw
datectors will be discussed in section 7.3.72.

Table 7.3.6 covers the variety of measurements taken on the probes. An

interesting conciusion based on the resuits was that the specialized probe
assessment techniques were valuable for probes used in a developmental labora-

tory for the complete characterization of individual probes; however, nong is
absalutely necessary for routine checks where "test-biock® methods are deemed

sufficient, These methods generated a wealth of data. The summarized results
follow:

Resulls of Tests on Probes

Probe ladex: Many probes had emission points more than 1 mw from
the index mark, some were more than 3 wm away.

Jt would be better if there were no marks at all, or
else just a scale referenced to one end of the probe,

Beam Angle: Most probes had angles within 2° of the nominal but
a small number were 3 or 4° away. Again this indi-
cates the need for Lthe measurement of the angle of
each probe by the operator,
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TABLE 7.3.6. Summary of Tests of Probes Under B&W Program{7.3.10}

Additionat Tests at

Meeting B8S-433112) CEGE Standard(b) CEGB NDT Center
Probe Index Puise Characteristics At CEGB NDT Lenter
Beam Angle Puisa Shape Frequency Spectrum Analyses
Beam Squint {skew) Pulse Length Photoelastic Visualization
Beam Profiie Spacing of Cycles fmmersion Tank Plottiag
Sensitivity and Operating Frequency Impedance Meter Measurement
SIN Ratio

Dead Zone
Resolubion Beam Characteristics At B&W
Dominant Frequency index Point Flecirodynamic Beam Plotting
Pisise Length Beam Angle

Squint

Side Labes

Longitudinal Waves
Surface Waves
Backwards Shear Waves
Subsidiary Maxima

Sepsitivity
bain Reserve
SN Ratio

Internal Lchoes
Internal Echo Amplitude

(a} Reguire Flaw Detector and Calibration Block anly.
(B) Medium Frequency, Miniature, Shear Wave, Angle Prubes.

Beam Squint (skew): Onliy one af the 70 probes had a squint greater than 2° and
this was 2.5°.

Beam Profilte: The profiies of probes of the same type were reasonahly
consistent but thiz is a probe feature which should be
measiured by the operator when the profile is required.
The lateral beam spread of one make of minfature angle
probe was nearly twice that of another make despite their
similarity of crystal size and frequency.

Sensitivity and At ranges between 10 and 120 wm for the single-crystal
Signai~to-Noigs prohes {20 and 50 mm for twin-crystal probes) the ratio
Ratin: between the signal from a 1.5-mm side~drilled hole target
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Beoad Zone:

Hesotution:

Dominant Frequency:

Pulse Length;

and the averail system noise excesded 20 48 for almost all
the probes, This test is important berause the resulis at
shorter ranges demonstrate a feature of twin-crystal
probes that must be recognized: bejow the surtace there
ig a blind zone (of 10 to 15 mm) where the sensitivity is
much reducad compared with that of singie-crystal probes,
Tne precise length of the biind-zone depends on the prgbe
geometry and whether or not the crystals are "toed-in."

AT1 the probes tested {single and twin} were able to
detect a 1.5-mm hole at a depth of 1 mm from the festing
surface.

&1) the probes tested appeared capabie of resoiving the
2-arm 5tep in the resolution biock, However, the test 15
not reproducible and not a true measure of resolution,
The ability of & probe Lo resolve defects closely spaced
in range is beltier guantified hy a pulse length
measurement.,

This is checked by measuring cycle-to-cycle spacing on an
ynrectified display of the pulse. Spectrum analysis does
give & more accurate result but for most purposes the
test-block method would be adequate. The results indicate
that the mean frequency of sach group of probes 1ies below
their nominal frequency - by 0,25 fo 0,50 MHz -- and that
probes within a group generally have freguencies within
*+10% of the mean and *20% of the nominal,

This is measured beiween the 10% points in the pulse enve~
Tape, A significant difference was found belween the two
types of probes checked. One make of probe had pulse
fengths hetween 1.5 and 3.8 48, the oiher had shorter
pulses, 0.5 to 2.0 uS. Only 9 of 36 of the first make of
nrobe met the CEGB 2.5 S or 3 uS limits while aii 18 of
the second make met the regquirement,
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The role of components, other than the transduter, making up a probe ¢an

be significant. Posakony' *3-8)
g l7e3.10)

cited the Jeads as a factor, Bainton and
fnvestigated influence of backing mateérial and bonded region on
the overall performance of a probe., The gcoustic impedance of a material such
as tungstenfAraidite often wili be substantialily Tower than a2 franmsducer such
as lead zirconate titanate (PZT}. Unless packing densities are controlled, the
acoustic impedance may drop below 80X  The boundary Jayer should be no more
than a Tew microns in thickness., This again reguires careful control,

An exampie ¢f the type of probiem that can affect an array of transducers
is given by Brunesl et a?.{?‘3‘12) The authora found that a]ectr{c&l £0u-
pling often occurs beiween nearby transducers, especially for very narrow
transducers leading to a rarrowing of the radiastion (or reception) paitern of

individyal transducers.

7.3.1.1 Transducer variability represents a major probiem. Until the
variabitity is resoived the opiion will be to calibrate and certify prior to
useé. An approach combining tests in the Taboratory and in the fieid is con-
sidered the correct approeach,

7.2.2 Generators and Amplifiers

Two critical items of equipment in a UT system are siqnal generators and
output signal amplifiers. Tests have been made with various off-the-shelf
units combined with a series of probes {0 examing relalive hehavior; however,
no detailed experiment aimed at definitive measurements of variability of
these components 1s known in the open iiterature, The work of Caussin and
Verspeit(?‘3‘z) comes ¢losest to such a study and clearily indicates the
significance of some variables taken for granted in such equipment. The same
15 believed true with regard to exploring the overall system behavior where
the individual components all exhibit acceptable behavior, but the system is
less than opltimum.

(7.3.10} digsgyssed fiaw detector variability where flaw detector

Farley
covers the pulse generator, etc, Table 7.3.7 Tists the tests conducted and

their source; e.g., B5-4331 or ASME XI. Again, the results are given:
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LA A

JABLE 7.3.7,

By Standards ASME X1 8BS 4331

Suggested Tests on Flaw Detectors by Standards and for Purchase and Periedic Checking

Purchase and Periodic Chek ing

{a) Tests Involving Only a Probe ang Catibration Blocks
*  Reszglutior of probe/flaw detsctor 4
*  Timebase linearity i
*  Attenuator accuracy i b1
* o Amptifier linearity X kS
*  Echo-pulse duration %
(B} Tests Recuiring the Yse of an Useillescope
**  Tranusission pulse parameters 3
*%  Transmiiler outpul impedancs X
% Stabiiity of pulse repeiition freguency X
{c) Tests Reguiring Additional Electropic Rouipgment
*x Measure pulse repelition freguency X
A% Lapidfier freguengy response X
*%  Fauivalent input noise X
w* Aenjifier dead Lime X
NE: The following eguipsent is required: three calibration Gilocks, oscil

funciton generator, iriguer unil and atlenyator, Hetheds ére definec

Timebase linearify
Attenuator accurac)
Ampiifier Vinearity

Transmitter pulse parameters:
puise amplituds
puise shape
rige time
decay time
pulse duratien
repetition Treauuengy

Aniplifier freguency responss
Eguivalent input ngise
Ampiifier dead Lime

oscope, frequency counier,

in B85 4331 Pt 2.



Resplution:

Timehase Linearity:

Aftenuator Accuracy:

Amplifier Linearity:

fcho Fyise
Duration:

Transmitier Pulse
Parameters:

Bmplifier Fredquency
Response:

Results of Tests on Flaw Oetectors

Results using Z-mm step on the resclution biock were not
reproducibiia,

-

27 sets wore betier 1.5% and within their monuf acturers!
specifications; others were 2%, 3% and 2%.

Almost all sets checked hed atienuators sccurste to *1 dB
in 20 48, Two new sets initially gave poor resuits uniil
the attenuators were “run-in.”

The vertical linearity of all sets tested was very qood,
between 80% and 10% of full-screen height.

Generaliy, the duration of the rectified ang detected
echo-puise was shorter than the length of the unrectified
pulse for the same prohe. The echo-pulse duratian was
influenced far more by the choice of flaw detector than
by the freguency band setting used,

Amplitude varied betweert 90 andg 310 V (with one faulty

set giving only 11 ¥}, rise times fell between 26 ang
200 nS, decay times berween 62 and 310 nS. Output imped-

ances were between 10 and 50% and were consistent for
particular types of flaw detectors. Pulse repetition
frequencies varied greatly from set to set, typically by
3 factor of two and in some cases differed from the manu-
facturers' specification by the same amount,

There 1 a wige varijation in frequency Dandwidth between
nominally identica) flaw detectors: e.g., for one type
handwidths ranged from 0.88 to 3.18 MHz, for another type
handwidths were from 0.88 to 4.59 RHz on a particular
hand setting, Center freguencies showed similar vari-
ations between flaw detectors of the same type,
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Egquivalent Inpuyt This ranged from 3 best value of & yV on the best flaw
Noise: detector fested to an upper limit of 400 wV and an
extreme ¢ase of 800 mV on the faulty set,

Amplifier Dead Time: This parameier showed large variations between sets of
the sams type {e.q., 0.8 to 3.5 ¢S an one fiaw detertor
type) and very large values on one particular type of
set. fn these fests, the worst values obtained were 18
to 25 p5, which could give g dead range of 20 mn of steel
when testing with 2 miniature angle probe, 37.5 mm when
testing with a comgression probe.

{7.3.13} as a part of their study of UT detection of

/
13.5.1) examined UT systems variability. Five

Pade and Enrigtto
cracks im cast stainless steelt
test instruments were used in conjunction with five different probes., The fol-
lowing cast test specimens were used in the evaiuation:

» Specimen ¥-3 contained an oulside diameter fatigue crack which was
visibly discernible to a depth of 268 through-wall (0,55 in.} on one
side and 24% through-wail {0.5 in.) on the other side of the
speimen, '

¢ Specimen OV-Z contained an inside diameter fatigue crack 14% through-
wall {0.2 in.} deep on both sides of the spacimen.

e Specimen DW-Z2 contained an inside diameter fatigue c¢rack 8% through-
wall (0.1 in.) on both sides of the specimen,

¢ Specimen DW-1 was the calibration standard which contained 3/16 in.
diameter side-drilied holes at 1747, 1727, and 3f47 depths {T equals
specimen thickness}. The standard also contained a 2-in. long,
1/16-in. deep Y-notch on the inside diameter.

Transducer effectiveiness was evaluated through measurement of the follow—
ing test parameters:
the ability to calibrate the test system
the abhiiity fo detect the ¢racks in the test specimens
the recorded length of the crack hased on 50% DAC sizing level
the average S/N ratio in the vicinity of the crack indication,

s B & 8
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The probe characteristics were as follows:

Kraiiteramer, 0.%-MHz, 36.5-mn diameter itransducer mounted on a &63.mm
by 52-mm by 110-mm wedge machined to produce a 45° refracted Tongitu-
dinail wave in carbon steel.

Vincotte, 1.0-MHz, 15%mm by 20-mm dual pitch-catch transducers with
2 crossover focal point of 30 mm in steel. The crystals were mounted
in a 52-mm by 40-mm by 46-mm case., The crystals were designed o

produce a 60° refracted Jongitudinal wave in steg).

Vincotte, 1.0-MHz, I5-mm by 20-mn dual pitch-catch transducers with

a crossover focal point of 8% mm in steel, The ¢rystals were mounted
in a 52.mm by 40-mm by 46-mm case., The fransducers were designed to
produce a 45° refracted longitudinal wave in steel.

Vincotte, Z2.0-MHz, 10-mm by 1G-mm dual pitchecatch transducers with

a crossover focal point of 2% mm in steel. The crystais were mounted
in a 40-mm by Z0-mm by 46-mm case. The transducers were designed to
produce 2 45" refracted longitudinal wave in steel,

Automation Industries, Inc., 10-MHz, 1.5-in. diameter search unit
mounted in an 87.-mm by 75-mm by 7Z2-mm water box with a fiexible mem-
brane at the contact area, The fixture was designed to produce a 40°
refracted longitudinal wave {n steel.

Results of the evaluations are given in Table 7.3,8. An assessment of iig
contents indicates the following:

A1l transducers except the Vincotte 60° search unit were ¢capable of
being calibrated in accordance with the procedure,

The Krautkramer 0.5-MHz search unit, when used with the Sonics

Mark [, Krautkramer USIP 11, or Sperry UM 721 test instrument,
consistently detected all three cracks. The Vincotte, Z.0-MHz, 35°%,
10-mm by 10-mm probe detected the 15% through-wall crack with all
test instruments, the Z25% through-wall crack with the UJ Reflecko-
scope and UM 721 Refiectoscope test instruments, and the 5% through-
wall crack with the UJ Reflectoscope and Krautkramer USIP 11, The
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TABLE 7.3.8. An Evaluation of fombinations of Test Instruments
and Special Transducers
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Vincoite, 1,0-MHz, 607, 1%mm by 20-mm search unit could not be used
to examine the test specimens because it was net possible to cali-
brate the test system when using this prebe. The Vincotte, 1.0-BHz,
45°, 15-mm by 20-mm search unit detected the 25% and 15% through-wall
cracks with ali fest instruments bul detected 5% through-wall cracks
only when used with the Ud Reflectoscope. The Westinghouse-
Autemation Industries 40° refracied longitudinal wave fixture was
evaluated using the Sonics Mark I, Krautkramer USIP 11, and UJ
Refiectoscope. All Cracks were detected except the 5% through-wail
crack when using the Krautkramer §SIP 11.

The recorded crack iength should theoreticaily have been the full
3.5-1in. width of the specimen. However, the crack orientation and
through-wall depth could vary across the width of the specimen. None
of the search unit-test instrument combinations evaluated detected
the crack at or above 50% DAC across the full widih of the cracked
samples. The Vincotte, 1.0-MHz, 15- by 20-mm, 45° unit did detect
the 15% and 25% through-wall cracks in al) cases except when the
probe was used with the UJ Reflectoscope. The 1.0-MHz Westinghouse-
Agtomat ion Industries probe recorded an average of 64% of the crack
length from at Teast one surface while the Krautikramer search unit
recorded an average of 55% of the crack length, usually from both
sides of the weld.

in all the tests where a crack was detected, the crack 5/N ratio was
2:1 or greater with the exception of the Vintotte, 2.0-MHz, 457,
10-mm by 1G-mm probe when using the ) Reflectoscope. The better
overall S/N ratios were obtained with the Westinghouse-Automation
Industries fixture wharg the ratioes were between 6:1 and 7:1 uwsing
the Sonics Mark 1 instrument and between 5:1 and 7:]1 when using the
U Reflectoscope. The Vincotte search unit had a 5/K ratioc of 9:1
on the 15% through-wail crack when using the Sonics Mark [ test
instrument.

Prior to using the special acoustic impedance maiching devices with
the Vincotte probes, the screen presentations for the Yincotie probe
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were difficult to interpref due to crogsstalk between the transmitter
and receiver crystals and noise levels up to 10Z full screen height
in the areas of interest. When using the impedance matching devices,
the crosstalk was eliminated and the noise level dropped to less than
5% Tull sc¢reen height., However, the ability to detect cracks was not
significantiy improved.

& When using the Vincotte probes, the maximum sensiftivity should be at
the crossover points. Theoretically, when using a 457 refracted
seund beam £o examine centrifugaliy cast stainless steel specimens,
a focus point of approximately 76 mm would provide the maximum sensi-
tivity at the opposite surface of The spacimens where cracks would
be expected to start. When using a 60° probe, a crossever point of
approximately 108 mm would provide the optimum sensitivity in the
area of interest. Because of the need to match the crossaver point
with the ares of interest, the Tack of satisfactory test results
from the Vincotte 45° probe with a crassover point of 25 mm and the
60° search unit with a crossover peint of 55 mm was axpectad, As
gxcepted, the best test{ results from the Yincotte probes were
obtained from the 45 probe with an &5-mn focal crossover goint.

The following concliusions were veached hased on the evaluation of speciai
search unit:

e 0f all the special transducers evaluated, the Krautkramer 45°, 0.5~
MHz search unit appeared to provide the most satisfactory overall
test rvesults. A very significant problem with the Krautkramer probe
was that it was too large (B3 mm by 52 mm by 110 wmm) for use in field
testing primary piping weids., Although the Westinghouse-Automation
40° refracted tongitudinal wave fixture used in the reliabiiity study
iz alse too large for field testing, & new miniaturized design using
a 1.0~in, diameter search unit in a tapered water tube has besn
evaluated and provides similar results on test specimens.

# There was 4 very significant variation in test resuits when the only
test parameter varied was the test instrument, This affect has been
noted in other programs,
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¢ Couplant was another variable that affected test resulits., Pure
glycering provided more accurate test data than did Exosen 30.

® Of the three Vincotte probes evaluated, the 1.0-MHz, 45° search unit
with an 85.mm crossovar point provided the most accurate test
results. However, the unit did not consistently detect the 3%
through-wall crack, The other two Vincotte probes were not Con-
sidered adequate primarily due to a mismatch of the crossover poinis
and the iocation of the cracks.

s The Westinghouse-Automation Industries 40° refracted longitudinal-
wave fixture is egqual to or better than the spacial search units
eyaiuated in the study.

o During the program, several comttinations of test instruments and
search units were evaluated on the same test samples, There was @
vide variation noted in test results from combination to combination.
The sams phenomena have been observed in several other programs. it
appears that it is extremely important that the test instrument and
search unit be matched for the test to be conducted.

The authors{?*3*13}

in their final concluston remark on the importance

of matching test instrument and search unit for g given test, We concur COMm-
pietely with this statement. 1In fact it is surprising that the KK USM-2 and
Automation Industries UJd Reflecioscope were used with the 0.5-MHz probe, There
is ampie experience confirming their inapplicability for this frequency range.

in a paper by Bayre and McCormack 7+ 3+14]

the results of a cooperative
program aimed at greater reliability of bearings are discussed. MHigh-frequency
UT using a surface or near-surface wave was the technique. Of interest were

the following results pertinrent to eguipment variability:

® Transducers with a different emitied frequency spectirum yvieid dig-
similar ingpection resuits.

® A major source af transducer error is the lack of coincidence of
focal point and Fraunhofer poini.
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® The slope linearity and ampiitude of the analog suiput of different
uitrasonic instruments vary fuch move than the oscilloscope presenta-
tion., Using beam reflecied signal for establishing counting levels
results in a much smaller error than using voitage analog ouipul.

® The impedance between transducers and instruments has a significant
pffect on both freguency of beam and focal length of transducers.
For exampls, with some tuned pulsed instrumeénts chanpging input cable
from & to 15 ft changed output fregquency from 10 to 5 Mz,

With regard to the above item, particularly the second, there is disagree-
ment with the conclusion by other researchers,

/.3.2 Signal Processing

There undoubtedly is a potential for error and variability in the various
systems used to medify or to isterprel the cutput signals; however, no studies
are known related to such a source of variability. Whether the contribution
is limited or substantial is sot kpown,
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7,4 ULTRASONIC EGUIPMENT FOR EXAMINATION OF CONVENTIONAL
FINE-GRAINED {WELDMENTS) SYSTEMS

The pulse-echo UT system will be emphasized in this section to serve as a
basis for comparison to the other sections on UT through cladding or in coarse-
grained austenitic steuctyres,

A fine—grained material containing a minimem of surface geometric reflec-
tors represgnty a potentialiy ideal systewm from the point of view of UT., An
obvious example would be a thick-rolied ferritic plate with & butt weid and
bath surfaces finish ground te an accepiable smoothness. Some of the PYRC and
PISC blocks discussed in Lhapter 3 approximated this description. Qthers,
because of the "dirty" steel, contained many internal geometric reflectors pos-
ing problems.

A pulse-echo UT system will consist of a signal generator {transmitter},
i transducer, an ampiifier, and & unit such as a LRT to observe the signal,
The pulse-echo U7 system represents one link in the detection chain. As dig-
cussed in sections 7.2, and 7.3, the signal response is highly sensitive to the
responsée charactearistics of the individual components with no assurance that a
given combination of "good" components will yield a "good” system. Other Jinks
in the detection chain include the type of calibration Blocks and calibration
precedure; types of flaws, their orientation tightness, location, etc.; and the
reaction of the operator to signals observed during ans examipation. A1l links
in the detection chain are important.

The PVRC and PISC data illustrate how inatteniion %o calibration proce~
dures can invalidate results on the specimens. This was discovered after the
first PVRL round robis so rigorous calibration procedures were initiated. In
PISC the same situation pccurred. A few teams were careful in calibration and
otd well on the plates. Others paid lip-service to calibration and did poorly
on the plales, which they expected to be the case because they distrusted the
technique, and cited the gross limitations of pulse-echo.

The pperator 1s an important link., Two teams with very similar equipment
will see signals in a given localion, One will call it a flaw, the other a
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geometric reflector. A basic problem with the pulse-echo technigue, where
decisions are limited to interpretation of signal amplitude alone, is the high
degree of subjectivity. One operator can examine the shape of a signal with
relatively Yow 5/N ratio and call it a flaw; others will depend on ampiitude
atone and compietely miss the flaw. Obviously, the first is depending on more
than signal ampiitude so he has moved cutside the bounds of a decision based
on amplitude aijone.

Several techniques exist for the better display of the signals related to
the component being examined;, for example;

& A-scan - Ultrasonic ampiitude vérsus time. tThe base line indicates
elapsed time superposed on the through-thickness section.

& f-scan - A distance-time UT plot showing thickness of component and
flaws in the thicknagss in profiie.

o {-scan ~ An amplitude-ares UT plot displaying defecis on the scanning
surface of the component.

e P-gscarn ~ A projection image scanning showing flaw projections on both
scanning surface and through-thickness surface.

A11 of the preceding depend on pulse-echo ampliitude signals which are
analyzed. In P-scan a microprocessor in the ¢ircuit measures, anaiyzes and
records gll signals, removing some degree of subjectivity from the examination.

7.4.1 Canclusions

Pulse~echo examination results can vary widely because of the degree of
subjectivity in the evaluations. In some instances, excellent resulis are
otstained; in others, resulis are very poor. 1f decisions are based on an
anplitude signal alone, great care must be exercised fo ensure that the optimum
signal is develpped, and pperatars with the appropriate field experience are a
critical Yink. It is recognized that other technigues such as tandem provide
an alternate, They will be discussed in a later section {o examine the effect
of other parameters on signail.
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7.5 EGUTPMENT FOR EXAMINING COARSE-GRAINED AUSTENITICS

A greal deal of the material on equipment for examining course-grained
auctenitics discassad in this section is applicable to Section 7.6 pertaining
to examination of ciad ferritic alioys. Factors affecting scattering apply and
attenuation 1s & function of thickness so it appiies ia principle. Since much
of the information is covered extensively in Chapter 13, the reader is referred
thers for detailed coverage. Significant aspects will be introduced nere but
not elabprated on.

F7.5.1 Significance of Cracking

Austenitic alloys represent a special case in fraciurs mechanics, Begause
of Lheir toughnass over a wide specirum of temperalure, Vinear-eslastic fracture
megchanics is not appropriate. Options are elastic-plastic fracture mechanics
or general-yield fracture mechanics, They will withstand relatively large
flaws without failure and leak-before-break is the anticipated failure
mechanisn.

in wrought austenitic alioys, intergranular stress corrosion cracking
{IGSCC} has been the predomirant failure mechanism. Such cracking occurs most
often in the waeld heat-affected zones, somebimes in regions of cplid work,
rarely in the weid., It is much more common in BWRs than PWRs., Cast austeni-
tics are essentially immune to IGSLC for the same reason that welds rarely
crack. The deita fervrite present in bisth cast and weld material minjmized
16800, Residual stress, sensitization and oxygen in the coolant promote [GSCE,
Initiation periods may e short or long depending on these parameters. Propa-
gation may be very rapid or quite slow. A rule of thumb is that larger piping
{(»16 in.} have long initiation and propagation times; smaller piping may have
rapid rates in both initiation and propagatien, In fact, T of 4« fo 8-in.
ines may reveal ng evidence of IGSCC and the 1ined may have leaking cracks
within 2 year.

Because of the toughness of the austenitic ailoys, the decision as to what
represents an acceptable flaw in the context of ASME XI Standards needs recop-
sideration. The rules applied Lo ferritic are very conservative, ASME XI is
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reconsidering standards for austenitics in the context of their toughness to
see whather or not larger values are permissible. An obviocus advantage of
targer values would be in enhanced retiability of detection, particularly in
roarse-grained materiatls where smaller flaws have signals buried in the back-
ground noise.

7,8.2 Mechanisms Affecting UT-Beam and Equipment Selection

Chapter 13 devotes substantial coverage to UT beam behavior in sustenitic
waldments ang coarse-grained siructures. The following are of particular
concern:

¢ Deam skewing

# bheam bending and direction along dendrites

& beam scaitering

® bhesm attenuation,
The latter two are interreiated and particularily jmportant with regard to
freguencies in the equipment of interest; therefore, they will be reexamined
in this chapter.

In a statistical mechanics context, severa! mechanisms contribute to
Type 11 errors (missing the defect) and to Type I errors {false alarming}.
Sources of Type Il errors include heam refraction, reflection and scattering
beam absorption, beam curvature or skewing {(heam redirection is a spacial
case}, beam defocusing, mode conversion and attenuation, Sources of Type |
error include back-scatter and focusing, puise spreading, mode conversion and
amplityde fluctuations.

The two major attenuation mechanisms are interface and grain-boundary
scattering. In weldments and cladding the major contributors are the large
grains and rough interfaces where "Targe" indicates sizes comparabie to or
greater than the wavelength., A portion of the beam enerqgy will be intercepted
and reradiated or scattered with the net effect being increased attenuation
and greater signal noise. The two-dimensional inhomogeneities iocated at or
near interfaces such as fusian lines or rough surfaces {¢racks, efc.} lead to
surface scattering. Grain size is the other waijor contributor where these
grains lead to three-dimensional or volume scattering.
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The sym of backscattering contributions from ail inhomogeneities distrib-
uyted along or near the interfaces is termed surface reverberation while the

grain contribution is defined as voplume reverberation,

A somewhalt simptified pregentation of formulas used in defining scatter

and attenuation follaws for the simplie homogeneous materials case:

Alx) = sound amplitude
A {x} = mean backscattering ampiitude

A
) £ = sound path
Aﬁ = amplitude excited in material under fest
e = attenuation coefticient
vy Ty
ag = scattering coefficient
= ahsorpiion coefficient
A = pulse iength
SNR = acoustic signal-to-noise ratio

The amplitude of the signal reflected from the back wall will he

A{x) = RQ exp {~ax}

The mean backscattering amplitude will be

The SNR wili be

it

ar, in terms of d8,

SNR {dB} = 20 log %i%%y = 10 log (mgé)
s

7.5.3
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Angther key factor will be the type of wave used, longitudinail versus shear

wave,

The scattering coeffigients o will consist of two parts where fhe first
contains the scattered ultrasonic wave of the incident wave type and the second

parl corresponds to the mode conversion process such as excitation of shear

waves {T} or by incident longitudinal wave {L) or vice versa,®

For the incident longitugingl wave

L LL, LT

CIS wE (l& a&

and the incident snear wave
R & B N
C(5 = ClS aS

The Rayleigh or volume scattering is

N
O Ll P (ii)
s~ 375 ?zgg Vi
oL
3,402 TR
UM LA P 4
% 7375 T RE v
o1
shere Vo= @
ﬁg = elastic anisotropy of a single crystal

P = density

UL = wave velocity for langitudinal waves
VT = wave velocity for shear waves

f = frequency
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An example for sieei 1is

i T R L

f = canstant ag = 4.4 ag
A = constant a? w 4 &L
5 iy 5

&

The scatiered shear wave is a factor 32 (?L!U?) greater than that of

iongitudinal waves, Inm steel, this corresponds to a factor of 31.

L more gccurate formulza than 7.5.2 will be

112 .
C ol LL | o, LT .
L ﬁs {x) = AG (GS &) exp (v [uA + ag + ag X) (7.5.7}
- /2 :
iR T, L
T A; (%) = ﬂﬁ (“5 &) axp (w ap + s¢ + g X) 17.5.8}
Again, 1in steei
o (o |
; =t ~IT = {§.4 « 31} = 3.6 (7.5.9;}
Qg {x} a¢

which corresponds to an amplitude ratio of 11 dB so the S/N ratic is better for
L-waves than for T-waves in the Rayleich region by this amount.

An analysis of the preceding indicates that UT systems emphagizing conirol
of the following parameters enhance the possibitity of detection and aid in
minimizing the levels of background noise:

s Longitudinal waves are preferred.

o Very shori pulses are needed 1o establish the desired axial profile
¢f the bean,.
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o Lateral control of the beam can be achieved by pitch-catch,
transmitter-receiver or focused probes,

¢ Control of freguensy spectrum is vital.

With regard to frequency, the scattering cpefficient a, vill vary as the
fourth power in the Rayieigh {voiume) ragion when the grain size is large with
respect to the wave Tength, n the stochastic region, where the grain diameter
and wave length are essentially equal, g will vary as the sguare of the
frequency. Since contrel of freguency spectram is crifical, a fransmitter
capabie of modulating the pulse amplitude by cortroiled signals will yield
shorter puises, more rapid pulse decay and suppression of higher frequengies.
In contrast, more conventional transmitters do the opposite. At Jeast 10-dR

gain i35 possibie with such a irangmitter.(?*a“i}

Table 7.5.1 1ists the parameters necessary Lo consider in a piping system
as they affect MDE with UT.

7.5.3 UV Equipment Options

There is general agreement concerning various factors requiring control
if a reasonabie S/N ratic is to he achieved roncommitant with an acceptabie
retiabiliity of flaw detection in austeaitic weldments. Previousiy, the formu-
tas depicting wave behavigr were presented and conclusions drawn conceraing
puise length, beam width, etc. A similar list was presented in 13.4.3 of
Chapter 12 and i35 repeated here for comparison:

& Select the form of YT waves that interact minimaliy if at ail with

(13.2.5, 13.2.6, 13.4.7) o0 posoo oo

the grain structure.
longitudinal waves with optimally polarized shear-waves a possibil-

itv. The L-waves also will have less skewing and scattering,

o Optimize frequency {wavelength} to yield acceptable S/N ratio
together with good flaw reso?utian,(zg'a‘?’ 13.4.8) Higher frequen-
cies increase noise and decrease S/N; lower freguencies {<l MHz}
decrease resolution. Optimum ranges 1 to 2.25 MHz,
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¢ ise short broad-band pulses Lo reduce scattering, improve S/N, reduce

false Sigﬁa]s,(lg'z'ﬁv 13.4.7, 13.4.6}

Low-puise iengths vreduce
scattering thereby improving SiN; e.g., a tenfold reduction in pulse
iength Jmproves SN about 10 48, Increased bandwidth reduces false
signals becsuse of shorier signal Limes; this approach also reduces
signal amplitude.

» Use controlied shaping of the transducer acoustic field to reduce

grain scattering {(beam fcausséng}¢{23’2'5’ 13.6.7, 13.4.8)

o Uotain acoustic and eé?ctrica§ matching of transducers ang flaw
detector ({jlja] p{‘ghe} n 13.4 .?J

3
e Utilize signal processing to increase $/N ratio, (13:4.7)

bse
variable freguency and bandwidth transmitier pulses. dse signal

averaging as an inverse filter.

e Uiilize adequate numbers and fypes of reference biocks to provide
meaningful calibration,

In Chapter 6, an extensive program was discussed where six different
eguipment Systems were used on samples with small difficuit-to-detect

(7.5.2,7.5.3)

fiaws., Yince there was extensive coverage n Chapter &, only

those factors periaining to the eguipment will be addressed here,

A rank ordering of the various types of UT equipment, together with tneir
pevcentage of success in detecting the defects, i3 shown in Table 7.5.2.

TABLE 7.5.2. Relative Reliability of Detection of Systems

ta Multinle beams - shear and longitudinal waves H2%
1p Muitioie beams - shear waves 6%
Za Short puises - shear waves /3%
Zh Short pulses — longitudinal waves 39%
3a Restricied beams - focused probes 58%
3b Restricted heams - pitch-cateh probes 58%
4 Phased arrays hiZ
5 Controlled signals 39%

Spatial averaging —
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The percentage values in that table are based on tests on several stainless
clad stainless plates that were relatively thin 30 they do not vepresent the
situation in thick-cast stainless sections; however, they permit a ranx order—
ing for purposes of discussion.

7.5.3,1 The Muitiple~Beams Technique

{7.5.2) It

was deveioped especially for the detection of IG6SEC in piping and for weids and

The multiple-beams techniquas has been discussed hy Gruber,

heat-affected zones in cladded piping. The MBT approach was aimed at solution
of the low S/N ratio typical of ¢lad-base metal interfaces in austenitic pip-
ing. Two areas were attacked as noted in Table 7.5.3. The actions cited in
Table 7.5.3 are in their suggested order of implementation. Mode Il 1s used
to kesp false alarming to acceptable jevels. In essence, a suspicicus indica-
tion in Mode 1 is considered unconfirmed until checked in Mode II. Fig-

yres 7.5.%1a and b itiustrate the two modes of pgperation with the multipie-beam
technique, In HMode 1 a parailel cambination of tests using sither Sa or Sb are
designed to increase defect detection reliabitity, 1In Mode 11 2 series combi-
nation of tests using Sa {or Sb} and L, is designed to increase the
probability of correct rejection,

The prabes shown in Figure 7.5.1 are inclined to one another by less than
10°. They are highly damped pulse-echo types. Probe Bfs angle is larger than
the critical angle for longitudinal waves in austenitic materials (~297) so it
transmits only a standard 45° shear wave. Probe A has an angle <29 so ft
transmits both a shear and & longitudinal wave. The inclination {<10°) permits
an overlap of the two probes at a selected depth such as the ianer bare clad-
ding of large diameter piping,

The size of lucite wedge and probe characteristics were optimized to opti-
mize real-time waveform processing both diveciional averaging and spatial fil-
tering. No single frequency was considered optimum for speciral averaging so a
split-spectrum processing approach was used.

The MBT was optimized for detection of flaws at a clad-base metal inter—
face where the cladding was on the far surface., Some examinalions through
ciadding indicate that MBY is appliicable to thick ssctiens typical of reactor
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TABLE 7.5,3, Modes of (peration and Salient Features of the Multiple-Beam-Aingle {MBA)

Crack Detector {"Multiplie-Beams Technique,” MET;

Inspection Uperation Featuref/Process Io
Made When Act ian Achieve Purpose Purpose
[* Prior to Pulse Pulseshaping and 1, Short Pulses Minimize volume and
Transmission Beamforming ¢, Multiple Beamgia) surface reverberation
Following Waveform 3. Multiple Bands(?l! Control frequency
Waveform Processing Spectral Averaging
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pressure vessels indicating it may be applicable to the detection of cracks
under the cladding. Therefore, MBT needs to be considered as an option for
section 7.6. While the MBT system has been used to a limited degree on thick
sections of cast or wrought austenitics, it should be capable of optimization
to be equal to or better than simpler systems. The ability to resolve the
attenuation problem depends on probe and equipment optimization rather than

technique.
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7.5.3.2 Short Pulses

Short pulses represent an improvement for any of the equipment. In the
simple pulse-echo single-probe system, results in Table 7.5.2 indicate that
shear waves performed better than L-waves; however, the thin section, prepon-
derance of wrought stainless, and defect locations were factors. In thicker
sections, particularly through coarse grains, the longitudinal beam would be
preferable.

A possibility permitting the advantages of L-waves higher velocity and
S-waves detectability is through use of electromagnetic acoustic transducers
(EMATS) to generate horizontally polarized shear waves. As noted in Chap-
ter 13, shear waves polarized in this plane are comparable to L-waves. The
velocity is nearly double and the wave length halved for the same frequency.
For example, at 1 MHz the polarized shear wave A = 4 mm versus x = 2 mm. This
longer wave length reduces the scattering coefficient by nearly a factor of 16.
Unfortunately, experimental results established that the oriented austenitic
alloy rotated the beam so that the horizontally polarized was shifted to verti-
cally polarized.

The status of probes for UT of coarse-grained austenitics is included
here, recognizing that the comments are generally applicable to all pulse-echo
equipment. Many claims have been advanced and a wide variety of probes have
been developed, incorporating characteristics such as rapid ring down, narrow
lateral beam, etc. Even so the current situation is exemplified in one study.

A limited study using 1- to 2-MHz refracted L-waves was conducted on five
different probes:
1. K.B. Aerotech 45° f ~ 50 SEL

2. Vincotte 45° f ~ 85 SEL
3. SRI 45° SEL
4, RTD 45° £~ 25 SEL (broad band)

5. R SEK-2 f ~ 12 for surface defects

A section of cast austenitic ~60-mm thick with a weld in the center was
used. This material was known to have poor acoustic properties. Side-drilled
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holes were located at 1/4 t, 1/2 t, 3/4 t in HAZ plus notches. None of the
probes was considered to be adequate. None could detect the rear corner of
the block.

The preceding is typical of other studies. In the thicker sections of
coarse-grained castings attenuation is very severe even with optimized probes.

A study by Kupperman et a1.(?‘5'5) concentrated on conventional pulse-

echo equipment. Samples were 4-, 10- and 26-in. (102-, 254-, 660-mm) 304 SS
schedule 80 piping containing a variety of artificial defects such as EDM
notches, saw cuts, and drilled holes. The notches were transverse and longi-
tudinal as well as being slanted and skewed. These defects were in both welds
and wrought material., Also there were intergranular stress corrosion cracks
in some HAZs.

A large test matrix was utilized including pulse-echo with focused and
planar probes and pitch-catch. It included three frequencies (1, 2.25, 5 Miz),
two angles (45°, 60°), two transducer sizes (6, 13 mm), and both flat and
curved shoes. A KK Branson Sonoray 303B was used primarily with aerotech
probes. With regard to the equipment parameters the following represent
conclusions:

e Focusing is advantageous for small reflectors plus being less sensi-
tive to variations in flaw slant angle; there was no advantage with
large defects.

e Curved wedges have a slight advantage for small reflectors, none for
large reflectors, and are disadvantageous for skewed defects.

e The larger probe is best for a general scan with the smaller good for
confirmation, provided weld crown does not force use of the smaller.

e 45° beam angle is best if there is no weld crown; otherwise 60° is
the choice.

e 2.25 Miz was best with 5 Miz having high attenuation and 1 MHz a low
S/IN ratio.

e Dual beam was best for skewed reflectors; otherwise they were
disadvantageous.
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The operator proved to be a significant variable. With either 45° or 60°
shear waves, the signals could not be definitely and unambiguously differen-
tialed between cracks and geometrical discontinuities. An operator familiar
with piping could differentiate because of pattern recognition. While the
preceding was an extensive study and provided insights into the effects of some
parameters, its overall scope was too limited to permit broad inferences con-
cerning equipment capability.

7.5.3.3 Focused Probes

Focused probes, either contact or immersion, have been successful in
retaining satisfactory S/N ratios with good flaw detection and sizing. A prob-
lem with the more sophisticated systems is detection to very low levels. A
"dirty" steel presents difficulties in both examination and evaluation because
of computer costs and time. Substantial coverage is given in Chapter 6 to
focused probes. Focusing improves the ratio of reflector to beam diameter.
Since this is a squared relationship because the areal relationship is the
important one, major gains in S/N ratios accrue. For example, reducing beam
diameter by a factor of 2 changes S/N ratio 12 dB. A further gain is the
enhanced sound pressure per unit area in the focus region leading to increases

(7.5.1)  uhite the preceding represent obvious

in gain and in sensitivity.
gains, it must be recognized that focused probes must be carefully engineered
for a specific operation and yield data for a given depth only. A one hundred
percent depth examination in a thick section will require a series of probes
each covering an increment of thickness. If the examination coverage is
reduced (e.g., concentrating on the region near to the inner bore of a pipe)
the complexity will be reduced.

Yamazaki and Fuji(7‘5'6)

probes. .While such probes have excellent sensitivity, there is no sound theo-
retical bases for handling curved surface aberation and real-versus-apparent

examined factors influencing angle-beam focused

transducer locations. For example, wedge shape is a significant factor in
controlling and reducing the spread of the reflection signal. In particular,
studies are required to better predict behavior of 70" probes. These most
definitely are not off-the-shelf items.
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7.5.3.4 Pitch-Catch Probes

Pitch-catch probes usually are considered in the context of separate
transmitter and receiver probes; however, a special case is the signal compo-
nent transmitter-receiver representing a special subset of conventional pitch-
catch. Wistenberg et al.(?‘s‘?) discuss pitch-catch, tandem, transceiver
angle and inclined longitudinal waves transmitter-receiver approaches. Fig-
ure 7.5.2 permits a comparison of these various techniques.

Basically T-R probes examine a region where the beams cross, which can be
quite small so the S/N ratio is not adversely affected. Since there are both
axial and transverse decreases in "grass" there will not be an overall improve-
ment in S/N ratio. T-R probes have a further advantage for coarse-grained
materials. While multiple scattering and reflection at big grains near the
transmitter are detected and measured with the usual pulse-echo equipment, T-R
probes do not pick up these grains. Figure 7.5.3 compares T-R probe, focused
beam and pulse-echo in an austenitic weldment illustrating the decrease in
background noise.

i R
) Y
.
1
R
R
SINGLE-ANGLE-PROBE TECHNIQUE TANDEM-TECHNIQUE PITCH-CATCH METHOD
NORMAL-PROBE
ANGLE-PROBE (LONG, WAVES)
o \ /
DELTA-TECHNIQUE WITH SCATTERED DELTA-TECHNIQUE WITH
WAVES (LONG. -OR TRANS, -WAVES) MODE CONVERSION FOCUSSING-PROBE

FIGURE 7.5.2. Methods of Ultrasonic Testing for Internal Defects

7:58.15



TR-PROBE FOCUSED BEAM
60° 2 MHz-L 60° 2 MHz-L
1.20 150 |
[
S 0.8 [ 100
Li-. L]
Q
S 040 |- 0.50 |-
0.00 |- 0.00
| | | L 1 1
0 A 0 60 80 0 2 0 60 8
DEPTH (mm) DEPTH (mm)
10 10
| PULSE-ECHO | PULSE-ECHO
| 60° | 60° 1 MHZ-T
8 [ 2.25 Mz 8

ECHO HEIGHT

0 20 40 60 0 20 40 60
DEPTH (mm} DEPTH (mm)

FIGURE 7.5.3. Comparison Between Different Ultrasonic Techniques for
a 3-mm ¢ Side-Drilled Hole in an Austenitic Weld

As with other systems, there are minuses balancing the pluses with T-R
probes. A definite plus is reduction in background noise in coarse-grained

(7.5.8)

austenitics; however, Bowker cites the following definite minuses for

the specific system:

e T-R has poor sensitivity very close to the surface due to beam shape
which is a product of both transmitter and receiver. Only the edges
of their fields overlap resulting in a low sensitivity. Of course,
single-probes are poor in this region too.
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e T-R probes are poorer than single-probes at longer ranges; one reason
is that in T-R probes pulse length increases away from the beam axis
which is exaggerated in T-R probes.

e At all ranges, single-probes are more sensitive than T-R probes.
While toe-in improves T-R probe sensitivity, it leads to higher side
lobes yielding forked beams at the longer ranges.

e T-R probes usually are better on rough surfaces because the plastic
mount has lower acoustic impedance and accommodates itself to the
surface. Single-probes typically are hard-faced so coupling is poor.

e With curved pieces (e.g., piping) where the probe must be contoured
to the surface, internal echoes improve single-probe short range
performance.

e Flaw orientation is a factor; for example, with T-R probes defects
parallel to the beam are more detectable than those normal to the
beam.

Licht and Ha]]ett(7'5'g) discuss the pitch-catch technique generally,
Figure 7.5.4 illustrates the shadow technigues to assist in locating a flaw.
The authors have used this technique to monitor fatigue crack growth. The tan-
dem technique represents a special case of pitch-catch. Tandem is required for
reactor pressure vessel examinations in Germany on the basis of its greater
reliability in detecting flaws normal to the surface.

7.5,3.5 Phased Arrays

Phased arrays represent a special case, covering pitch-catch, focused,
etc. Discussion will be deferred to 7.6 where the application is more obvious.

7.5.3.6 Controlled Signals

Controlled signals (CS) incorporate the short-pulse characteristics, and
have been recommended for use in austenitics as noted in Table 7.5.2, They
performed relatively poorly on small defects. This was attributed to the man-
ner of producing the CS which resulted in an increase in pulse duration con-
commitant with the generation of a narrow-band pulse. Another factor is that
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coarse-grained materials act as a "stop-band” filter essentially removing some
frequencies. The optimum fregquency for detection of one flaw could be substan-
tially different for another.

7.5.3.7 Spatial Averaging

Signal and spatial averaging have not been successful for flaws comparable
in size to grain diameter since the signal is buried in the noise. However,
signal averaging, of which spatial averaging is one form, has been quite suc-
cessful for other cases; e.qg., dR > d.. A paper by Kraus and
ﬁoebbe]s(?'S'lo) describes the various signal averaging techniques. In
essence, averaging attempts to vary the interference resulting from grains and
grain boundaries while keeping the flaw signal constant as a first approxima-

tion. The pros and cons of the averaging techniques follow:

e Spatial averaging is based on limited probe movement (<0.3 mm = ASTM
G.S. 1) which changes the scattering signal without changing the

reflector signal providing dp >> dg.

e Directional averaging occurs when the angle of incidence is changed

slightly (~1°), leading to a change in scattering volume and improved
SNR.

e Frequency averaging results when the pulse frequency is changed
electronically for fixed probe and angle positions. This can be done
with broad-based transducers excited with short pulses. Change of
~0.1 MHz will change the signal drastically.

e Analog and digital averaging are the two processes for signal han-
dling. While digital requires more sophisticated electronics, it is
preferred to analog because of the sensitivity of analog to coupling
variability which biases the signals. Digital sums effects in the
scans and coupling so that coupling will have a general not a local
effect.

e High-frequency signals may be used or they can be rectified. With
rectified signals, all those above zero are averaged while both
positive and negative signals are averaged in the high frequency
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case yielding a signal going to zero on averaging. While the high
frequency case yields a better SNR, it only applies at limited phase
shifts of the reflector signal (~0.1 x). For greater shifts reflec-
tor amplitudes also go to zero. Therefore, taking this factor plus
the affects of specimen surfaces into account, rectified signals are
preferred,

Linear or exponential averaging are options. With slower averaging
processes, exponential averaging may be the choice; each A-scan is
given a varying weighting factor which is an advantage with linear
movement, With fast equipment a straightforward averaging of all
data occurs which is the preferable approach. .
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7.6 EQUIPMENT FDR DETECTING AND SIZING UNDERCLAD CRACKS

Pressurized water reactors (PWRs) in most countries are nondestructively
examined inservice from the inside because of lack of access to the outer sur-
face. This discussion will assume single-sided access which represents a more
limiting case than examination from both surfaces. Factors adversely influenc-
ing detection of cracks immediately below the cladding include the following:

e surface roughness or waviness of cladding, particularly with contact
probes.

® coarse-grained dendritic structure of cladding causing beam attenua-
tion, skewing or bending.

e relatively rough austenitic clad-ferritic vessel interface increasing
the background noise.

e location of hypothetical {or real) cracks immediately below or even
slightly in the cladding; this near-surface region is a "dead zone"
for many UT techniques.

® choice of technique.

7.6.1 Rayleigh Waves

The pros and cons of using Rayleigh waves to detect and size cracks below
cladding was discussed in Chapter 5. Hudgell(s‘s‘s) discussed three
approaches: 1) transmission around a defect; 2) mode conversion at the defect;
and 3) acoustic spectroscopy. All are sensitive to surface finish, something
that will vary widely from PWR to PWR, particularly in older plants. The fact
that the cracks are not surface-breaking and are expected te be quite tight
virtually eliminate a traditional Rayleigh approach. Changes in frequency
might be beneficial; however, surface and interface roughness represent limita-
tions. Since other techniques discussed in this section are state of the art
without suffering from these limitations, Rayleigh waves will be designated as
not practical at this time.
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7.6.2 Focused Probes

The use of focused probes has been discussed in sections 6.2.3 and
7.5.3.3. The technique has been used extensively in France on PWRs including
specific applications to the detection of underclad cracks. Optimizing probe
design for the region immediately below the cladding is state of the art; a
combination of probe angles would be preferable to enhance the probability of
detection of cracks in the clad zone.

Computer storage of the examination data probably would be necessary to
permit completion of the examination in a reasonable time with analyses
deferred. Typically, everything above background is analyzed, which means
that a "dirty" steel could pose substantial problems. This occurred in the
PISC~I exercise where the sheer number of signal emitters tended to overwhelm
the electronics.

Immersion probes are less sensitive to surface variability than contact
probes so they may be the preferred choice in some PWR vessels. Immersion
focused probes are considered to be an excellent option for detection and
sizing of underclad cracks.

7.6.3 Inclined Longitudinal- or Shear-Wave Probes

Underclad cracks have been detected successfully using 70° longitudinal-
wave transmitter-receiver (T-R) probes.(?'a'l) While the technique was used
manually, it could be modified for automatic application. This technique as
well as immersion focused probes, was used in France to detect the cold cracks
occurring in steam generator tube sheets or PWR nozzles. These clad cracks
usually were oriented normal to the clad/base-metal interface.

Two T-R probes were selected:
e BAM SE 70 L2 150
e Sonatest SE 2.25 MHz T-R; 26° in a shoe.
Both were optimized for a depth of 8 to 10 mm. A two-stage process was used
consisting of using these probes to detect anything at or less than the clad-
ding thickness, and then using a KK 0° SEB 4 KF 8 probe set at 50% reference
level to confirm the indications, including those at d > cladding thickness.
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Detection from a smooth surface was very good--defects 0.7-mm deep by
5-mm long were detectable. Supposedly, extensive statistics exist confirming
the detection reliability; however, these statistics are not in the public
domain at this time (early 1982).

Discussions in section 7.5 relevant to short-pulse shear waves(y's'a)

would indicate that they might be a viable option to 70° longitudinal waves;
however, there appear to be no conclusive experiments establishing the relia-
bility of high-angle shear waves for the detection of underclad cracks.

A special class of T-R's is the multiple-beam technique discussed by
Gruber.(?'s‘z) This technique has been applied to the specific case of
underclad cracks in thick steel sections and was successful in a limited
test. Since the technique can be optimized for angle, frequency, and wave
form, its success isn't too surprising.

Another approach that is not state of the art appears to have potential
both for detecting underclad cracks and for examining cast austenitic sections.
Horizontal shear waves were discussed at some length in Chapter 13 where their
advantages over both vertically polarized shear waves and longitudinal waves
were cited. The problem has been in their generation. Recently, electromag-
netic acoustic transducers (EMATS) have been developed to the point that their
general applicability can be examined. A study by Fortunko and Lawrence(7'6'2)
cited some pluses for their use:

e specular reflection from planes containing the direction of particle
displacement

e generation in any direction lying in the suggested plane with equal
efficiency

e inherent discrimination against Rayleigh, longitudinal and shear
waves '

e absence of mode conversion,

Since they are a noncontact system, surface roughness is less significant;
they can be used either in the pitch-catch or pulse-echo mode and both fre-
quency and beam angle are variable over a substantial range.

7.6.3



The direct application of EMATS to the underclad cracking problem has not
been reported; at least no source is known; therefore, its potential awaits
future studies.

7.6.4 Crack-Tip Diffraction Techniques

The crack-tip diffraction technique has been discussed in Chap-
ter 6.(5‘2'13’ 6.2.14, 6.3.1) Go1an's(6'2'13) paper cites some inherent
problems with crack-tip diffraction that are particularly applicable to exami-
nation through cladding for cracks at the interface. Factors influencing S/N
ratio adversely, include crack closure, grain boundaries, grain size, macro
inclusions, etc. One directly relevant is the problem of front surface reso-
lution. The resolution is limited by the index of the transducer defined as
the distance between the exit point of the central beam and the edge of the
transducer. The smaller the index, the smaller is the undetectable depth or
"dead zone"; however, below a certain index size, a strong surface beam will
be scattered from the edge of the wedge, leading to a deterioration of front
surface resolution. For a layer of 5 to 10 mm the wedge angle should be
selected to avoid propagation of surface longitudinal waves which mask the dif-
fracted signal. Resolution in this zone can be improved by using shear-shear
waves rather than longitudinal-longitudinal waves. For example, 2.5-mm deep
slits were sized to an accuracy of 15% with S-S waves,

The preceding comments relate to the zone immediately below the surface;
however, the effects of cladding on the reliability of this technique is not
known. While it may have potential, the creeping wave procedure discussed next
has been applied to detection of underclad cracks with considerable success
making further evaluations of crack-tip diffraction somewhat marginal.

7.6.5 Creeping Longitudinal Waves

Wiistenberg et a].(7‘6'3) reviewed the various UT techniques available to
detect defects in the near-surface region. These techniques are contained in
Table 7.6.1. Most of the techniques cited have been discussed in sections 7.5
and 7.6 or will be discussed in 7.7, Emphasis is given to longitudinal creep-
ing waves for the detection of cracks. Other techniques discussed in sec-
tion 7.7 could be used for sizing. Unlike Rayleigh waves, creeping longitudinal
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TABLE 7.6.1. Near-Surface Inspection by Ultrasound

Analysis
Detection (e.g., crack depth)
Physical Phenomenon Bulkwaves (corner effect, Spectrum of delaytime

crack-tip diffraction)
Crack-tip diffraction
Guided waves {Rayleigh,

creeping L-waves, S.H.) Shadowing by cracks
Imaging
Special Techniques Focused sound fields Frequency Analysis
TR-probes Holography

Focused fields

Practical Limitations Surface conditions
Waviness, Roughness, Cladding, Access
Coarse grained materials

Geometry

waves (and shear horizontal waves) only excite tangential movement at the sur-
face rendering them less susceptible to surface roughness.

Detection of cracks either in the cladding or in the clad/base metal
interfacial region are influenced by interface noise and dendritic structure.
The creeping wave can examine the surface region and be optimized for the
interface region according to the authors.(7'6'3) Unfortunately, no defini-
tive data appear toc exist on the reliability of detection of underclad cracks
with creeping waves. They have been validated on slits, etc.

Figure 7.6.1 illustrates the near-field and far-field patterns for creep-
ing waves. A definite limitation is the relatively short distance between
probe and crack permissible for detection because of the rapid decay of signal
noted in Figure 7.6.1. An unknown is the effect of cladding thickness on
detectability of underclad cracks.
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FIGURE 7.6.1., Directivity Pattern and Distance Law for Creeping-Wave Probes

Both wedge angle and transducer size are parameters influencing creeping-
wave signal amplitude. For example, Figure 7.6.2 covers two cases. An
increase in transducer diameter increases creeping-wave amplitude. The wedge
angle is optimized for total reflection of the longitudinal wave.

Some idea of the ability of creeping waves to detect inclined surface
defects is given in Fiqure 7.6.3 for 1.5 and 2.5-mm deep cracks. As noted,
the 1.5-mm crack at angles as great as *20° is still detectable at S/N ratios
near 20 dB.

While creeping waves appear to be a powerful tool for underclad cracks,
experiments specific to the problem are needed to confirm their use.
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ft EQUIPMENT FOR SIZING AND LOCATING DEFECTS

While some systems are equally capable of detecting, sizing and locating
defects, only a very few can be applied to a variety of materials to detect
flaws in the near-, far- and mid-surface ranges. If the economics of large-
scale examination are considered, the options are further limited. Probably,
only focused probes meet these criteria for reactor vessels and no system is
believed to meet all requirements for austenitic piping.

Possible choices include acoustic holography, SAFT-UT, focused probes,
shadow techniques utilizing pitch-catch probes, and crack-tip scattering or
diffraction as a special case of pitch-catch.

Wistenberg et a].(?'G'B) discusses the accuracy of various sizing tech-
niques. Figure 7.7.1 illustrates the relative accuracy over a range of thick-
ness for holographic single and tandem probes and focused tandem probes,
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FIGURE 7.7.1. Accuracy of Imaging Techniques
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Figure 7.7.1 is valid for cracks with different orientations providing shadow
techniques are applied. Otherwise, there is a definite loss in accuracy of
sizing.

Wistenberg and Erhard(?‘7‘1) provided an excellent overview of various
techniques used in detection and sizing. Table 7.7.1 provides a comparison of
the various parameters determined by each UT technique., Included are such
parameters as probe position, beam direction, echo amplitude, time-of-flight,
phase and pulse shape or spectrum.

Figure 7.7.2 complements Figure 7.7.1 by illustrating the range over which
imaging techniques are valuable. Very small defects may be sized using DAC or
DGS; large defects can be handled by procedures based on dB drop when sizing

TABLE 7.7.1. Sources of Information for Evaluating UT Indications

PROBE BEAM PULSE SHAPE
TECHNIQUES POSITION | DIRECTION AM?LT?UDE T;SEP?TF PHASE OF
; SPEC| MEN
DAC OR DGS
(AVG) METHOD o ® »
ECHODYNAMIC
PATTERN (HALF VALUE e ® ®
AND OTHERS
COMBINED
°
EVALUAT ION ® e (@) ()
FOCUS -PROBES & @ @ (@) (@)
AC HOLOGRAPHY ° ° °
SYNTHETIC
APERTURE b 2 . »
SHADOW TECHNIQUE
PITCH AND CATCH ° ° ° ® °
SCATTERING
PATTERN
RECOGNITION & ® @
(ALN etc. )
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FIGURE 7.7.2. Range of Applicability for Conventional Ultrasonic
Flaw Sizing.Methods

errors represent a small fraction of the overall size. In the fracture mechan-
ics context the unhatched zone of Figure 7.7.2 represents the region of major
concern.

Mundry et a].(7'?’2) critically compared ultrasonic pulse spectroscopy,
acoustic holography and focused probes. Deconvolution techniques for NDE such
as applied to phase spectrum data derived from acoustic spectroscopy and holo-
graphy were in their infancy at the time of the paper. Table 7.7.2 presents
the inherent limitations of the three techniques in terms of lateral and lon-
gitudinal resolution and usable depth range.

7.7.1 Acoustic Holography

Depending on the smoothness or roughness of flaw surfaces, the UT signal
may be more specular than diffuse so resolution will be fair. A basis of com-
parison would be UT C-scan, with holography having better resolution. Longi-
tudinal resolution is very poor; however, some improvement is possible with
shorter pulses. Lateral resolution is about 2.5 mm. These latter characteris-
tics are defined more quantitatively in Table 7.7.2. As noted in Figure 7.7.1,
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TABLE 7.7.2. Comparison of Analyzing Performances: Holography, Focused Probes, Deconvolution

Parameter Holography Focusing Probes Deconvolution
Lateral Not yet defined
Resolution:

ALx A= b A+ b
min L ﬁo
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Resolution: can be used for depth maximum frequency in
2 discrimination the spectrum of the
I @ el DY o 1 signal
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L
Usuable Far field
depth range
s (.b_)z. S,
Not yet defined 0, (1 +p22eb
D !



single-probe holography has inherent limitations in resolution of defects at
~5 ». Figure 7.7.2 compares holography in the single-scanning probe with both
scanning and illuminating probes in the shadow technique. In addition, the
tandem focused-probe technique is illustrated.

Acoustic holography offers a promising approach for flaw sizing. The poor
resolution along the beam represents a limitation since that is a critical
dimension in flaw sizing for fracture mechanics. There is a more extensive
discussion of acoustic holography in Chapter 6.

7.7.2 Focused Probes

Focused probes have been discussed extensively in Chapter 6 and elsewhere
in Chapter 7. They represent a complex system requiring computer storage.
They have been used extensively in the laboratory and in the field in France
with considerable success. A decision to use focused probes for inservice
inspections of pressure vessels would be a substantial one for an organization
unfamiliar with their use. They can yield excellent results for fully auto-
mated examinations; however, the implications of access, cleanliness or dirti-
ness of the steel, etc., all would require consideration.

The systems can be considered to be state of the art, albeit quite sophis-
ticated. Attention is necessary to establish a family of the ranges of focused
probes to ensure coverage through the wall. An alternate approach might be to
optimize focused probes for the near- and far-surface regions and depend on
conventional probes to cover the central 50 to 70% of the wall.

7.7.3 Synthetic Aperture Focusing Technique (SAFT-UT)

SAFT-UT requires a very sophisticated computer system to analyze the flaw
data. To date this has meant the procedure was quite slow. The procedure is
discussed in more detail in Section 6.6.3. Current efforts are to increase
scanning speed, hopefully by at least an order of magnitude. In contrast to
acoustic holography, SAFT-UT has simultaneous high lateral and longitudinal
resolution (=1 1»). The following are other characteristics:

® high signal-to-noise ratio
e wide beam-width insonification (multi-angle)
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e wide bandwidth insonification (multi-frequency)

e inherently quantitative and volumetric.
While SAFT-UT has obvious advantages, it requires further field development.
It is not the type of a unit one would take into a nuclear reactor; at least
in the current form.

7.7.4 The Amplitude-Locus-Time (ALOK) Technique

ALOK is derived from Amplituden und Laufzeit Ortskurven. It was developed
for use in the NDE of reactor pressure vessels. The principles of ALOK are
given in Figure 7.7.3. Data are collected from pulse-echo, or tandem, at vari-
ous angles (0, 45, 60, etc.) and transit-time locus or amplitude locus curves
are generated. The basic aim is to minimize noise, thus enhancing the S/N
ratio, plus reconstructing and characteriziing flaws through analyses of the
transit-time data. In essence, ALOK does the following:

e eliminates noise by forming transit-time locus curves
® permits reconstruction of flaw position and boundary
e classifies flaws as planar or volumetric.

While the ALOK is appealing, it would be desirable to see more guantita-
tive data. Basically, one is analyzing amplitude data and this leads one to
question the absolute accuracy of sizing planar flaws at various orientations.
In essence the jury is still out,

7.7.5 Phased Arrays

Phased arrays represent an option providing more flexibility than simple

pulse-echo techniques. Basically, phased arrays provide three basic functions:

e electronic beam steering

e variable focusing

® side-lobe suppression.
Table 7.7.3 permits a comparison of some of the characteristics of linear,
annular and planar arrays. In essence, they can act as conventional pulse-
echo or as focused probes. In some cases, they can combine the advantages of
opposing techniques without their disadvantages. For example, Gebhardt et
a].(?.?.ﬁa, 7.1.6b) discuss sector scans where the high detectability of a
broad beam can be combined with the high resolution of a narrow or focused beam
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TABLE 7.7.3. Comparison of Some Classes of Phased Arrays

Class Characteristics Applications Limitations Advantages Reference
Linear Sequentially pulsed non- Simple shapes Not for complex Speed (~10) 7.7.4
steered; no improvement shapes; can't
in reliability over produce dynamic
planar transducers focal-point beams
Linear Will generate pulse- ? ? Speed (~100) 7.7.4
(Sequentially echo, isometric,
Pulsed) volumetric imaging
(holograms)
Annular Can focus along Cannot steer Flexibility 7.7.5
transducer ¢ of f-axis if
unsegmented
Planar Combines characteristics Detection Complex electronics; Speed T F.D
of annular and linear and Sizing expensive; cumber- Flexibility

arrays without their
disadvantages
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without the disadvantages inherent in each; namely, low resolution in broad
beams and low detectability in narrow beams. Sector beams can sweep across a
region while retaining the characteristics of a narrow beam,

(7.7.6b)

Another option is the compound scan where linear probe movement

plus sector scanning yields three options:

e sector display which has the possibility of distinguishing between
volumetric and planar defects on the basis of amplitude and angle

e compound scan amplitude curves (VAOK) which relate maximum amplitude
to probe position, thus eliminating probe characteristics and defin-
ing flaw orientation

e superposition of sector display on a storage display (VSB), permitt-
ing a comparison of data at several locations and angles to allow an
integrated evaluation of defects.

A combination of array, together with the manipulation of the data through
sector display or compound scanning, should lead to increased detection with
the possibility of determining flaw size and orientation. In the more sophis-
ticated arrays most other UT techniques can be duplicated.

7.7.6 Crack-Tip Diffraction

12.14) and by

Crack-tip diffraction has been discussed by Silk(ﬁ‘
Golan.(6'2'13] Chapter 6 has a discussion relevant to the applications, and
Chapter 7 discusses pros and cons of the technique. (ir'uber(s':"”I in Chap-
ter 6 discusses the Satellite Pulse Technique which represents a special case
of crack-tip diffraction. Since time delay can be measured with a high degree
of accuracy, it represents a fairly accurate method of crack sizing, providing
the signal is detectable. In certain applications, crack-tip diffraction
represents a viable option being simple and reproducible. However, it has
limitations if there is a residual compressive stress field in the region of

the crack.

7.7.7 A Combined Imaging System
1 o s Ak

Schmitz et a
detection, sizing, location and orientation in the context of a fracture

reviewed the requirements with regard to flaw
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mechanics analysis of a structure. They reviewed various sizing techniques.
In essence they are divided into two phases for NDE. Phase one relates to the
detection of flaws with some form of conventional UT, possibly supplemented
with techniques such as ALOK. Phase two consists of sizing by the most appro-
priate imaging technique.

Their approach was the development of a very flexible system permitting
the use of T-R probes, either planar or focused, or linear array operating in
a rectangular coordinate system. Once a defect is detected it can be evaluated
holographically or signals can be processed to generate amplitude-locus curves.
Another option is to conduct acoustic spectroscopy, permitting analyses in both
the time and frequency domains.

As a concept the approach is attractive. It appears to have sufficient
flexibility to permit selection of the optimum technique for sizing once a flaw
is detected. However, more work is required to establish whether there are
inherent limitations in the technique.
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7.8 CONCLUSIONS AND RECOMMENDATIONS

Several of the techniques described in this chapter appear to have the
capability of detecting flaws with acceptable reliability under general or
specific situations, such as in a given geometry and material, or in a specific
location such as under a cladding. Once detected there appear to be options
for sizing and locating flaws either generally or specifically. Unfortunately,
no single technique appears to provide all the answers. Perhaps the closest
for the reactor pressure vessel case is a focused probe system optimized for
the specific geometry.

Table 7.8.1.is an attempt to provide a comparison of the strengths and
weaknesses of the various sizing techniques. Most of the parameters were taken
from the paper by Schmitz et al.(?'y'?) Unfortunately, many of the answers
are highly subjective and subject to disagreement. If considered in a compara-
tive sense, the table permits an assessment of the stong and weak points of the
various techniques. In that context it may prove valuable. At this time
focused probes and acoustic holography are viable options. Phased arrays in
time should be able to duplicate both and take less time. Deconvolution of
phase and spectral data has the potential for providing the most accurate
information; however, it requires more development, as does SAFT-UT.

Both ALOK and pattern recognition techniques are sensitive to signals and
signal recognition. Both use amplitude as a major parameter,

7.8.1






TABLE 7,8,1,

Comparison of the Abitity of Various Sizing Techniques to Accurately Size Defects, Based on Meeting Certain Parameters

Focused
Acoustic Holography Probe Phased Arrays Patiern Crazy Tip Diffraction Acoustic Spectroscopy
Faramster _ Single Probe Dual Frobe Dual ALOK SAFTWUT Linear Circular 3-1 Recognition e.g., Sateilite Pulse Deconvo lution

Reliability of Method Fair Fair Fair-Good 7 Fair-Good Fair-Poor Fair-Poor Good Fair Fair-Good Fair
Ability to Recognize  Foor Fair Good Good Bood PooT Paor Good Fair-Good No ?
Form Echoes
Laterail Resgiution Good _ Good Good ? Good Fair Fair Good Fair Good Goed

{~2.5 mr)
Axial Resolution Poor Foor Good ? Good Foor Good Good PFror Good Hood
Classification Foor Fair Good Fair-Good Good Fair Good Gaod Fair-Good Ko Good
Volumetric Versus
Planar Defects
Correct Sizing Fair«Poor Fair-Good  ~1 A ¥ Good Poor Good Good Poor Good to ~1 mm* hood
Currect Orientation Poor Fair Fair-Good Fair Good Poor Fair Good Foor Fair ?
{omments Irtherent Pravides Accurate K Reguires  Essentially Similar Very Good for Stress Figld Can Assumes Agcurate

Limitations  Viahie Sizing Yory Puise-Eche to Flexible Repetitive Adversely Affant Hand 1ing of

i Wave Approaches Requires Sophigsti- Focysed pefects, Reliability ang Deconvolution to

Langtn to Sizéing  Correcting cated Proba Unceriain Sizing Aohteve Answers

re Sizing for Beam Computer for Non-

Diametler Setup Reproducible
Defects

Appiication Through ? ? Good ? ? Poor Good Good foor ? ?
Ciadding for Near-
Surface Cracks
Application to last ? ? Fair-Good Poor ? Poor Fair Good Faor Paor ¥

Siainless Steel and
55 Weldments
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CHAPTER 8

FLAW DETECTION AND SIZING -~ THEORETICAL BACKGROUND

8.1 INTROOUCTION

It is not the intent in this chapter to review the broad field of nonde-
structive theory; there are several texts providing such coverage. The follow-

ing boundary conditions have been established to make the problem more
tractable:

e Ultrasonics will be the only nondestructive examination technique
reviewed.

e Geometric effects will be limited to those pertinent to reactor pres-
sure vessels and piping.

e Material effects will consider fine-grained ferritics, clad or

unclad, and coarse-grained austenitics either isotropic or
anisotropic.

e The spectrum of flaw characteristics will be examined, particularly
as they interact with various ultrasonic parameters.

(8.1.1)

Haines and Langston did an excellent job of defining what they

hoped to accomplish with theoretical studies; since a similar goal exists for
this chapter, their objective is repeated here:

The view is taken that "big block" exercises of the PISC type will
never provide sufficient data on which a statistical assessment of
crack detection reliability may be based. The alternative approach
proposed in is that the ultrasonic crack detection process can be
sufficiently accurately modelled that the theoretical predictions may
be made of detection reliability and sizing accuracy. The models
must, however, be experimentally verified by both laboratory tests
and by comparison with the detailed results of PISC type exercises.

8.1.1



This represents a laudable goal worth striving for, My subjective judg-
ment is that, given a correctly designed experiment, a statistical assessment
is feasible. Also, I agree with the theoretical approach as it applies to
detection and am sceptical as it applies to sizing.

Several of the chapters contain comments derived from various theoretical
studies; notably Chapters 4, 5, 6, 9, and 13. Some of the more relevant
aspects of these studies will be repeated here to provide a more detailed
presentation.

To reiterate, the scope of this chapter will be sharply focused on aspects
relevant to the optimized UT of piping and pressure vessels to see what theory
offers in new approaches or confirms in current approaches.

One additional caveat exists insofar as chapter coverage is concerned.
In addition to the four boundary conditions given in the first paragraph, the
further limitation is applied of interpreting the information contained in
those available references. If I have misinterpreted the author's meaning, 1
apologize. My intent was to serve as a one-way screen removing information
irrelevant to the boundary conditions and presenting the author's meaning as
clearly as possible in the relevant areas.
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8.2 SURFACE EFFECTS

Extensive experimental evidence confirms the substantial role surface
finish plays in UT examinations. For the purpose of this chapter we shall con-
sider three cases where smooth, rough and uneven surfaces may influence UT
signals:

e the near surface under coupling and immersion conditions

e interfaces such as clad/base metal

e the far surface where geometrical discontinuities can be important.
A fourth case, that of the weld/base metal interface will be considered under
section 8.3 on bulk metal,

Chapter 4 reviews the implications of both surface and component geometry.

Haines(q's'a)

in recognition of surface effects assumed an ideal surface. Silk
and Lidington(q‘s'g) have related surface finish to the relative efficiency of
coupling. As the surface degrades due to roughness, scale, pitting, etc., the
efficiency of coupling may be reduced from 100% to less than 50%. Another
aspect in contact probes is gross surface irregularity such as weld crown. As
a transducer rides up on the crown the signal may be lost due to changes in

couplant layer. Neither of the above lend themselves to definitive theoretical
studies.

The couplant itself can play a substantial role in the response of the
signal regardless of the surface finish., While there are many experimental
studies where coupling played a role, there are relatively few theoretical
studies., Erhard et a].(8.2.1)
study. The model of the wave front can be seen in Figure 8.2.1.

reported on a joint theoretical-experimental

The theoretical model used to calculate the permeability factor is defined
as
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FIGURE 8.2.1. Sound Transmission Through a Coupling Layer Either
(a) by Short-Pulse Transmissions or (b) Pulse-echo

where K = 1/2 012023 exp (i €) exp (-al/2)
9 = RyRyq exp (-al) exp (i6) [exp (fwat) exp-xvat]
h = R,yR,, exp (-al) exp (i8) [exp (-iwat) exp (-xvat)]
21°23
t1 cos 8 CLZ T
2d

0
where 012 = permeability factor from medium 1 to 2
023 = permeability factor from medium 2 to 3
R21 = reflectivity factor at interface 2, 1
R23 = reflectivity factor at interface 2, 3
¢ = phase angle of permeability factor 023
¢ = phase angle of reflectivity factor Ry,
w = angular freguency
v = frequency
1 = path of oscillatory reflection
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Co = acoustic velocity of couplant medium

a = absorption coefficient of couplant medium
tl = pulse length

d = couplant thickness
at = time interval.

It is important to realize that permeability is not being used in the con-
ventional sense. Basically, it is used in the sense of the ability of an
acoustic wave to pass through a membrane such as a coupling layer.

A comparison of transmission and pulse-echo in plexiglass-water-steel
using short pulses is made with the same combination of plexiglass-glycerine-
steel at 0.99 MHz in short and long pulses in Figure 8.2.2. Figure 8.2.3 com-
pares frequencies of 2.0 MHz and 3.58 MHz as well as a general comparison of
frequency.

The immersion case is less affected by surface finish than the coupling
case; however, in a certain range of roughness for a given wavelength there can
be major wave scattering where a water/metal interface exists. This situation
occurs for rough flaws and will be discussed in section 8.5 recognizing that
much that is said there is applicable here. This is particularly relevant to
the rough interface situation.

The third condition often seen in weld counterbore design relates to the
axial position of the counterbore, the angle of taper of the counterbore, and
the weld root condition. The major problem is mode conversion. This can be
established theoretically given the probe parameters and the weld root condi-
tions. Figure 8,2.4 illustrates such mode conversion relationships. While it
is possible to predict that a given geometry will lead to mode conversion, con-

ditions near the weld root are usually poorly known so mode conversion may
occur when it is not predicted.
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8.3 BULK METAL

In bulk metal it is necessary to consider the implications of the follow-
ing cases:
e austenitic cladding on ferritic base metal
e wrought austenitic containing austenitic welds
e cast austenitic containing austenitic welds.
In these combinations the factors of significance are attenuation due to grain
size plus skewing and channeling because of severe anisotropy.

8.3.1 C]adding

No definitive theoretical studies are known relating directly to cladding.
By inference one can apply the commentary pertinent to attenuation and skewing
in bulk material, recognizing that the cladding represents a relatively thin
layer. The implications of attenuation with and without cladding were cited
in Chapter 4 and are repeated here. Figure 8.3.1 (also Figure 4.5.3) indicates
there can be a 25-dB drop through 5 mm of cladding when using a 70° probe at
9 MHz.(4'5‘19)

of cladding. The change in attenuation and skewing are greater normal to the

Any theoretical study needs to consider the welding direction

direction of welding than they are parallel to it. This could be a problem
around nozzles. It is particularly true for 45° probes.

8.3.2 Coarse-Grained Nominally Isotropic Alloys

Attenuation tends to be a more significant factor than skewing or channel-
ing in nominally isotropic alloys. A theoretical study by Atthey(a'a'l) builds
on earlier work of Lipschitz and Parkhomovski (1950), extending their work into
textured or anisotropic materials. He tied his study fairly specifically to
austenitic stainless steel considering both the longitudinal and both vertical
and horizontally polarized shear waves.

One limitation concerns the range of application. The cases
qa > 1 or »1 and ga <1 or <<l

where q is wave number and @ is average grain radius.

9.3.)
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The case ga = 1 is definitely doubtful.

The original assumptions of Lipschitz and Parkhomovski were that
linear elasticity holds

within any grain anisotropy is small

grains are equiaxial

no preferred orientation

e single phase without voids or inclusions.
Attkey's model modified these assumptions to consider some anisotropy within
the grains. His other assumptions were that

e An infinite medium (to simplify math) exists.

e Orientations of adjacent grains are independent.

e 4aq is very small or very large.
The latter assumption divides the analysis into very short or very long
wavelengths.
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Equations in tensor notation are developed in a general form for any grain
distribution and grain shape. He applies them to the case of cubic symmetry
using the elastic constants A and u with values specific to austenitic
stainless steel,

The case of interest was the propagation of a plane wave through an
austenitic weldment. This introduced further assumptions, namely, that

e Propagation occurs in the (012) plane.

e Since the composite structure is anisotropic, pure waves either lon-
gitudinal or shear cannot be assumed; therefore, quasi-longitudinal
(q(l)), quasi-shear (q(z) and pure shear (q(3)) are substituted.

e The orientation of weld metal (ao) about the fiber axis is assumed
small (<20°).

Using these assumptions, equations consisting of a real part representing
wave speed and an imaginary part representing both velocity and attenuation
were developed for the three forms of waves in both the short- and long-
wavelength cases, The following are these final equations:

A 2 B (216 24316,°) o eos™ + (% . %902) sin¥|/1205%¢ 3 (8.3.1)
WL S (ZIcL5+3IcT5) 30,2 + (% " 5902/4) cos?ysin’y]/120m2c.]  (8.3.2)
(3) _ 2.8 (2, 5.3/ 5) (1 T 2,1,)”20 2.8 8
Y =vuw c ¢ g sin 76, COS " Cp (8.3.3)
c(l) ='[(A+2u)lp]112 {1 + (}—e ) cos ? + 12¢ Zsinzwcoszw
(8.3.4
+3 (1-902) sinq"l"]l(x*-zp)] :

c(?) - [ulo]llz [1 + v/16 [4602cos4 + (14-2?902) sinl¥cosy + 4eisinﬁ¥]lu]
(8.3.5)
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c(3) - Lp!p]lf2 [1 + v/16 [4902c052? + (?'eo%) sinz?]fu] (8.3.6)

where v = anisotropy
w = wave frequency

V = average grain volume
Cj = velocity
¢ = angle of orientation of weld metal
p = density
u,A = Lame' constants
¥ = angle related to (012) plane.
The authorts'a'l) states that there is no suitable experimental evidence to

check the values contained within the braces of equations 8.3.1, 8.3.2, 8.3.3.
He cites work of Tomlinson et al.(4'5‘32) who examined cylinders of austen-
itic weld metal and cylinders of single-crystal, Nimonic 80 A to establish the
quasi-longitudinal attenuation coefficient., In such measurements the amplitude
of the transmitted wave depends on both the attenuation in the metal and the
coupling between the cylinder and water. Since the Nimonic 80 A specimen was
a single crystal, there should be no attenuation due to grain scattering and
very little from other mechanisms. However, the signal had the same form and
magnitude as with the weld metal, leading to the conclusion that a significant
portion of the signal was due to effects other than attenuation; e.g., skewing
being a possibility where angular dependence would be important.

Table 8.3.1 contains values of attenuation coefficients for the short and
long wavelength cases. Figure 8.3.2 illustrates the variation in wave velocity
with angle. Both sets of data are in qualitative agreement with Figure 13.4.12
of Chapter 13 which is reproduced here as Figure 8.3.3.

8.3.3 Anisotropy Effects in Austenitic Alloys

Beam skewing and channeling because of anisotropy is treated extensively
in Chapter 13 and 13B. Specifically, section 13.4 deals with the spectrum of
attenuation, skewing and channeling as they pertain to austenitic stainless
steel and Chapter 13B considers wave propagation and velocity in terms of
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TABLE 8.3.1. Some Values of the Attenuation Coefficient
Determined from a Theoretical Model

gng Tave1ength Attenuation Coefficients (nrl)
w=4n x 10 , V = average grain volume, 20° grain scatter

Quasi-Longitudinal Wave Quas i-Shear Wave Shear Wave
0° 1.4 x 1'% 4.1 x 10117 a.1 x 10M4¥
45° 7.6 x 1020 8.8 x 10117 6.3 x 10117
90° 1.8 x 1017 4.1 x 10'19 8.4 x 10'1

Short Wavelength Attenuation Coefficients (nrl)
ag = average grain radius perpendicular to mean fibre axis

Quasi-Longitudinal Wave Quasi-Shear Wave Shear Wave
20° 3.4 x 1045° 1.3 x 1065o 3.1 % 106'0
45° 2.8 x 10330 2.2 x 10° i 4.2 x 10 3,
90° 1.5 x 10‘*5O 4.4 x 105- 4.6 x 10° a

slowness and wave surfaces. With regard to skewing, theory and experiment are
in excellent agreement. Figure 8.3.4 (also Figure 13.4.9) covers the L-wave
case illustrating the agreement between theory and experiment.

With regard to channeling, Kupperman and Reimann(4'5‘27)

cite the guid-
ing of beams from their wave normal typical of the channeling observed by
Yoneyama(4 -5.24) and others.

Rose et a].(8.3.2)

discuss attenuation and skewing behavior in coarse-
grained cast-austenitic alloys that would cast doubt on most theoretical models
insofar as accurate modeling is concerned. They reported local variations in
attenuation with low values 0.4 to 1.0 dB/cm at 5 MHz to high values of 6.2 to

6.5 dB/cm. Often the lows and highs were only inches apart in the material.
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8.4 TRANSDUCER BEHAVIOR

The following is a quasi-theoretical discussion of some factors influenc-
ing beam geometry when decoupled from surface and bulk media effects. Trans-
ducer theory as such is not discussed; only beam behavior as it is affected by

some parameters,

Legge(8'4'1) touched on several characteristics of ultrasonic pulser, some
of which are relatively obvious. These factors are presented in Table 8.4.1.

1_(8.4.2)

Wistenberg et a considered the influence of sound-field geometry

as it influences defect detection. Probes will vary markedly in divergence
ranging from those with large divergence, such as those used for acoustic

TABLE 8.4.1, Factors Influencing Ultrasonic Beam Behavior and Flaw Detection

® A pulse behaves as if it consists of a continuous spectrum of sinu-
soidal waves; as the pulse is reduced in duration the bandwidth
increases.

e Increases in frequency are accompanied by decreases in beam spread.

e A beam will be rich in higher frequencies in the center and high in
lower frequencies at the periphery. Higher frequencies tend to be
preferentially attenuated.

e Far-field beam spread is due to diffraction and will depend upon the
size and shape of transducers and wavelength. Transducer size and
pulse shape can be optimized so that axial pulse shape will not vary
greatly with distance of propagation.

e The signal-to-noise ratio is proportional to the square root of the
bandwidth; therefore, a large bandwidth (short pulse) gives better
results than a narrow bandwidth (long pulse).

e The maximum and minimum in the near field of a long-pulse probe are
greatly reduced in the near-field of a short-pulse probe.

e A disadvantage of short pulses is the reduction in sensitivity accom-
panying damping of the transducer.

® The wider the frequency band the greater the information from a

reflection because such information is the vector sum of all
contributions.

8.4.1



holography, through medium divergence typical of most commercial probes where
aperture angles are 2° to 10° and, finally, to probes with small divergences,
such as those used in focused sound fields. The following compares divergence
as a factor influencing detection:

Probability
Type of of Signal/Noise
Probe System Divergence Detection Ratio Interpretation Costs
Acoustic Large ¥ - + -
Holography
Most Commercial Medium + + 0 ++
Probes
Focused Probes Small - ++ ++ -

+ Favorable; - unfavorable; 0 neither + or -

Another study by Wistenberg et al.(8'4‘3a’8'4'3b) investigated the effect
of transducer size and shape on the sound field of angle probes. A relatively
simple theory permits calculation of the sound-field distribution in a beam
cross section, taking into account such factors as mode conversion at the cou-
pling surface and corresponding point-by-point intensities. Calculated and
measured sound intensity patterns agree semi-quantitatively.

It is possible to use the theory to predict the effective transducer size
of a angled probe as noted in Figure 8.4.1. Figure 8.4.1a presents the model
schematically and Figure 8.4.1b appends the equations used to calculate the
characteristics of the sound field. The suggested approach can be used for a
variety of probes. Reference B.4.3a (in German) develops the mathematics of
the theory more completely than does 8.4.3b.

Schlengermenn(s'q'q) discussed the factors leading to optimization of
probes, specifically focused probes. In essence by following his rules it is
possible to develop an optimized focused probe for any application. While his
comments apply specifically to a transducer with a circular piston oscillator
and a spherical lens, they may be extended to various other methods of forming
focused sound fields as well as to other types of oscillators. Figure 8.4.2
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illustrates the pressure distribution on the acoustic axis for the near field
followed by the focal region. The point of highest sound pressure is taken as
the focus because of ease of experimental identification.

The echo amplitude geometry portrayed in Figure 8.4.2 as a series of dis-
crete peaks in the near field would lead to the conclusion that the near-field
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regions would be unusable. The actual near field varies substantially from
the theoretical. A study by Pasakony,(8'4‘5)
ure 8.4.3, indicates that the near field remains fairly constant. Even the

center dead zone of the transducer is limited to a 1- to 2-dB drop. While Fig-

portrayed schematically in Fig-

ure 8.4.3 is representative of excitation by a shock pulse, it is considered
generally applicable. The scale on Figure 8.4.2 tends to be distorted in tnat
the near-field echo amplitude will be closer to those in Figure 8.4.3 rather
than the 20 to 30 dB noted.

The focal distance (zf) in terms of wavelength and transducer radius
defines the focusing factor Zf which is used to optimize transducer design
for various applications. Figures 8.4.4a and b quantify such factors as focal
range and radius of curvature in terms of the focusing factor. Using the cri-
teria developed in this paper,(a’d‘a) Schlengermann indicated how optimized
transducers are designed for various applications.
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8.5 STUDY OF FLAWS

The ideal situation would be a theoretical approach generally applicable
to real solids that rigorously or exactly modeled the behavior of a defect and
the interaction of ultrasonic waves with the defect. An exact model would
serve as a benchmark for experimental results as well as providing a basis for
comparison of simpler approximate models that are less exact but much less time
consuming.

As will be seen in the following discussion, most exact models suffer from
one or more Timitations and the approximate models are even less exact.

It is not the intent in this chapter to present the mathematical deriva-
tions relevant to theoretical studies of flaws in ultrasonic fields. Rather,
the effort will be in examining the strengths and weaknesses of the various
theoretical developments. The remainder of this section is divided between
models of spherical defects and various planar defects.

8.5.1 Spherical Defects

Tr'ue'l] and coworkers(8'5-1g8-5-2 ,8.5.3)

explored the behavior of
longitudinal- and shear-waves incident on spherical defects. These defects
were assumed to be cavities, rigid, liquid-filled or elastic. Table 8.5.1 sum-
marizes some of the parameters. A spherical geometry was selected because it
permitted an exact solution using spherical coordinates and partial differen-
tial equations. Outputs were scattering cross sections for the various matrix-

(8.5.3) included

sphere combinations. Specific combinations
A spherical cavity in matrices of Al, Be, Au, polyethylene
Al sphere in Ge
Be sphere in polyethylene
Mg sphere in stainless steel

SS sphere in magnesium.

Solutions for cross sections were based on the Rayleigh approximation for
long wavelengths where x >> r. This approximation neglects all terms higher
than second order in la in series expansions of Bessel and Hankel functions.

8.5.1
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TABLE 8.5.1.

Volumetric Defects Analyzed Theoretically

Analysis
(exact or
Defect approximate) Method Assumptions/Comments References
Sphere - cavity Exact Spherical coordinates Infinite Isotropic Linear 8.5.1
- rigid Also Rayleigh Partial Diff. Eq. Elastic medium 8.5.2
- fluid filled Long a Bessel functions Long. and Shear wave 8:5.3
- elastic approximation Both high- and low-
Frequency cases
Diff. Cross Sections
Calculated
Sphere - cavity in Ti  Exact and Cartesian Coor. Isotropic, homogeneous 8.5.4
- cavity in Al  approximate elastic medium 8.5.5
- cavity in SS  (Born) Integral Eq. Volume of flaw bounded
- Al sphere in Ti plus Born Incident wave is a
- SS sphere in Ti approximation monochromatic planar wave
of given frequency and
direction {(a» > r) defined
cross sections of spheres
Curved Interface Approximate Reciprocity Theorem; Isotropic and 8.5.6
Between Two Media Electromagnetic Homogeneous Low and High
theory Frequency (A 2 a)
Born approximation
Right-cylinder Approximate Modified Diffraction Rigid Reflector Immersed 8.5.7

Sphere

Model;
Kirchoff's Theory

in fluid medium;
reflection

Coefficient for

particle velocity, R = -1



(8.5.4,8.5.5) used an integral equation approach to

Gubernatis et al.
derive exact solutions of a sphere in a matrix. Both exact solutions and sol-
utions based on the Born approximation were obtained for the combinations cited
in Table 8.5.1.

the authors rederived the equations of Truell and

In reference 8.5.5,
5.2,8.5.3)

(8.5.1,8. and cite specific errors in some equations. See

coworkers
Appendices A and B of reference 8.5.5.

The work of Gubernatis et al,(3-5.4,8.5.5)

is of particular interest
because the authors apply both an exact and an approximate solution to the
various cases of spheres in a homogeneous linearly elastic matrix. Longitudi-
nal plane waves, shear waves polarized in the X direction, and a right circu-
larly polarized shear wave were considered. Scattering depends on both the
elastic constants and density of the flaws as well as the shape of the flaw.
These parameters can be separated permitting solutions in terms of the scat-

tering of various spherical voids as inclusions for the different waves.

The Born approximation has the advantage of simplicity; however, agreement
with the various cases was poor compared to the exact solutions, primarily
because the approximation does not handle strong scattering in the forward
direction for large values of the wave number times the radius of the sphere.
The relative agreement (or disagreement) of exact and approximate models varied
with similarity of matrix-sphere properties and type of wave.

A more refined approximation is required to handle forward scattering than
the Born approximation; however, this approach handles back scattering well for
complex defects typical of NDE.

While the spherical inclusion does not have much fracture mechanics sig-
nificance, the accurate theoretical benchmarking permits an excellent assess-
ment of experimental errors. Work of Kino(B's'ﬁ) using the generalized
reciprocity theorem and scattering theory is another approximate method to
analyze incident wave behavior when impinging on a defect. Formulas for

focused and unfocused transducers generating incident beams were derived in
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terms of a scattering matrix. No direct comparisons were given in terms of
specific flaws. Both high and low frequencies and the near and far field were
examined,

(8.5.7)

tion of Kirchoff's diffraction theory to derive spherical and cylindrical geom-
etry cases for flaws in a medium. An approximate and a simplified approximate

Haines and Langston used a simplified model based on a modifica-

approach were used to examine amplitude responses as a function of frequency.
The Timitation of the Kirchoff approach will be considered later when discus-
sing planar flaws.

8.5.2 Planar Defects--Smooth

Planar defects represent geometries of significance from the point of view
of fracture mechanics. Factors determining the relative importance of planar
defects include location with respect to the surface, orientation, defect
dimension, and stress field.

Most theoretical models attempting to quantify the preceding factors suf-
fer from a variety of problems. The following discussion will attempt to place
some of these factors in the proper perspective. An obvious problem for theo-

retical models compared to field situations is the marked difference between
idealized and actual values of parameters. Table 8.,5.2 is an attempt to com-

pare differences in these parameters.

A variety of exact and approximate models have been advanced to character-
ize ultrasonic beam behavior with respect to planar defects. Most suffer from
various limitations ranging from relatively trivial to significant. An attempt
will be made to 1imn the strengths and weaknesses of the various models.

Table 8.5.3 presents a cross section of the theoretical models used in
defining planar flaws. The contents are representative, not a complete list-
ing. Presumably, all exact and approximate models are covered in the listing.
With regard to approximate theories it is believed to cover the spectrum of
approaches.

The complexity of the modeling to cover the various behaviors of ultra-
sonic beams can be seen in Figure 8.5.1. A relatively simple case of a
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TABLE 8.5.2. A Comparison of Conditions Assumed in Most Theoretical
Calculations with Worst-Case Actual Conditions

Theory-1deal Real-Worst Case
Smooth surface Rough, uneven surfaces
[deal coupling Variable coupling
Homogeneous, Isotropic Variable grain size; may be

mixed isotropic and
anisotropic in weldment

Usually stress-free Residual stresses
Simple defect geometry Irregular, rough
Semi-infinite volume Variable surfaces promoting

geometric reflection

Applies to wavelengths UT testing usually
greater or lesser than X = crack dimension
flaw size

longitudinal-wave incident on a semi-infinite crack in an isotropic homogeneous
elastic solid illustrates reflection, diffraction and mode conversion at the
crack tip. Normally, the theoretical models do not handle all of these
aspects, particularly if the beam is incident at an angle other than the
normal.

8.5.2.1 Exact Models

Numerical solutions of exact models pose major problems because of their
complexity. Integral or differential equations, when used for solution, usu-
ally require simplification such as modifying the problem to make it axisym-
metric and expressing it in cylindrical coordinates. Essentially all exact
solutions of planar flaws have used this approach. Hickham(a's‘g) has devel-
oped a rigorous approach using crack-type Green functions that he developed.
While he(8'5'9)

been no exact numerical solutions published as of early 1982. This applies to
(8.5.11) (8.5.9)

has developed the proof that his solution is exact, there have

Martin who used Wickham's approach for a penny-shaped crack.
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TABLE 8.5.3.

(not complete 1isting)

Smooth Planar Defects Analyzed Theoretically

Analysis
(Exact or
Defect Approximate) Method Assumptions/Comments Reference
Generic Plane-Finite Exact Crack Green Function Two-dimensional line HiS
source
Semi-Infinite Exact Weak or rigid cracks 8.5,8, 8.5.15
Stri-Line Exact Short wavelength 8.5.15
Right Angle Exact Rayleigh wave assumption B8.5.15
Surface-Breaking
Semi-Infinite Exact Perturbation Theory B.5,1%
Undulating Edge
Penny-Shaped Exact Crack Green Functions Point source 8.5.11, 8.5.15
Penny-Shaped Approximate  Semi-Rigorous Checked exp. B.5:12
Electromagnetic Theory ka > 1
Penny-Shaped Approximate Echo-dynamic model Far field 8.5.16
Penny-Shaped Approximate Kirchoff Far field 8.5.8
Flat-Bottomed Hole Approximate Kirchoff Far field 8.5.7
Elliptical Approximate Electromagnetic Theory Born app, 8.5.6
Elliptical Approximate Electromagnetic Theory ka > 1 8.5.13
Semi-Rigorous Far field
Elliptical Approximate Echo-dynamic model Far field 8.5.13
Half-Plane Approximate Optical Diffraction Focused probes 8.5.16
Theory
Fatigue Crack Approximate Kirchoff Beam axis aligned B.5.18
with probe
Surface Crack Approximate Optical Diffraction 8.5.14

Exact models and most

ing

assumptions such as

Theory

approximate models

use the same series

e the solid is homogeneous, isotropic and elastic

e the ultrasonic beam is monochromatic

of simplify-

e the wavelength is much Targer or much smaller than the flaw size

e cracks are considered to be rigid or weak to model stress-

displacement relationships.
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| = INCIDENT COMPRESSIONAL WAVE VI = RAYLEIGH WAVE

Il = REFLECTED COMPRESSIONAL WAVE Gp = COMPRESSIONAL WAVE ANGLE OF INCIDENCE
111 = REFLECTED SHEAR WAVE B‘ = SHEAR WAVE ANGLE OF REFLECTION

IV = DIFFRACTED COMPRESSIONAL WAVE Bi:: = CRITICAL ANGLE ARCSIN [v’!vP)

¥ = DIFFRACTED SHEAR WAVE vp,v' = COMPRESSIONAL AND SHEAR-WAVE SPEEDS
VIl = DIFFRACTED CONICAL WAVE 0'K1 = CRACK EDGE [CRACK PLANE X.IX

2

FIGURE 8.5.1. Diffracted and Reflected Wavefronts Produced by an Incident
Compressional Wave on a Half-Plane Crack. ({Does not
consider Lamb waves, wave guiding, multiple scattering.)

(8.5.8)

Figure 8.5.2 from Kraut illustrates the rigid versus weak crack models.

The rigid crack assumes zero displacement on the boundary and the weak crack
assumes a stress-free boundary. Both apply to a half-plane because it is suf-
ficiently simple to permit an exact solution. The half-plane leads to a
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TRANSMITTER

RECEIVER

WEAK CRACK
(STRESS-FREE BOUNDARIES)

COMPLETELY RIGID FILLER

RIGID CRACK
(ZERO DISPLACEMENT
ON BOUNDARIES)

g

FIGURE 8.5.2. Experimental Models for Scattering and Diffraction
from Stress-Free and Rigid Half-plane Cracks

8.5.8



decoupling of displacements parallel to the edge making the remaining problem
two dimensional. More general cracks cannot be decoupled and in most instances
are limited to an approximate solution.

The half-plane crack is modeled as having finite extent and vanishing
thickness. In an elastic solid this simplifies to a two-dimensional region
across which displacement and stress may be discontinuous. The model must han-
dle displacements in terms of jumps across the planar crack for both displace-
ment and stress. The end product will be an equation relating the scattered
ultrasonic field to terms which define a displacement across the crack plus a
stress across the crack. A numerical solution requires an assumption that

either stress or displacement is fixed; hence, the rigid or weak models.

Wickhamt8+%+9)

of electrodynamic scattering problems. Both longitudinal- and shear-wave

discusses some of the problems inherent in exact solutions

motions are coupled through the boundary conditions. Sometimes an integral
transform pair may be chosen that uncouples, thereby reducing the problem to
one or more scalar equations; unfortunately, such simplifications often do not
occur. Basically, integral transform techniques are limited to problems where
the geometry can be simplified to permit a relationship to level surfaces of

some curvilinear coordinate systems permitting separated solutions.

Nickham(8’5'g) argues that the need is for a technique for solving dif-

fraction problems essentially independent of crack geometry or theory of spe-
cial function. Presumably his model supplies this need.

8.5.2.2 Approximate Models

Approximate models have the advantage that numerical solutions can be
obtained. Concommitant with thejr solution will be limitations arising from
the simplifying assumptions. An attempt will be made in this section to define
the pros and cons of the various approximate models. Generally, the limita-
tions are established through a comparison with exact models.

Figure 8.5.3 attempts to compare the ranges of validity of the various
models essentially all of which are approximate. As can be seen they tend to
be either long or short wavelength models. The 1- to 10-MHz frequency range
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FIGURE 8.5.3. Comparison of Ranges of Validity of Various Theoretical
Models in Terms of Wavelength (1) [Frequency (v)]

where wavelength approximates in size the flaws of interest either cannot be
handled or is handled through further modifications of the various models.

Wickham(+2+9)

stresses the point that neither exact nor approximate
models cover the range of major applications of wultrasonics between 1 and

10 MHz.

In the Tong wavelength range, most approximations are based on some aspect
of the Rayleigh approximation which leads to a relatively simple relationship
between frequency and defect size. Scattering will vary as the fourth power
of the frequency and as the sixth power of the defect diameter. While the
above represents a substantial simplification, experimental evidence conforms
closely to theory.
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Usually, simplifying assumptions are made for the long wavelength case

such as the following for a disc-shaped crack:(8°5'3)

e The harmonic normal stress will exist only at the disc surface; dis-
placements will be zero elsewhere on the boundary.

e [Displacements are prescribed at the disc surface; stresses are zero
elsewhere on the boundary.

The preceding infers that stresses are prescribed over one portion of the boun-
dary and displacements over the remaining portions (or vice versa). This
assumption leads to integral equations that can be solved.

In the short wavelength range some modifications of Keller's electromag-
netic theory is used. Although theory and experiment check reasonably well,
Wickhan'+3+9)
of Timitations such as being limited to the leading order terms in a high fre-

argues that the electromagnetic theory suffers from a variety

quency asymptotic expansion of the field or the lack of validity of the theory
over all angles of observations. While various modifications have been made
to Keller's theory, proof does not exist concerning its validity for various
boundary-value problems.

The original geometrical electrodynamic model was known to yield physi-
cally unrealistic boundary values. A modification to a model known as the geo-
metrical theory of diffraction corrected some of the factors; however, the

refined model suffers from the problems cited by Hickham.(8'5’9)

Achenbach et al.(8‘5‘10‘8'5‘12’8'5'13) have developed the geometrical dif-
fraction theory for scattering by cracks in elastic solids. Three-dimensional
diffraction by cracks such as is illustrated in Figure 8.5.1 is applied with
wave motions governed by a scalar and a vector wave equation. The modified
geometrical theory of diffraction, considered valid in the high-frequency
regions, uses canonical solutions for the diffraction of a plane wave by a
semi-infinite crack. The model is amenable to accounting for curvature of
incident wave fronts, curvature of crack edges, and finite dimensions of a
crack. In this approach the diffracted field is comprised of contributions
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corresponding to the primary diffracted body wave directly generated by the
incident body wave and secondary diffracted body waves generated by waves trav-
elling along the crack face.

Achenbach et 31_(8.5.12) and Adler et al.(a'5‘13) compared theoretical

results based on the GDT theory by Achenbach et al. to experimental values.
Figure 8.5.4 compares theoretical and experimental results for scattering of
longitudinal waves from penny-shaped and elliptical cracks. The fit is quite
good in the 1- to 5-Miz frequency range.

The third approximation model used extensively is based on modifications
of Kirchoff's theory. Specific assumptions have been made concerning jumps in
stress and displacement across cracks to permit direct evaluations without a
rigorous solution of integral equations. Obviously such simplifications may
perturb the results to a major degree. Since the Kirchoff approximation has
been used extensively, an analysis of the assumptions used as well as the lim-
itations inherent in the model was considered to be worthwhile. The following
assumptions and limitations touch on some aspects of it:

e HWave function and its normal are determined entirely by the incident
wave on the geometrically illuminated part of the scatterer (crack).

® MWave function and its normal derivative vanish on the dark part of
scatterer.

e Scattering of elastic waves is determined by amounts by which dis-
placement jump across a crack which is numerically equal to the cor-
responding values of the incident wave at the illuminated surface of
the crack.

e Kraut argues the Kirchoff approximation is a poor substitute for rig-
orous diffraction theory because it does not correctly describe the
field in the vicinity of the scatterer and in the long wavelength
limit.

e The Kirchoff approximation is poor in the Rayleigh range.

o It usually assumes rigid reflectors in fluid medium. The reflection
coefficient R = -1.
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FIGURE 8.5.4a. Amplitude Spectrum of Diffracted Longitudional Wave

MAJOR AXIS

SCATTERING ANGLE 60°
. B = 2500
A = 1250u

. ® o o oEXPERIMENTAL

THEORETICAL (WITHOUT
ATTENUATION)

= ——=—=— THEORETICAL (CORRECTED FOR
ATTENUATION)

RELATIVE AMPLITUDE

0.00 2.00 4.00 6.00 8.00 10,00 12.00 14.00
FREQUENCY (MHz)

FIGURE 8.5.4b. Longitudional Wave Scattering from an Elliptical Crack
with Attenuation Correction
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e The receiving probe must be looking close to either the specularly
reflected or the main mode converted beam; otherwise answers are
poor. (This means the probe detects only the diffracted beam which
is predicted by the Kirchoff model and not the head waves, etc.,
which are ignored in the model.)

Despite the limitations cited for the Kirchoff approximation, it has been used
extensively and compares quite well with experimental results. This will
become quite apparent in the next section pertaining to flaws with rough sur-
faces which represents a case close to those experienced in real systems.

An obvious reason for theoretical studies is to permit a more fundamental
understanding of ultrasonic beam behavior in order to predict defect size,
shape and orientation. This consideration was voiced by Haines(s‘l'l) in
the introduction to this chapter. Three studies combining a theoretical and
experimental approach used the results of theory to predict defect

size,(8:5.12,8.5.13,8.5.14) 1 0.6 5.4 8.5.5, and 8.5.6 present these data.

8.5.3 Planar Flaws-—Rough Surfaces

Cracks with rough surfaces represent the case of major interest in compar-
ing systems in the field. Haines and Langston(a'l'l) have attacked the problem
of how rough is rough. Figure 8.5.5 represents their arbitrary division into
three categories of smooth, rough and very rough.

TABLE 8.5.4. The Results of the Size Determination from the
Spectral Components of the Diffracted Wave

Diffraction .
Computed Radius
Angle at (afmax)av of the Crack in u

35° 2.18 2530
40° 1.87 2630
45° 1.83 2450
50° 1.68 2460
55° 1.60 2410
60° 1.47 2500
65" 1.39 2510
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TABLE 8.5.5. Determination of Major (b) and Minor Axis (a) of Elliptical
Cracks in Titanium from Scattered Amplitude

Spectira
Aspect  (b) Major axis (u) (a) Minor Axis (u)
Ratio Actual Measured Actual Measured

1 2500 2498 2500 2498
2 2500 2587 1250 1291
B 2500 2358 625 830
8 2500 - 312 285

TABLE 8.5.6. Comparison of Estimated and "Actual" Crack Radius, a

Angular
Positions
of Nulls Mean "Actual® ?ife
Experimental Diffraction (degrees) Estimate Estimate of a (ym)\@d
Conditions Order Obs. Theor. of a {(um) of a (um) (1 mil = 25.4 um)
100-Mi2z n=1 9 8 87
Silicon n=2 17 16 92 93 = 4 100 = 3
nitride with
indentation n = 3 25 24 96
crack n=4¢4 34 33 97
2.2-Mlz n=1 16 16 1170
Commercial n=2 35 33 1130 1160 = 2D 1190 = 20
rolled
aluminum ne=3 55 54 1180
with spark
erosion slot
5.0-Mz n=1 10 9 866
Durﬁ]uminum n=2 19 18 897 880 = 16 900 = 25
wit
indentation n =3 30 28 877
slot

(a) Determined by micrographical examination of crack outline on sample surface.

A1l studies have been based on some approximation of one or more theories.
The paper by deBilly et a].(B.S.l?)

discussed in the planar cracks section. Haines,
(8:1:1,8.5.7) (8.5.15)

used electromagnetic scattering theory

(8.5.18) Haines and

Langston, and Coffey used the Kirchoff approximation.
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T = rms SURFACE ROUGHNESS PERPENDICULAR
TO SURFACE OF DEFECT

TYPE 1. SMOOTH DEFECT o 2 210 (80 pm FOR 2-MHz SHEAR)

TREAT AS SMOOTH DEFECT AND
APPLY ATTENUATION FACTOR
\\ DEPENDENT ON ;0

(%)

TYPE 2. ROUGH DEFECTZ—A‘,S SOt -3- (80 =320 um FOR 2-MHz SHEAR)

\ TREAT AS SYSTEM OF INDIVIDUAL
REFLECTING FACETS

TYPE 3. VERY ROUGH DEFECT o >-;-(‘~320 um FOR 2-MHz SHEAR)

FIGURE B8.5.5. Categories of Defects According to Surface Roughness

By using electromagnetic diffraction theory applied to both smooth and

rough surfaces, deBilly et al.

(8.5.17) were able to separate the roughness

Figure 8.5.6 presents the difference in pulse-echo spectrum for smooth

and rough cracks.

A problem with reference 8.5.17 is that it developed the theoretical
basis; however, no direct comparison is made between theory and experiment.
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FIGURE 8.5.6. Difference in Pulse-Echo Spectrum: (a) 45° Pulse-echo
Spectrum From a Smooth Crack; (b) 55° Pulse-echo
Spectrum From a Rough Crack
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Haines and Langston(8'5'7)

suggest an empirical approach to handle faceted
cracks of complex geometries not amenable to analytic solutions. In essence,
one synthesizes a histogram of the surface from the crack profile as indicated
in Figure 8.5.7.

(8.1.1) At g Langston(s's'lg) have made extensive compari-

sons of theoretical and experimental results from a variety of defect geome-
tries ranging from volumetric through smooth planar to rough planar. Earlier
in this chapter the limitations inherent in the Kirchoff approximation favored
by these authors was discussed. While these limitations need to be recognized
it also must be recognized that existing analytic procedures aren't

Haines

MEAN DIRECTION OF CRACK

—o—a— CRACK SURFACE

DIRECTION OF INCIDENT WAVE

A
N
N\

ﬁ‘
——

l g
£ ‘; Z
‘ ]
R e ‘ t = 2Az/c
\\\\ % RESPONSE FUNCTION
s Aﬁ

N

NN

AMPLITUDE = TOPROJECTED AREA OF FACETS
ONTO INCIDENT WAVEFRONT

FIGURE 8.5.7. Schematic Geometry Construction of Response Function for a

Faceted Crack Surface. An approach to handling geometries
having no analytic solution.
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particularly amenable to handlin? irregular cracks. The following will discuss

relevant to predicting tilt and skew of
planar surfaces. Figure 8.5.8 defines tilt and skew related to UT-beam angle
on the flaw surface. As noted, Figure 8.5.8a pertains to pulse echo and Fig-
ure 8.5.8b to a technique such as tandem. The separate effects of tilt angle
and skew angle can be seen in Figure 8.5.9. Frequency and transducer size can
play a role as seen in Figure 8.5.10 where 2 MHz and 4 MHz are compared for two
transducer sizes. The preceding curves were derived from theoretical and
experimental measurements using flat-bottom holes or discs as the bases for

analysis.

Figure 8.5.11 compares theoretically predicted curves for 2.25-Miz longi-
tudinal (a) and shear waves (b) for a spectrum of roughnesses ranging from <5
to 500 um as functions of angle of tilt. Figure 8.5.12 permits a direct com-
parison of theoretically derived curves for two levels of roughness (<5-um and
41-um RMS) with experimentally measured amplitudes as functions of tile angle.
Correlations appear to be good over the range measured.

TILT

PULSE-ECHO CASE 0OX, OY,

AND OP. THE BEAM AXIS ARE MUTUALLY
ORTHOGONAL WITH OY PARALLEL

TO THE TEST SURFACE

FIGURE 8.5.8. Definition of Angles of Tilt and Skew
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FIGURE 8.5.9. Separate Effects of Tilt and Skew Angles for a 6-mm FBH at
65-mm Depth in a 100-mm Block, Using a 4-MHz, 45° Tandem
System
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FIGURE 8.5.10. Effect of Tilt on Signal Amplitude

It would be interesting to have the rigorous approach developed by
Hickham(s's'g) or the same approach applied to the penny-shaped crack(8'5'3)
directly compared to the theoretical and experimental results of Haines(s'l'l)
for discs or flat-bottom holes to establish the level of a difference of the
exact compared to the approximate approach. Presumably a later paper by

(8.5.11)

Martin may provide such values.

Coffey(s's'ls) discusses some aspects of Kirchoff theory as it might be
applied to rough cracks. He modified early work using Kirchoff theories as
applied to radar and sonar, where a vast literature exists, to the case of a
UT beam impinging on a rough crack. His modifications consisted of
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FIGURE 8.5.11. Effect of Roughness of Signal Amplitude:
(a) compression wave, (b) Shear Wave

e introducing a finite beam at some arbitrary angle of incidence rather
than a very wide beam at normal incidence

® allowing the reflecting surface to be finite rather than infinite.
The following are assumptions inherent in his model:

e The surface is sufficiently rough to have sufficient independent
reflecting facets in the beam for the Control Limit Theorem to hold.
Therefore, the scattered field will have a Gaussian two-position dis-
tribution function.
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e The crack surface is assumed to have a similar Gaussian distribution
function.

e The Fresnel approximation to Kirchoff theory is used to express
moments of the scattered field in terms of moments of surface
roughness.

e Shadowing is neglected.

This model is currently under study.
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CHAPTER 9

NDE--FOR MEASUREMENT OF PHYSICAL AND MECHANICAL PROPERTIES

9.1 INTRODUCTION

This chapter will concentrate on measurement of material properties and
characteristics, other than flaws. Techniques based on magnetic properties,
such as Barkhausen Noise Analysis (BNA), Mossbauer Effect, ultrasonics, X-ray,
etc., are used to determine residual stress, grain size, surface hardness, builk
tensile properties, cold work, radiation damage, fatigue damage, values of
elastic and compliance constants (both second- and third-order), etc. Chap-
ter 9A presents mathematical derivations relevant to property measurement.

Where possible the reliabilities and limitations of the various tech-
niques, as well as their current status, are assessed. Table 9.1.1 is an
attempt to place the various techniques into perspective insofar as the status
of development at this time is concerned.

Vary(9-1:1)

reviewed the literature pertinent to mechanical and physical
properties where ultrasonics have been used or have the potential of being used
to measure these properties. Table 9.1.2 contains examples of material proper-
ties and characteristics that according to Vary(g'l‘l) can be nondestructively
evaluatea. Table 9.1.3 expands on the properties cited in Table 9.1.2 by indi-
cating the ultrasonic property measured and applications by type and class of
material, In some instances, the literature is fairly extensive; in others,
there are virtually no data. Not included on Uary‘s(g'l'l) lists are elastic
constants, and this is the area where most of the NDE work covered in this

chapter has been done.
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TABLE 9.1.1.

Technigue

Capabilities and Limitations

Requirements

Surface

Radipactive

Erbedded

Limttations

Sources HaterTaTs

fieometry

Residual Stress

Atsolute Relative

Surfaca

Only 1 to Yarious

2 Mils

Depths

Inherent in Techniques Used

Status

to Measure Residual Stresses

Accuracy

Precision

Remarks

¥-ray ODiffraction

titrasound

Dispersion
Shear-Wave Birefringence
Harmonic Generation
Tomography

Electromagnetic

Barkhausen Noise Analysis

Yariable Freguency
Parmeability Measure-
ment Method

feal-Time Analysis of
Magnetic Material
Parameters {RAMMP)

UT Generation Efficiency

Method
Magnetic Retentivity
Direct AC Measurement
of Magnetostriction
Magnetnabsorption
Muglear Hyperfine
Muclear Magnatic
Resonance
Acoustic NMR (NAR)

Muclear fluadrupole
Resanange [NOR)

heoustic NOR [ AQRY
Huglear Magnetic
Resonance in Ferro-

magnetics [FHR}

WME-Niffraction
{ zeugmatography)

Mosshaver Fffect

Scattering

Source
Perturbed Angular
Conventional
Strain Gages
Overlay Grids
Other
Positron Apnihtlation

Laser Speckle?

Status:

C - Conceptual

Smooth and Clean

Smonth

Mot critical

Mot fritical

Hot criticatl

L - Lab Confirmation

No Ho

Ho

No anly ferro-
magnetic

Only ferro-
magnetic

Only feren
magnetic

Only ferro-
magnetic

Ho Only ferro-
magretic

0 Non-magnret ic
or strong
magnetic

Ferromagnetic

Yrs

Steel [Ferrp-
magnetic)

Yes No Yimitaticn

B - Breadboard

Limitad to
relatively
simple geo-
metrigs

Thickness
~0.25-2.0 in.

Not limiting

Lan handle by
calculation

P - Protatype

X X

U - Used 1n Production

1

Pall

+10 kST

~5% ¥.5,

Rt

-10% ¥, 5.

x5 K31

High

?

7

?

to d

to ?

— =7

tn ?

£h

K51

KST
%Sl

KSI

L33

K5l

Freferred orientatiaon causes 4iffi-
culties; tnterpretation problems,

Basis—-anharmonic properties; changes
of veTocity with frequency.

Utes welocity measurements

“Fequires calibration,

Changing frequency will
tepth.

Stress to &R0 KS[L

inrrease

Hequirrs hemogeneous magnatic field,

High magnetic field.

Need sufficient number of guadruple

nuclei.

A MMR

Sensitive to vibration.

Requires specially shaped prohes; also
cannot be used in Ti, A1, etrc.

:Standard to compare to
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TABLE 9.1.2. Examples of Material Properties
and Characteristics That Can Be
Nondestructively Evaluated

Mechanical Properties
Tensile Modulus
Shear Modulus

Tensile Strength
Yield Strength
Shear Strength
Fracture Toughness
Hardness

Metallurgical Factors

Microstructure
Grain Size

Phase Composition
Porosity
Inclusions
Hardening Depth
Residual Stress
Heat Treatment
Anisotropy
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TABLE 9.1.3.

Material Property

Longitudinal Modulus
Shear Modulus

Grain Size, Micro-
structure

Porosity, Void Con-
tent

Hardness or Hardness
gradient

Tensile Strength

Yield Strength

Fracture Toughness

Bond Shear Strength

Interlaminar Shear
Strength

Uitrasonic Measurement

Longitudinal velocity
Transverse velocity

Attenuation, acoustic
microscopy

Velocity, attenuation
Velocity, velocity
dispersion

Velocity, stress-wave
attenuation

Frequency-Dependent
attenuation

Frequency-Dependent
attenuation

Resonance, spectrum
analysis

Attenuation, stress-
wave attenuation

9.1.6

Capabilities of Ultrasonics for Nondestructive
Evaluations of Material Properties

Applicable Materials

Most engineering solids
Most engineering solids

Polycrystalline metals,
ceramics

Fiber composites,
ceramics

Polycrystalline metals
Brittle metals, ceramics,
fiber composites

Polycrystalline metals
Polycrystalline metals
Metal-Metal adhesive

bonds

Fiber composites



9.2 RESIDUAL STRESSES

The determination of residual stresses, either analyticaliy or experimen-
tally, needs to be related to a given set of parameters such as materials used,
geometries of concern, critical location of stresses (inner surface, outer sur-
face, etc.), absolute versus relative stresses, etc. Otherwise, one begins to
wade into the problem of measuring stresses and strains and soon is embedded
in a morass of techniques with conflicting claims concerning applicability,
accuracy, precision, limitations, etc.

The needs for residual stress measurements in the nuclear reactor field
are more than sufficient to exceed the capabilities of any single system, and
probably, any combination of systems. In this respect the following listing
of parameters covers some, but not all, of the factors one should consider:

e Materials——ferritic steels, austenitic steels, nickel alloys, marten-
sitic stainless steels—-fortunately, these are all face-centered on
body-centered cubics which helps considerably as noted later.

e Geometries--cylindrical such as piping and pressure vessel shell
regions as well as complex such as nozzle regions.

® Residual Stress Generators--the source of primary interest is the

weldment; others such as forming operations tend to be of secondary
interest in a generic sense; however, uncontrolled forming can be a
very real problem on an individual plant basis.

e Location of Critical Residual Stresses—--primarily on the inner sur-

faces of austenitic piping where stress contributes to intergranular
stress corrosion cracking; may be important in pressure vessel welds
on e¢ither surface.

¢ Need for Absolute versus Relative Stresses--while absolute stresses
would be desirable, relative stresses in the context of percentage

increases tied to the material tensile properties probably are
sufficient.



Examples of the above requirements applied to specific systems that are
relevant to nuclear plants follow:

e Butt-Welded Stainless Steel Piping--needs three-dimensional plots

through the depth of wall as functions of distance from the weld in
axial, transverse and circumferential directions. The existing tech-
nique is X-ray which yields surface values only. No technique exists
for absolute values greater than five mils below the surface. Strain
gages give average stress values to greater depths; however, the two
techniques are not comparable. X-ray will pinpoint and localize the
stress measurement. It will not give the stress gradient which often
is wanted.

e MWelded Ferritic Steel Plates and Cylinderical Forgings in Pressure
Vessels with Wall Thickness of >2 to 12 Inches--stress profiles
through the wall thickness adjacent to the welds is desired, particu-

larly with regard to weld repairs made in the field. X-ray will
yield surface values, as will rosettes of strain gages applied before
welding, or hole drilling after welding. Ultrasonic tomagraphy and
other time-of-flight techniques are being investigated for through-
thickness stress.

e Large Inset Ferritic Steel Nozzles With Stainless Steel Clad--such as

those used in reactor pressure vessels have stress problems at the
welds and thermally induced stress cracking in the nozzle itself.
No reliable techniques exist for determining these stresses.

The point must be made that residual stresses due to welding and fitup may
be extremely difficult to measure precisely due to the rapid shift in stress
over a relatively short distance; e.g., in longitudinal direction the surface
stress may vary from 50 to 70 ksi tensile ~0.1 in. from weld to ~50 ksi com-
pression 0,3 to 0.4 in. away. This means an accurate measurement and an inac-
curate positioning will yield highly ambiguous results.

Another perturbation that has not been examined very extensively is the
possibility that the circumferential patterns may vary due to differences in

9.2.2



the welding--downhand, vertical up, vertical down, uphand, etc. Any azimuthal
changes in circumferential stress will probably change the longitudinal stress
pattern of that azimuth,

The above will affect any of the techniques used to measure residual
stress.

The original concerns with residual stresses pertained to their beneficial
effects such as surface compressive stresses introduced by shot peening to
prevent or delay fatigue crack initiation, or deleterious effects such as
extremely high levels of bulk stress introduced by quenching. Of more interest
in the nuclear field is the problem of high residual stresses developed during
welding of components such as piping. Another situation of concern exists with
weld repair of vessels where postweld heat treatment is not feasible, The
latter is a potential problem while residual stresses in austenitic weldments
are a real problem in BWR piping where the residual stresses have been a major
contributor to intergranular stress corrosion cracking., The remainder of this
section addresses the state of the art in measurement of residual stresses in
ferritic and austenitic materials.

9.2.1 Ferritic Materials

Principal work to date has related to the reactor pressure vessel; how-
ever, the data should be pertinent to the large diameter thick-walled piping
used in some LWR primary systems. Techniques used include strain gaging, mag-
netic property measurements, BNA, hole drilling, Mossbauer Effect, X-ray dif-
fraction and ultrasonics.

9.2.1.1 Strain Gaging

Strain gaging has been used extensively for the measurement of surface

(9.2.1) made measurements on two HSST Inter-

residual stresses. Smith and Holz
mediate Test Vessels. Both preand post-weld strain gage measurements and hole
drilling were used to determine the level and distribution of the weld-induced
residual stresses in A-533 Grade B Class 1 plate material. Stresses near the
weld approached yield and tended to maximize 25 to 50 mm outside the heat-
affected zone (HAZ). Rybicki(g'z'z)

to several sources of error such as 1) gage drift over several days; 2) the

argues that this technique is subject
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conversion of strains to residual stress which is complicated by the possi-
bility that the material under the gage may have yielded so that a linear rela-
tionship is not applicable; 3) since gages are attached prior to welding, the
base state is at that time and any residuil stresses existing previously will
not be measured; and 4) only surface measurement of stresses is possible (which
applies to most other techniques). While Rybicki'stg'z'z)
directed to the work of Smith and Ho]z,(g'z'l)
to most residual stress work based on strain gage measurements.

comments were
they are equally applicable

9.2.1.2 Hole Drilling

Hole drilling was mentioned in the previous section as applied to
HSST-ITVs (intermediate test vessel). Smith and Holz(g'z'l) conducted hole
drilling to establish the residual stress patterns adjacent to the repair
welds., Basically, the procedure is quite simple: 1) apply strain gages,

2) then drill holes adjacent to the gages, and 3) observe changes in strain
resulting from the hole drilling. While the procedure is conceptually simple,
it is difficult technically and the results can be perturbed due to variations

in technique. Rybicki(g’z'z)

criticizes this technique as being subject to
errors. Examples of such errors are 1) the drilling operation may cause
changes in the gage of about 10 ksi; 2) for certain residual stress fields, the
drilled hole may act as a stress concentrator so that plasticity occurs around
the hole; this can be a very significant error; and 3) such measurements only
reflect the state of stress near the surface. Since machining and grinding can
cause significant surface stress, these stresses can obliterate those due to
welding. Usually, surface preparation is required prior to mounting the strain
gages, affecting the welding stresses.

It is interesting to note that Rybicki(g'z'z) arques that neither strain

gaging nor hole drilling can be trusted to yield accurate results, yet they
compare reasonabliy well to his calculated surface stresses as can be seen in
Figure 9.2.1.
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9.2.1.3 Magnetic Measurements

Magnetic measurements have been used to determine residual stresses in

(9.2.3,9.2.4) |t appears to be a new technique utilizes

ferritic alloys.
remanent maqnetization(9'2‘3) to determine residual stresses after various
post-weld stress relief treatments; however, it would appear that the tech-
nique should be equally applicable to measurement of residual stresses under a
variety of conditions in ferritic materials. A stress relaxation method was
used to determine the macroscopic residual stress which was compared to the
remanent magnetism values. The authors attempt to determine fracture mechanics
parameters such as maximum allowable crack size in terms of residual stress
using a relationship between remanent magnetism and a fracture toughness

parameter, Kr'
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While changes in remanent magnetism tend to follow changes in effective
residual stress, as determined by stress relaxation, the relationship is not
that definitive as can be seen in Figure 9.2.2 for residual stress and remanent
magnetism patterns in a 165-mm (6.5-in.) thick weldment after two post weld

PWHT: 1/4 HR AT 600°C

e 0
<= Br 5
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FIGURE 9.2.2. Comparison Between Remanent Magnetization and
Effective Residual Stress Along (a) Center of
Weldment, (b) Fusion Boundary

9.2.6



heat treatments (PWHT). Figure 9.2.3 presents an even less definitive picture
as to the validity of the correlation. While there are definite trends in the
remanent magnetization, it appears difficult to quantify the changes.

The work of Iwayanagi et al.(9'2'4) using magnetostriction as a measure-
ment of residual stress highlights the problems in such measurements. While
magnetic properties do change markedly with stress, magnetic field strength,
chemical composition, cold work, and thermal treatment, all influence the mag-
netic field, reducing the correlation with regard to residual stress.

o PWHT.1/4 HR AT 6000C
® PWHT:40 HR AT 600°C
O
0
30 200 |
O
o
= 150
= 20 il - 5]
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- =
o 9
1® 100
10}
50
0L 0

FIGURE 9.2.3. Relationship Between Remanent Magnetization
and Effective Weld Residual Stress
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9.2.1.4 Barkhausen Noise Analysis (BNA)

BNA is another technique that has been used to detect stresses in ferritic
materials. Several authors have discussed the use of BNA; however, the fol-
lowing comments are derived from only one source deemed to be the most rele-
vant.?g'z's) The authors cite several real or potential applications of BNA
such as grain size determination, texture (anisotropy), precipitation and/or
aging which includes microstructural changes, deformation, and stress

measurement.

BNA is based on orientation of atoms within magnetic domains. These
domains vary in shape and size, depending on composition, temperature, micro-
structure, inhomogeneities, and stress state. Magnetization causes realign-
ment of domains with this realignment being sensitive to the preceding factors.
The realignment generates a noise-like signal which is the tool used to detect
changes in magnetic and electrical properties. This noise signal can be ana-
lyzed by various techniques including 1) mean or maximum noise amplitude
measurement, 2) spectral density measurement, or 3) determination of the pulse-
height distribution profile of the noise.

Some obvious advantages of BNA include 1) measurement times of 5 to
15 sec, 2) no requirement for clean surfaces, 3) an objective answer, and

4) ability to handle large objects.

With the advantages come some disadvantages such as 1) measurements are
limited to less than l-mm-thick surface layer; 2) since sample thickness may
affect the results, it is necessary to calibrate; 3) results are sensitive to
several microstructural parameters so changes in one factor may overshadow
changes in factors of primary interest; and 4) it is limited to ferromagnetic

materials.

With regard to measurement of residual stresses, BNA has been used in gun
tubes, bearings, etc. If residual stresses are to be quantified, both material
and fabrication histories must be known; and any change in the material parame-
ters either before or during service must be accompanied by a recalibration,
Application relevant to stresses include 1) clarification of need for stress
relieving, 2) measurement of compressive stresses by shot peening,
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3) evaluation of remaining service life (fatigue), 4) monitoring of components
operating at high temperatures for creep. Fiqure 9.2.4 presents a generic type
curve typical of many ferritic materials with regard to changes in BNA due to
tensile and compressive stresses.

It would appear that BNA has application as a qualitative tool to detect
changes and may have application as a quantitative tool where measurements are
repetitive and the number of components merits careful calibration.

9.2.1.5 The Mossbauer Effect

The Mossbauer effect has been explored as a tool for measuring residual
stressed with Timited success.(g'z'e) Residual surface stresses at the yield
strength Tevel will produce a maximum shift of ~1% of a typical resonance peak
height and width. By heating or cooling the gamma ray energy may be changed
sufficiently to enhance the changes and to permit monitoring. Another
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FIGURE 9.2.4. The Dependence of BNA Results on the Stress
Level in an AISI 4340 Steel
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Timitation with large bulk samples such as weldments, where measurements gener-
ally are limited to one surface, is that a backscatter technigue must be used.

In essence, the Mossbauer effect is a recoilless gamma-ray nuclear-
resonance phenomenon where 14.4 keV gamma rays are emitted by a S?Co nucleus
upon decaying to 57Fe.
1) the entire absorption pattern shifts, or 2) the pattern collapses (or
expands) slightly.

Stresses affect the Mossbauer spectra in two ways:

9.2.1.6 X-Ray Diffraction

X-ray diffraction is a long established technique for the measurement of
surface residual stresses. A majority of the X-ray data will be presented in
the section relevant to austenitic stainless steels; however, one study is of
interest with regard to thick sections of ferritic stee].(9'2'7)
arc weldment in an A-533 Grade B Class 1 steel plate about 7.5-in. thick was
examined after a 620°C (1150°F) 5-hr stress relief. X-ray diffraction was used
to determine the residual stresses across the base metal--HAZ--weld-HAZ-base
metal using a specimen of similar material subjected to various tensile loads

A submerged

as a means of calibration. Since X-ray is limited to a measurement of stresses
within 1 to 2 mils of the surface, a series of measurements was made after
selective removal of material by careful machining followed by electro-

polishing. Eleven levels through the plate were measured both parallel and

perpendicular to the weld. The following represent significant values and
conc lusions:

o Accuracy--+39 N/mi, plate--369 N/mm%, weld-——-448 N/mm’,
HAZ--483 N/mm°.

e Variations in residual stress were 100 to 350 N!mmz over a 5-mm
distance.

e Values in the perpendicular direction were higher than in the paral-
lel direction.

The X-ray diffraction technique also suffers from a number of potential
limitations; these will be discussed in Section 9.2.2.2. Some idea of the need
for an expert appraisal of the X-ray data can be inferred from the scatter in
values shown in Figure 9.2.5.
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9.2.1.7 Ultrasonics

Ultrasonics have been used to detect and measure residual stresses. A
late study summarizes previous work and is cited here.(g‘z‘a) In essence,
the technique is developed from the theory presented in Chapter 9A. It is
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known that UT beam velocity changes with changes in stress. Figure 9.2.6 pre-
sents various conditions equating changes in velocity to changes in stress.
For bulk loads that are relatively uniform, the procedure appears to give rel-
atively reproducible results; however, there are other effects that can change
both velocity and beam angle. In addition, the UT is an averaging technique
over a finite volume so rapid changes in stress pattern will be seen as an
averaged value. This means trends can be detected but absolute values will be
difficult to establish even with gaging or focusing to control volume incre-
ments. Unless one can measure incremental changes in velocity within every

volume module, it is difficult to see how one can quantify changes in stress
patterns.
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9.2.2 Austenitic Stainless Steels

The measurement of residual stresses in austenitic stainless steel piping
weldments became important when the incidence of IGSCC in BWRs was attributed
in a substantial degree to the high levels of residual stress. Several of the
techniques discussed in Section 9.2.1 for ferritic steels are not applicable
because they are limited to ferromagnetic materials, limiting the choice to
strain gaging, X-ray diffraction and ultrasonics. An additional technique is
to use analytic procedures coupled with available experimental information to
"benchmark" the curves. The hole drilling technique is not applicable to
austenitic steels because of their propensity to work harden.

9.2.2.1 Strain Gaging

Strain gaging has been used on the austenitic stainless steeis to measure

(

the accuracy of strain gage measurements expressed by Rybicki

9.2.9,9.2.10,9.2.11) however, the reservations concerning
(8.2.2)

are
equally applicable to this class of materials. In fact, they will tend to be
more sensitive to relaxation of stresses.
(9.2.9)

residual stress;

The Japanese study is quite extensive covering 9-, 10-, and
12-in.-dia piping; however, it does not include data generated by other tech-
niques, and it was not possible to benchmark their strain gage data.

Gianuzzi et al. in EPRI Np-g4a{?-2+10)

of residual stress data (for austenitic stainless steels). Included was a

reported an extensive collection

review of the relevant literature. Sizes of piping examined were 10- and
26-1in. schedule 80 containing kither gas tungsten arc or shielded metal arc
weldments. Residual stress measurements were made by the strain gage tech-
nique, both gage removal and slitting the pipe, and by X-ray diffraction. Some
interesting effects reported were 1) longitudinal residual stresses increase

as pipe size decreases; there is about 20- to 25-ksi difference from 10- to
26-in.; 2) there was no measurable difference in residual stress in the 26-in.
pipe for low heat input versus high heat input welds; and 3) surface grinding
of 304 SS produces a brittle cold-worked layer that cracked under a modest ten-
sile strain (~1%). This may have been a major contributor to the initiation

of IGSCC in as-welded and ground 304 SS piping.
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An example of the effects of grinding or machining can be seen in

Figure 9.2.7.

Strain gages were used to measure surface and through-wall stresses.
files taken across weldments in both 10-in. and 26-in. piping are shown in
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Figure 9.2.8. Recognizing the validity of Rybicki's(g'z'z) comments regard-
ing sources of error in residual stresses, we should examine trends rather than
considering the values as absolute.

Rybicki(g'z-ll) used strain gages to determine residual stresses on 12-in.
schedule 80 304 SS pipe containing either a 2-pass TIG weld or a 6-pass MIG

CENTIMETERS
2.03 152 102 f5 0.51 1.02 1.52
60 1 I T T ", T T
50 | /
7
a0 + /" 4 216
{ “
30 | PIECE 1 ‘;i PIECE 2
19
20 J"

0 /

26 INCH
<

STRESS (ksi)
=
T
D
NN
)
1
=
STRESS (MPa)

-30 / £

0.8 0.6 04 02 0.2 04 0.6
INCHES

FIGURE 9.2.8. Maximum Surface Residuals for 25.2-cm (10 in.)
and 66-cm (26 in.) Pipe; Inside Surface Versus
Distance from Fillet at the 45° (10 in.) and
0" (26 in.) Azimuth
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weld; a trepanning procedure was used to measure stresses by difference. The
trepanning error was considered to be +0 -6000 psi.

Table 9.2.1 contains data obtained from the strain gage measurements. The
trends cited follow those obtained by X-ray and other techniques.

(9.2.12) extended the earlier work of

Rybicki and Stonesifer
Rybicki(g'z‘ll) to 7-pass and 30-pass girth butt welds. The first was on a
114-mm (4.5-in.) pipe and the second on a 711-mm (28.0-in.) pipe, both 304 SS.
An axisymmetric computational model consisting of a temperature model plus a
stress analysis model was used. The analytic results compare favorably to the

laboratory measurements as can be seen in Figures 9.2.9 and 9.2.10,

9.2.2.2 X-Ray Diffraction

X-ray diffraction represents one of the oldest and most accurate methods

(9.2.13) 4, pis "Lester Honor Lecture®

of measuring residual stresses. WNorton
discussed the real or potential limitations in the use of X-rays to measure
residual stresses. Several differences cited by Norton(g'z'la) probably are
related to the fact that X-ray measures surface stresses not bulk stresses.

Examples of lack of agreement between X-ray and mechanical measurements follow:

e Low carbon steel is stretched in tension to 5 to 10% plastic strain.
X-ray reveals surface compressive residual stress whose magnitude
increases with increasing plastic strain. Normal mechanical measure-
ments reveal no residual stress; this is because tensile stresses

TABLE 9.2.1. Residual Stresses in 12-in. 304 SS Pipe Containing
TIG and MIG Welds

Distance from Fusion

Direction Maximum Stress, ksi Line (in.)
of Stress Location 2-Pass TIG 6-Pass MIG 2-Pass TIG 6-Pass MIG
Longitudinal Inner Surface 30 30 0.1 -0.3
Quter Surface -15 ~25 ~.1 -0.3
Circumferential Inner Surface ~30 45 =0.1 .—0.3
Quter Surface 60 to 75 10 02 030 -0.1
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exist in center of bar balancing compressive stress due to a lower
yield stress on surface than at center (often occurs in single phase
alloys).

e Alloys with relatively soft matrix containing hard second phase may
show superimposed compressive residual stress throughout specimens
which cannot be true on basis of stress compatibility. This suggests
answer is microstresses set up between hard and soft grains which
balance locally.

The following are examples of real or potential limitations relevant to
austenitic stainless steels:

e X-ray does not work well with large grained material because not
enough crystals of correct orientation for diffraction occult beam.
Typical of castings in welds, sometimes in well-annealed materiail.

e Metals which, because of their structure, do not give strong diffrac-
tion peaks at the desired angular range with any of the X-ray wave-
lengths; austenitic stainless steels and titanium base alloys are
examples. Peaks exist but they occur at such low values of a theta
angle that the stress constant is too large to give the desired
sensitivity.

(9.2.14)

Chrenko described X-ray diffraction equipment developed to resolve

the Timitations cited by Norton.(?+2+13)

The system used parallel beam optics
which permitted larger sizes of samples as well as reducing sampie placement
errors. An oscillating motion was incorporated to permit examination of larger
grained specimens. The system was developed specifically to measure residual
stresses, particularly weldments in 304 SS piping. Figure 9.2.11 illustrates
the variations as a function of azimuthal position. These variations were

cited by Tomlinson et al.(4'5'29)

in Chapter 4. These azimuthal differences
are seen much more clearly in Figure 9.2.12 where surface longitudinal inner
surface residual stresses are measured at 0.1 in, from the fusion line. The
total stresses cited in Figure 9.2.12 were obtained by adding the X-ray

stresses to the stresses relieved when the pieces used for the X-ray measure-

ments were cut out.
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A majority of the residual stress measurements discussed by Gianuzzi
1.(9‘2'10) were obtained using X-ray diffraction. In fact, Chrenk0(9'2’14)
participated in the studies. Over 75 HAZs were measured to determine the level

and distribution of residual stresses, both circumferentially and longitudi-

et a

nally. Measurements were made on inner and outer surfaces before and after
stress relaxation. Generally, measurements were made parallel to the grinding
direction (the lay). Several parameters were examined including the effects

of surface treatments on residual stresses, variations from laboratory to labo-
ratory in measurement by X-ray diffraction, azimuthal distribution of stresses,
and variations of residual stress in the longitudinal direction. Figure 9.2.13
illustrates the degree of reproducibility of X-ray diffraction measurements of
residual stresses with three laboratories.
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A tabular presentation of data comparable to that in Figure 9.2.12 by

(9.2.14) is given in Table 9.2.2. While the trends are similar, it is

Chrenko
apparent that the absolute values vary markedly from pipe size to pipe size,
and probably from one set of welding conditions to another set of welding

conditions.

Several significant trends were cited by Gianuzzo et a].(9.2.10) and are
quoted directly in the following paragraphs.

A number of general comments can be made about the X-ray longitudinal
inside surface stresses measured on pieces of butt-welded Type-304 SS pipe.
These pipes had been machined in the counter bore area prior to welding and
had received no post-weld surface treatments:
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Welded Type-304 SS Pipe

Bell-shaped residual stress distributions centered at the weld have
been found for all azimuths for pieces of 10.16-cm (4-in.) and 66-cm
(26-in.) dia welded Type-304 SS pipe.

This bell-shaped stress distribution with distance from the weld is
similar for the three different diameter pipes, with variations
occurring vertical displacement (stress axis) of the curves.

The stresses are usually tensile in the heat-affected zone ~0.5 cm
(0.2 in.) from the weld centerline.

The stresses are highly compressive ~1.2 cm (0.5 in.) from the weld
centerline.

9.2.22



€2°2°6

TABLE 9.2.2. Inside Surface Residual Stresses, 0.50 cm (0.2 in.) from Weld Center]ine,(a) Longi-
tudinal Direction (high heat input weld, 66-cm (26-in.) dia Type 304 SS pipes)

Residual Stress, MPa (ksi)(b)

Heat 834264 Side Heat 17192 Side
4 " Stress Relief Stress Relief
Panel Azimuth X-Ray Correction Total X-Ray _ Correction Total
30 9 +214 (+31) +27 (+4) +241 (+35) +131 (+19) +14 (+2) +145 (+21)
34 -41  (-6) -7 (<1) -48 (-7) +28 (*4) -7 (-1) +21 (*3)
48 +41  (+6) +21 (#3) *62 ' (*9) +159 (+23) +14 (+#2) +172 (+25)
90 70 +200 (+29) +7 (+1) +207 (+30) +159 (+23) +7 (+1) +165 (+24)

93 +234 (+34) 21  (-3) +214 (+31) +172 (+25) -28  (-4) +145 (+21)
150 129 +172 (+25) -48  (-7) +l24 (+18) +55 (+8) 48  (=7) +7 (*1)
154  +172 (+25) -34  (-5) +138 (+20) +41 (+6) 14  (-2) +28 (+4)
164 +200 (+29) -28  (-4) +172 (+25) +186 (+27) -14  (=2) +172 (+25)

210 190 +138 (+20) -14  (-2) +124 (+18) +131 (+19) -28  (-4) +103 (+15)
215 +103 (+15) -21  (-3) +82 (+12) +186 (+27) -48  (-7) +138 (+20)
270 247 +172 (+25) 55  (-8) +117 (*17) +131 (+19) -69 (-10) +62 (+9)
272 +103 (+15) =34  (=5) +69 (+10) +172 (+25) -21  (=3) +152 (+22)
330 310 #172 (+#25)  +38  (+5) +207 (+30) +159 (+23)  +14  (+2) +72 (+25)
334 +200 (+29) -7 (-1) +193 (+28) +241 (+35) +14  (+2) +255 (+37)

(a) 0.25 cm (0.1 in.) from weld fusion line.

(b) The MPa readings were derived from ksi readings. Hence, because of rounding error, the MPa data

in the Total column may not equal the sum of the two contributions.
NOTE: + = tension, - = compression.



e The widths (full width at half maximum intensity) of all the bell-
shaped surface stress distributions were approximately the same,
~1.5 cm (~0.6 in.) wide, centered at the weld.

® A steep stress gradient occurs ~0.5 to 1.0 c¢m (0.2 in. to 0.4 in)
from the weld centerline.

e At a constant distance from the weld centerline in the heat-affected
zone, e.g9., 0.5 cm (0.2 in.) the X-ray stresses can vary appreciably
around the azimuth. The variations are less the larger the pipe
diameter.

e In the heat-affected zone 0.5 cm (0.2 in.) from the weld centerline
most tensile stresses are in the order of 0-10.16 cm > 0-25.4 cm <
o-66 cm, in agreement with analytical calculations.

The subsurface residual stresses obtained by electropolishing in from the
inside surface are similar for the three different diameter welded pipes. In
the HAZ 0.5 cm (0.2 in.) from the weld centerline, the stresses are usually
tensile on the inside surface and remain tensile at least for the first
0.0025 ¢m to 0,050 cm (0.0010 in. to 0.020 in,) beneath the surface. The
stresses further from the weld, ~1.2 c¢m (0.5 in.) from the weld centerline,
change from being highly compressive at the surface to being much less compres-
sive or even tensile at this same depth beneath the surface.

Some preliminary X-ray subsurface residual stress data have been obtained
by having the X-ray beam incident on the side surface near the weld instead of
the inside surface. For the 66-cm (26-in.) pipe, longitudinal stresses in the
base metal are still tensile ~0.3 cm beneath the surface but become compressive
at a depth of ~0.6 to 0.8 cm (0.25 to 0.3 in.) beneath the surface.

Deep subsurface X-ray residual stresses obtained by having the X-ray beam
incident on the side edge near welds are consistent with those obtained by
electropolishing in from the inside surface and having the X-ray beam incident
on the inside surface. These side-view stresses are also consistent with the
findings from tests in boiling MgClz. Based on these data it appears that
measuring deep or through-wall residual stresses by having the beam incident
on the side surface is a viable method.
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A few X-ray inside surface data as a function of distance from the weld
show that stresses in the circumferential (hoop) direction have bell-shaped
distributions similar to those seen for the longitudinal direction. The cir-
cumferential stress data is sufficient to adequately compare the circumferen-
tial stresses in the various sized pipes.

An attempt was made to correlate several welding and weld appearance para-
meters and the residual stresses present at 0.50 cm (0.20 in.) from the weld
centerline around the azimuth of the high heat input welded 66-cm (26-in.) dia
Type-304 SS pipe. No convincing correlations were found to exist, although
several of the parameters should be examined in future welds for their rela-
tionship to the stresses present.

An analytical study(g'z'ls) discussing mechanisms for preventing IGSCC
by limiting applied static loads uses data that undoubtedly were generated in

the preceding study.(g‘z'lo) Figure 9.2.14 permits a comparison of general
120
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FIGURE 9.2.14. Residual Stress and Yield Stress Versus Distance
from Welds
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trends of residual stress as functions of pipe size and distance from the weld
fusion line. Presumably, these represent longitudinal stresses.

Machining and grinding cause high tensile residual stresses at and below
the surface, confirming the data of Gianuzzi et a1.(9‘2'10) Figures 9.2.15a
and 9.2.15b contain the data. Obviously, grinding introduces deep tensile
residual stresses.

The beneficial effects of sand or grit blasting and shot peening insofar
as generating compressive residual stress is concerned can be seen in Fig-
ures 9.2.16a, 9.2.16b, 9.2.16c, and 9.2.16d. The sand blasting data in Fig-
ure 9.2.16a for rougher (40 u) surfaces appears anomalous; however, the trends
generally are as anticipated. Figure 9.2.16d permits a comparison of 304L to
304 (Figure 9.2.16c). Again values were as expected.

A portable X-ray unit capable of measuring residual stresses on the inner
surface of piping has been developed and tested on 10-in. pipe.(g'z'l?) The
final unit is to be capable of fitting into a 4-in. pipe. Table 9.2.3 presents
available data. Questions not answered in the study include ability to posi-
tion longitudinally and azimuthally with respect to the weld fusion line inter-
face and the influences of internal geometry, such as counterbore length and
angle, mismatch, etc., on the accuracy of results. Since longitudinal stresses

may change from large tensile to large compressive in a few tenths of an inch,
accurate positioning is critical.

9.2.3 Other Metals and Alloys

Since this study focuses on the ferritic and austenitic stainless steels
as materials of interest in nuclear applications, any discussions of NDE tech-
niques used on other metals and alloys will be limited to cases where the data
reveal basic limitations or potentialities of a given technique, or where it
is apparent that the technique should be directly applicable to the austenitic
and ferritic steels. An example of a study meeting the latter criterion is the
work of Kino et a1.(9'2'18) at Stanford on the use of ultra-sonics to measure
residual and applied stresses. Earlier studies used aluminum alloys and pure
metals to explore the feasibility of ultrasonics to measure and characterize
residual stresses. These early studies are neither discussed nor cited here
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TABLE 9.2.3.

Stress Exposure Technique (SET) Used to Measure Inner

Surface Stresses in Welded Austenitic Piping

Location

Hoop Stress In Situ Longitudinal Stress

€l .
(b=25)
psi

SET
(b=25°) Sin
psi ¥ psi

Sin2
ypsi

82% of
SET, psi

HAZ, 5
from

mm from Weld, 180°
Seam

HAZ, 1
from

mm from weld, 180°
Seam

mm from Weld, 90°
Seam

HAZ, 5
from

HAZ, 6
from

mm from Weld, 180°
Seam

HAZ, }0 mm from Weld,
180 from Seam

HAZ 20 mm from Weld,
180 from Seam

Counter-Bored Area 100 mm
from Weld, 90 from
Seam

As-Rolled ParenE
Material, 130 from
Seam

As-Rolled Parens
Material, 130 from
Seam

-74,871 -61,374 -63,219
-34,700
-91,848 -/5,315
-77,900
-110,700

-59,100 -84,100

-42 ,898 -35,176
+10,099

8,281

+44,534(a) 35, 518(a)

(a) Data questionable due to larger variance in parabolic curve fit.

because they generally suffered from the faults cited in Section 9.2.1.7 with
regard to UT being an averaging technique capable of detecting trends, but dif-

ficult or impossible to measure absolute values.

o o (BE2418)

While the studies of Kino

represent a step toward answering the above reservations, the

ultimate proof will be the examination of austenitic stainless steel weldments

in situ.
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The basic unit consists of a computer-controlled system which produces
quantitative two-dimensional images of stress contours in planar metal samples
resulting from both residual and externally applied stresses. The basis is the
dependence of velocity of propagation of longitudinal sound waves on the state
of stress in the interrogated material.

It was found that theory compared favorably with experimental results in
cases of stress distribution around a hole in a large uniformly stressed plane
sample, including the detection of regions where plastic yielding had occurred.
Figure 9.2.17a illustrates the specimen geometry and Figure 9.2.17b is a com
parison of experimental and theoretical stress contour about the circular hold.

Similar stress mapping has been done of the inhomogeneous regions typical
of edge cracks. Again there was excellent agreement between theoretical calcu-
lations and experimental results. An example of the double edge-notched speci-
men is given in Figure 9.2.18a and a comparison of constant stress contours
obtained acoustically and with photo-elasticity is given in Figure 9.2.18b.

In essence, the preceding results represent an extension of Murnaghan's
third-order elastic constant theory described in Chapter 9A. Relative accu-
racies are 2 to 5 parts per million and stresses as small as 5 MPa can be
determined. Measurements are taken on a uniformly stressed specimen serving
as a control, then the inhomogeneous stress fields in the same type of material
are scanned. Presumably, this is the first time quantitative stress maps have

been made using ultrasonics. The system is capable of a 500 point scan in
about 20 minutes.

The procedure is very sensitive to differences in microstructure which can
mask the changes in velocity due to stress; therefore, considerable care must
be exercised in interpretation unless the fabrication histories and final
microstructures are thoroughly categorized. The significance of these factors
is discussed in Chapter 9A.

An example of the double-pulse technique applied to the measurement of
stressed regions is given in Figure 9.2.19. An aluminum disk containing a hole
was stressed by forcing a steel rod into the hole generating pressure around
the center of the disk of about 300 psi. After removal of the rod the two
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FIGURE 9.2.19. Contour Plot of Changes in Acoustic Velocity of Prestressed
3-in. Aluminum Disk. The acoustic velocity at a point
25 mm away from the center is chosen as the reference.

surfaces of the disk were machined flat and parallel. The initial deformation
resulted in retained residual stress at a maximum nearest the hole decreasing
to a baseline value at about 1 in. The maximum decrease in velocity due to
the stress was aV/V = 0.65%.

The preceding approach appears to have considerable promise; however, it
will be necessary to examine results from a three-dimensional residual stress
distribution before a final assessment of the system can be made.

A combined theoretical/experimental study of Buck and Thompson(g‘z'lg)

examined acoustic and magnetic techniques to detect and measure microscopic
residual stresses (third order) typically having ranges of 100 to 10004
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(dislocations); intermediate (second order) residual stresses are characterized
by X-ray line shift and line broadening in contrast to line broadening alone
with third order. This ranges typically is on the order of um. Finally,
macroscopic or first-order residual stresses are characterized by X-ray line
shift and will have ranges up to centimeters. Some of the theory relating
changes in acoustic velocity or freguency to crystal anharmonicity is

developed to the extent of relating to both second- and third-order elastic
constants.

With ferromagnetic materials, the use of electromagnetic (EMAT) trans-
ducers will generate a Lorentzian field while simultaneously generating a UT
surface wave which can be detected with a conventional transducer. Here the
peak amplitude will be proportional to the differential magnetostrictive
coefficients of the ferromagnetic material under zero stress. There is little
or no preferential tendency for the magnetic moments to orient along a given
axis; however, under stress there will be a preferential tendency for the
magnetic moment to orient along the [100] axis.

9.2.4 Overview

(9.2.20) examined those nondestructive methods

A recent report by Ruud
deemed to be applicable to nuclear reactor pressure vessels and piping. The
author reviewed hole drilling x-ray diffraction, ultrasonics, BNA, magnetore-
striction, Mossbauer and indentation methods. He considers x-ray diffraction
to be the only proven technique at this time. In the long term, ultrasonic is
considered to have the most potential for defining bulk residual stresses.
Coverage is quite extensive in this report and is suggested as an excellent

reference document. In excess of 150 references are cited in the report.
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the familiar fringes (birefringence).

BULK TENSILE AND COMPRESSIVE STRESSES
|

A 1968 paper by Crecraft(9‘3'1) describes a "sing-around" technique for
measuring tensile and compressive stresses in materials with UT,
his "sing-around" technigue corresponds to the ultrasonic birefringence tech-
nique cited by later authors. Figure 9.3.1 from Crecraft(g‘3'1) develops the
analog of ultrasonic waves in stress analysis to light waves in photoelastic-
The polarized wave (either UT or light) enters the material and resolves
into two components, each polarized along a principal stress axis.
waves travel with different velocities, depending on stress and other charac-
teristics of the solid.
ing on the number of wavelengths of "relative retardation" experienced; hence,

The waves may or may not have the same phase, depend-

Velocity difference is measured because
the change in total velocity is too small to measure with sufficient accuracy.

AXIS OF TRANSMITTER
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FIGURE 9.3.1.

Section Through XY Plane of Material

Under Stress Showing the Space Inten-
sities of Light Waves in Photoelasti-
city and Ultrasonic Shear Waves in
Sonoelasticity, with "Crossed"

Polarizers
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The bases for measurement are the transmittal of a shear wave through a
specimen, an attempt to find the two principal stress axes in the plane normal
to the direction of wave propagation, and a measurement of the phase shift
between the two emerging waves.

The "sing-around" technique derives its name from the procedure which con-
sists of selecting an echo from the transmitted pulse; this echo is used to
trigger the transmitter so that the system recycles or "sings around" with a
period of repetition which equals the time for the selected echo to arrive at
the receiving transducer.

An example of data collected with the "sing-around" technique is given in
Figure 9.3.2 for longitudinal waves and shear waves measured parallel and per-
pendicular to applied tensile and compressive stresses. As noted, the changes
in longitudinal waves and in shear waves polarized perpendicular to the axis
of stress are very small. The vertical axis on Figure 9,3.2 is in terms of
repetition frequency (RF) or period. The relation to beam velocity is

3—V=$_f— ueL (9.3-1)
where V = velocity
f = repetition frequency (also PRF)
v = Poisson's ratio
e = longitudinal strain

Under compressive loads, e is negative so velocity changes will have a
slight positive slope compared to RF changes. With tensile loads this slope
will be slightly negative. In any event, the longitudinal waves and perpendi-
cularly polarized shear waves will incur very small changes in velocity, con-
firming the futility of using longitudinal waves for stress measurements
(including residual stress) since the very small changes are swamped out by
variations in composition, inaccuracies in measurement of beam path lengths,
etc.
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The relatively large change in values for the shear wave polarized paral-
Tel to the axis of stress is believed due to changes in the effective shear,
or rigidity modulus due to changes in the applied stress. The parallel polar-
ized shear wave shears in these same planes, explaining the comparatively large
variation. The perpendicularly polarized wave shears in the plane of the bar
cross section where no shear strain occurs under axial loading.
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The author(g‘s'l)

preferred orientation and plastic deformation. He may have been somewhat opti-

argues that the "sing-around" technique will detect

mistic as to the accuracy of such UT measurements since several mechanisms can
lead to false signals. However, the general trends should be relevant.

A substantial study reported in 19?9(9'3‘2)

examined the use of X-ray
diffraction, BNA and ultrasonic shear wave birefringence to measure stresses
in railroad rails. Since the interest was in bulk stresses, UT was selected
(X-ray and BNA are limited to surface measurements). The longitudinal wave
traveling parallel to the rail axis was measured because the acousto-elastic
effect is greatest for longitudinal waves propagating in the direction of
applied stress. Measurements were made at the midpoint of the rail web near
the neutral axis. Wave travel times along the rail could be measured to an
accuracy of #3 nanoseconds. Stress changes could be measured with an accuracy
of %6.9 MNlm2 (#*1 ksi). The procedure might have some potential in the mea-
surement of bending loads in piping systems although no data directly applica-
ble to piping systems is known to exist.

9.3.1 Cold Work

Rayleigh waves have been used to evaluate cold work(g‘3'3) in austenitic
stainless steel. A critical angle technique at 12.5 to 15.0 MHz was found to
correlate with microhardness values at various levels of cold work. At these
freqguencies, factors such as material chemistry and grain size, appeared to
have little effect on the changes attributed to cold work.
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9.4 SURFACE HARDNESS

Rayleigh waves were used to evaluate the surface and near-surface proper-

ties of a case-hardened stee].(g'a'l)

A frequency range of 0.5 to 6.0 MHz

was used. The basic assumption was that all hardness changes were due to
changes in the shear constant, 655. The mathematical development for CSS is
given in Chapter 9A. In essence, a curve-fitting technique was used where the
655 limiting value was measured deep within the rod. Curves were benchmarked
using the unperturbed elastic constants. Figure 9.4.1 relates Rayleigh wave
frequency to penetration depth in a solid such as steel, together with picto-

rially representing the displacements in a solid accompanying exposure to

Vg - 2.9x10° cmisec
PENETRATION DEPTH (mm)

0.05 0l 03 05 1 3 5 10 30
L 1 1 1 1 ; 1 ] i
T T T T T T T T T
50 30 10 2 3 L0 0.5 03 0l
~——FREQUENCY (MHz)
MAX IMUM MAXIMUM
COUNTERCLOCKW ISE EXPANS ION MAXIMUM

MAX IMUM CLOCKWISE
COMPRESS ION

FIGURE 9.4.1. Pictorial Representation of Displacements Which
Accompany a Rayleigh Wave. The line drawing in
the upper figure is a logarithmic plot showing
the penetration depths for various frequencies
for a typical Rayleigh wave velocity of
VR = 2.9 x 109 cm/sec.
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Rayleigh waves. A 3-in.-dia bar of steel was oil quenched from above the
austenitizing temperature to develop a hardened and stressed cylinder varying
in properties from surface to center. Both hardness and Rayleigh wave velocity
(6 MHz) gradients were measured by successively removing 0.030-in. layers and
measuring hardness and wave velocity. Figure 9.4.2 presents these data as well
as velocity changes measured on the hardened but unmachined bar. The curve
shapes for Figures 9.4.2a and 9.4.2b are quite comparable as is Figure 9.4.2c;
however, one might postulate that the similarity in curve shapes was fortu-
itous. The authors(g‘a'l) attempted (apparently successfully) to establish
that the measurements of velocity versus frequency contain the same informa-
tion as the destructively determined Rayleigh wave velocity versus depth
(Figure 9.4.2b). The measured Rayleigh wave veloc- ity as a function of depth
was used to define a function, F(z), which was integrated using a computer.

The theoretical equation used with the function was of the form

AV, (2) %
S g2 4.
M OfF(Z)E(ZlA)A (9.4.1)

where ﬁT is the transpose of a vector containing material properties (C,p) and
E (z/2») is a column vector of the form.

e—2azlx

e—(a+b) zlx

E (z/2) = (9.4.2)

e—2bzla

where a and b are parameters in the expression for the displacement amplitude
of the unperturbed Rayleigh waves.

The basic assumption in the integration was that a change in shear con-
stant, AC55. was responsible for the entire variation in the surface wave
velocity. The solid line in Figure 9.4.3 represents the integration of the
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20

HARDNESS CONTOUR
s 30 DESTRUCT IVE MEASUREMENT
=
=
3 )
(o]
o
<T
o 50
| &t
60 faig 4A g f g
0 50 100
DEPTH, mils
RAYLEIGH WAVE VELOCITY
‘ 2.980 [ DESTRUCTIVE MEASUREMENT
3
£ 2960
ks
> 290
FREQUENCY = 6 MHz (b)
2.920 e o ] TR
0 50 100
DEPTH, mils
2.945 - RAYLEIGH WAVE VELOCITY
l NONDESTRUCT IVE
g 2.940
[=
=
£ 2035 I
FREQUENCY f (MHz)
6.0 4.0 1.0 c)
2_930111|||l:1||1_1|11_
0 50 100

WAVELENGTH A{mils)

FIGURE 9.4.2. Respectively, (a) and (b), Plots of Hardness R

and Rayleigh Wave Velocity VR Versus Depth
(measured from the surface) Obtained in Destructive
Measurements, and (c), a Plot of VR Versus
Frequency and Wavelength Obtained in a
Nondestructive Measurement.

9.4.3



© NONDESTRUCT IVE MEASUREMENT
2.980 [~ — CALCULATED RESULTS

PROBABLE MEASUREMENT
— -~ ERROR

2,960

2,940

s QUENCHED STEEL

RAYLEIGH WAVE VELOC ITY (108 cm/sec)

2.92[] 1 | | | 1 | 1
0 0.2 0.4 0.6 0.8

WAVELENGTH Mcm)
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equation. The open circles are the data points at the various wavelengths
shown in Figure 9.4.2c. As can be seen, the theoretical curve and the observed
data points fit very well, particularly when one considers the very complicated
displacement functions in a Rayleigh wave (Figure 9.4.1).
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92 FATIGUE DAMAGE

Extensive work has been done relevant to the detection and characteriza-

(9.5.1) (. itically reviewed the information

tion of fatigue damage. Green
relevant to detection of fatigue damage i1n a 1973 paper, citing some 44 refer-
ences relevant to detection, He concentrated on four techniques used to
measure fatigue damage:

e bulk wave reflection

e surface wave reflection

e ultrasonic attenuation

e acoustic emission.
On a rating basis, Green(g‘s‘l) dismissed both body and surface wave reflec-
tion techniques as being markedly inferior because both require a substantial
fatigue crack prior to reliable detection. While acoustic emission was con-
sidered much better than the preceding two, it cannot detect static flaws, nor
can it operate too satisfactorily in a high background noise field. This
leaves ultrasonic attenuation as the preferred technique because it can detect
motion of dislocations as well as the vibrations of dislocation loops. Again,
it should be recognized that other factors contribute to attenuation and these
need to be considered.

A study95+2)

of aluminum and steel used Rayleigh waves and longitudinal waves as well as

of the early stages of fatigue in rotating beam specimens

measurements of attenuation as methods of prediction of fatigue, either low
cycle or medium cycle. A majority of the work was with Rayleigh waves so one
should recall the reservations cited by Green,'2*2:1) Figure 9.5.1 permits a
comparison of changes in UT signal during both early and late stages of fatigue
crack growth. The influence of grain size can be observed in the lower figure.

ALN has been used to predict fatigue damage in low-cycle, reverse-bending,
fatigue loading of 2024-T4 aluminum.!2-3-3) [n this instance, 10-MHz, 45° UT
was used to interrogate the fatigue specimens. Signatures used to detect and
evaluate fatigue damage included signal-amplitude-time spectrum and cepstrum.
They were able to detect fatigue damage after 10% of fatigue life with 92%
success and estimates of damage could be made within £20% of actual fatigue

9.9:1
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life for about 76% of the data. Basically, the ALN detected very small cracks
on the order of ~0.020-in. long by about 0.0030-in. deep. Definite differences
in amplitude time signals occurred with increased fatigue.

High temperature creep-fatigue is less amenable to detection. A
2-1/4 Cr-1 Mo steel was examined after extensive creep-fatigue damage at 1100°F
(595'6).(9‘5'4) Ultrasonics and magnetic field analysis were used; however,

neither yielded meaningful results.

9.5.3






9.6 GRAIN SIZE

A substantial paper(g'ﬁ‘l)

ultrasonic attenuation coefficients for both austenitic stainless steel and

examined the relation between grain size and

iron of various grain sizes. A comparison technique was used against a stan-
dard test block. Several parameters were investigated such as

Grain size--ASTM 7,5, 6, 5, 3.5, 3, 2.5, 1.5
Diameters 1075 ¢m 3, 5, 7, 12, 14, 17, 23
Surface finish--~0.1 u

[ Frequency MHz--2.25, 3, 5, 10, 15 (longitudinal)
Transducer size (mm-30¢, 256, 204, 2046 (X-cut), 106

Frequency MHz--3, 5, 10 (shear)
[Transducer size (mm)--20 x 15, 20 x 13, 10 x 9 (Y-cut)
Couplants--spindle oil, vaseline, salol oil

The authors review the various theories for attenuation of ultrasound in
polycrystalline metals (ignoring elastic anisotropy). The interested reader
is referred to the report.(g'ﬁ'l) Table 9.6.1 contains the various theoreti-
cal derivations, together with an explanation of terminology.

If the scattering factor establishes the scattering attenuation, the ratio
of the scattering factors of two materials such as stainless steel and iron
will yield a similar ratio for scattering attenuation coefficients, providing
the values of nD/x (grain size and wavelength) are the same for both materials.
Available information would yield the following values as scattering factors:

Scattering Factor R = Scattering Factor 18/8
Mode of Wave Iron 18/8 ssfa) Scattering Factor Iron
Longitudinal 6.7 x 107> 11 to 14 x 10™° 1.6 to 2.1
Shear 4.0 x 1070 60 to 90 x 107> 1.5 to 2.3

(a) Estimated from elastic moduli of 18/19, 18/14, 19/12 stainless steels
determined experimentally.

9.6.1



TABLE 9.6.1. Comparison of Formulations Based on Various Theories for Attenua-
tion of Ultrasound in Polycrystalline Metals (elastic anistropy
ignored)

Theory

4
Mason Longitudinal Wave “le g-l—gl— %—< 1/3

4
Shear Wave "ssD = %ﬂ.il%l_;.% < X3
[ ¢ 6] .

; R _H <r =D\, D Velocity effects
Bhatia Longitudinal Wave a0 =13 L1 + ?(Vs) (1 ) v 1 26 Nmvda
Shear Wave Bty e s i (12)4' Bt

%ss " 18 3I\7 T
L -
Krainer Longitudinal Wave D = L (EE 2.‘2 1
g L e e B
o
rorse as SRS DY o () & (em e ) sintt, 0« D
Hikata Scattering by a sphere

NOTE: ATl above consider oD as product of «D/Ax and scattering factor, H.

ag = scattering attenuation coefficient
H = scattering factor
D = grain diameter
f = frequency = 1/>
A = wavelength
n = positive integer.

The R ratio did not bring the two sets of measurements into coincidence.
This was due to the effective grain size of stainless steel being smaller than
the apparent grain size because of the large number of twin boundaries having
the same effect as grain boundaries on ultrasonic waves. An empirical pro-
cedure led to estimation of the effective size to be 0.62 to 0.65 DA where
Dy is apparent grain size. Measurement of effective grain size using photo-

macrographs and counting both twin and grain boundaries gave a range of 0.6 to
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0.8, which was considered a reasonable check of 0.62 to 0.65. Figure 9.6.1a,b
compares the experimental values and theories for both longitudinal and shear
waves. As noted, only the theoretical approach proposed by Morse compared fav-
orably to the data insofar as curve shape was concerned. A relatively minor
correction would bring the curves into agreement.

Kinman et al.(g‘ﬁ‘z) investigated the relationship of ultrasonic attenu-
ation to grain size, strength and toughness of plain carbon steel. Nine
ingots varying in carbon, manganese and silicon contents were hot-rolled into
46 plates, each 0.75-in. thick. Emphasis was given to five heats denoted as
A, F, G, H, and I, where the major variable was carbon content which ranged
from 0.05 to 0.38%; the plates were annealed over a range of temperatures to
produce grain sizes ranging from a low of ~12 ym to a high of 238 uym. Grain
sizes, volume-percentage pearlite, tensile and impact properties were deter-
mined using ASTM procedures. In addition, the attenuation for each condition
was determined at 5 MHz in terms of dB/in.

As will be seen from the figures and tables discussed in this section, as
well as in 9.10 and 9.11, excellent correlations were obtained. Extrapolation
to other materials, including low alloy steels, would be unjustified because
the changes observed are due to the well-known relationships between grain size
and yield strength or impact properties for pearlitic steels. The same rela-
tionships cannot be applied to bainitic or martensitic steels where hardenabil-
ity, not grain size, controls. Even so, the grain size relationship might
apply to thick-sectioned A-533 Gr B steels subjected to the same heat treat-
ments or to materials such as SA-106 used in piping. Until substantial testing
has been done it would be unwise to assume valid relationships between attenua-
tion and mechanical properties for the alloy steels.

The authors(9'6'2] built on the extensive literature of plain carbon
steels and the Hall-Petch relationships:

-1/2
YS = Y+ Kyd™ (9.6.1)

-12
T = T + Kqd (9.6.2)

9.6.3
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YO and T0 depend on alloy composition and percentage of pearlite; KY and
KT are constants, and d is the mean ferrite intercept, a measure of average
grain diameter with tensile strength. Grain size has less influence while com-
position and pearlite are important,

Earlier work cited developed relationships with regara to UT such as

e Ultrasonic attenuation can be used to measure the mean ferrite grain
diameter in a given type of steel.

e The application of UT attenuation should be in the Rayleigh region
given by » » 2 nd, where A is the wavelength.

The attenuation relationship in the Rayleigh region due to grain-boundary
scattering is

o, = a, * ka¢? (9.6.3)

where ay is approximately constant for a given material and f is the ultra-

sonic frequency.

Definitive relationships existed for attenuation versus grain size or
reciprocal grain size as can be seen in Figures 9.6.2a and 9.6.2b. Fig-
ure 9.6.2a illustrates that too small a grain size or too low a frequency
cannot be interpreted because of the flattening of the curve. At the other
¥ : : A dc ;
extreme, a grain size cutoff is suggested well below dc < 7=y SO 7— Was selected.

A reasonable range of grain size was deemed to be 35 um to 115 ym. Fig-

ure 9.6.2b explores the relationship of a2

to attenuation over the range
of 35 to 115 um. The curve is a rough approximation of a straight line.

Based on work of Serabian(9‘6'3)

it appears possible that ultrasonic
attenuation measurements can be used beyond the Rayleigh range. A wide spec-
trum of materials were examined having a spectrum of grain sizes. Values came

from both the literature and work of the author.
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Reviewing the basic loss mechanisms involved in the scattering of ultra-
sound in polycrystalline materials the following summarizes these
relationships:

Wavelength to

Grain Diameter Range Mechanism Attenuation
2
A > D Rayleigh (g) U3f4
2
»=D Phase (-,%_E)Ufz
2
A<« D Diffusion (:I) 1
D

Typically, a D™™ type relationship.

Since most structures, even those with a highly uniform grain size, wili
have some mix of grains, one would not expect to see integers as exponents.
Rather, there will be a mix of values. A plot such as Figure 9.6.3 provides
values of m for the grain size dependency of attenuation. Plots of attenuation
versus frequency, when measured over a wide range of MHz, yield values of the
exponent n as slopes for a given specimen having a specific grain size. For
each material and each grain size, a value of n can be obtained. Figure 9.6.4

from Serabian(9’6’3)

illustrates a frequency dependency (n) versus grain dia-
meter. The small grains are in the Rayleigh range; n is 3 to 4. However, at
larger grain sizes, n is 1.5 to 2.5 typical of phase scattering. These results
indicate that the grain size as such can be related to attenuation. Whether
these relationships can be extended to predicting mechanical properties is

another matter.
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9.7 RADIATION DAMAGE

A few studies(g'?'1’9‘?'2’9'?'3) have examined the changes in ultrasonic
velocities resulting from neutron irradiation of ferritic and austenitic
steels. An initial study(g‘7'1) with A-302 B and A-542 B steels which had
been irradiated at relatively low temperatures (140" to 350°F) (60° to 180°C),
did yield substantial velocity changes; however, a later study with A-533 B
irradiated at 550°F (285°C) gave velocity changes of less than #0.15%; these
changes were considered too small to permit reasonable predictions.

A later studyt?:7-3)

measured changes in acoustic velocities as a mecha-
nism for determining post-irradiation elastic moduli. Changes in shear, bulk
and Young's moduli ranged from 1% to 1.7%, which was much better than earlier
studies. However, high attenuation in the irradiated specimens, together with

swelling, prevented the acoustic evaluation of all specimens.

P






9.8 LAMELLAR TEARING

(3:8:1) . amined UT as a method for assessing the susceptibil-

ity to lamellar tearing. Earlier work at 5 to 20 MHz yielded very poor corre-

One study

lations using attenuation measurements as the bases. The modified procedure
utilized high gain probes and correlated the data with percentage reduction of
area values from short transverse tensile specimens. The correlations obtained
were found to depend on the type(s) of inclusion present. A good correlation
was obtained between the mean integrated echo signal-per-unit thickness (ZI/mm)
and short transverse reduction-in-area values. Total "echo count" values
yielded a poor correlation. The integrated echo values give different corre-
lations for aluminum-killed steels and for steels not aluminum killed. Work

is continuing, particularly to better understand some predictions which were
not accurately matched by the tensile data.
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9.4 ELASTIC CONSTANTS

The development of mathematical derivations relevant to the spectrum of
elastic constants has been given in Chapter 9A. The reader is referred to it
since these derivations will not be repeated again. With regard to the spec-
ifics of second-order and third-order elastic constants, they will be addressed
in subsection 9.9.1. Substantial work has been reported for elastic constants.
The data presented herein will be limited to materials used in the reactor
pressure boundary.

9.9.1 Second- and Third-Order Elastic Constants

Two cast (centrifugally) grades of austenitic stainless steel piping,

CPF & and CPF BM, were exanined,’ -1

A closely parallel study by the same
(9.9.2)

was made using a 304 SS plate containing an electroslag 308 SS
we1d.(9'9‘2) Both studies assumed orthotropic symmetry with a cylindrical
coordinate system, [radial {(r), circumferential (t), longitudinal (z)]. It was
assumed that (r, t, z) were axes of symmetry. Both high and low ferrite alloys
were examined. The t-z plane was considered to be a plane of isotropy whereas
t-r and z-r planes were orthotropic. Microstructures confirmed the assumptions
of isotropic and orthotropic symmetry. Table 9.9.1(9‘9‘1) confirms the valid-
ity of the isotropic symmetry in the t-z plane. It was not possible to obtain
values for the CPF 8M high ferrite case due to very large grain size alignment
away from r direction. The significance of different elastic constants in the
various r, t, z directions is apparent in Table 9.9.2 where the radial strains
are much greater for the anistropic case than for the generally accepted (by

ASME) isotropic case. These larger strains will influence fatigue 1ife predic-
tions as one example.

authors

The changes in elastic constants with direction are even more pronounced
in the electrosliag weld, Table 9.9.3.(9'9'2) Tensile tests further confirmed
the orthotropic symmetry with isotropic symmetry in one plane. Figure 9.9.1
illustrates the changes in yield strength with orientation. In the isotropic
plane values remain constant.
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TABLE 9.9.1. Engineering Elastic Constants Measured by Ultrasonic Method

Value for Each Material

CPF 8 CPF 8 CPF 8M

Constant Low Ferrite High Ferrite Low Ferrite
Elastic Modulus, GPa
Et 133 158 145
Ez 135 153 147
Er 123 127 4 125
Shear Modulus, GPa
Grz 95 93 91
Grt 93 91 92
Gzt 62 63 58
Poisson's Ratio
Vs 0.43 0.28 0.38
Vet 0.37 0.39 0.37
A 0.34 0.30 0.37

TABLE 9.9.2. Solutions Using Anisotropic Elastic Constants for
Centrifugally Cast Stainless Steel Pipe (with
outer-to-inner dia ratio of 1.21). Pipe is
loaded by internal pressure p and restrained
axially (plane strain).

Dimensionless Stresses Dimensionless
at Inner Surface Displacement at Inner
Material Hoop, otjp Axial, oz/p Surface, Radial, u E/prj

CPF 8 Low Ferrite 5.3 2.8 7.11
CPF 8 High Ferrite 5.3 1.06 6.71
CPF 8M Low Ferrite 8.3 1.68 6.79
Austenitic Steel,(a)

Isotropic Elastic

Solution 5.3 1.25 5.61

(a) Value using room temperature E = 195 GPa and Poisson's Ratio = 0.29.

9.9.2



TABLE 9.9.3. Room Temperature Engineering Con-
stants for Spatially Ortho-
tropic Model of Electroslag
Weld Metal and Reference

Values
Constant Measured Value
£11 = Ep 142 GPa
E33 104 GPa
Gaq = Gss 82 GPa
Ge6 57 GPa
vip = 21 0.24
v14 = 23 0.53
u3l = 3¢ 0.39
Epoly') 195 GPa
E33(b) 101 GPa

NOTE: E denotes Young's modulus,
G shear modulus, and
v Poisson's ratio.
(a) Reference value for iso-
tropic material.
(b) Reference value for single
crystal.

Smith et a1.(9'9'3)

moduli in several polycrystalline metals, steels, iron, aluminum alloys, magne-

measured both second-order and third-order elastic

sium, molybdenum, and tungsten. Only the steels are presented here. Only
uniaxial stresses were used. Wave propagation directions were perpendicular
to the stress direction (longitudinal); shear waves were polarized either nor-
mally or parallel to the stress direction. Table 9.9.4 contains both second-
and third-order moduli. Table 9.9.5 contains pressure derivatives of the
second-order moduli. The latter values check well with values from nonlinear
elasticity tests.

The data in Table 9.9.4 are calculated using data such as are presented
in Figure 9.9.2 which relate stress in the material to changes in ultrasonic
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TABLE 9.9.4. Elastic Data for Polycrystalline Specimens(9-9.3)

Second-Order Moduli

LAME' Constants Third-Order Moduli
Materials Steels A u ¥ Y2 i
Hecla 37 (0.4% C) 111 = 1.0 82.1 £ 0.5 -358 # 70 -282 = 30 -177 %
Hecla 17 (0.6% C) 110.5 £ 1.0 82.0 #+ 0.5 -134 £ 20 -261 + 30 -177 *
Hecla 138A 109 =+ 1.0 81.9 0.5 -323 £ 50 -265 * 30 -177 *# 10

Rex 535 Ni Steel 109 =+ 1.0 81.8 #0,5 -175 # 50 -240 = 50 -169 # 15
Hecla ATV (Aust.) 87 +2.0 71.6 £ 3.0 +34 £ 20 -552 * 80 -100 * 10

Note:

Units Giga-Pascals.

9.9.4



TABLE 9.9.5. Pressure Derivatives of Second-Order Moduli

LAME '
Stress Modulus 3B Constant  au

Material Steels MPa Type Stress (Bo), GPa -FE (Fo), GPa Eﬁ; Ref .

a

Hecla 37 (0.4%) 150 Uniaxial 166 6.5 82.1 1.96 9.9.3
Hecla 17 (0.6%) 150 Uniaxial 165 4.87 82.0 1.77 '9:9.3
Hecla 138A

(Ni-Cr-Mo Steel) 150 Uniaxial 164 6.17 81.9 1.89 9.9.3
Rex 535 (Ni Steel) 150 Uniaxial 164 4.92 81.8 1.68 9.9.3
Drill Rod 400 Hydrostatic 165 - - 8l.1 — -
Hecla ATV (Aust.) 150 Uniaxial 135 8.6 71.6 3.9 9.9.3

NOTE: 1 MPa = 145.04 psi.

¥
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wave velocity. The formulae in Chapter 9A are related to wave velocity, per-
mitting calculation of relevant moduli of Tables 9.9.4 and 9.9.5. One can cal-
culate the bulk and rigidity moduli as functions of pressure, using the
third-order moduli data such as are given in Table 9.9.4 and the following

equations:
(3)--(5) [ 2 v +§-v3] (9.9.1)
0 o/ |
) - () fordmad] 552
a

The preceding information, together with Chapter 9A, attempt to give the
reader some idea of the theory underlying measurement of elastic constants,
moduli, etc., as well as citing a few examples of results. No attempt was made
to cover the field extensively.
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9.10 FRACTURE TOUGHNESS

The published reports on the use of ultrasonics to "measure" fracture
: : e (9.9.1)

toughness properties are quite limited. Vary
the feasibility of ultrasonic measurement of KIc for two maraging steels and

cites his own work on

a titanium alloy. Empirical correlations were developeo relating ultrasonic
attenuation factors to KIc and a (0.2% yield strength) as noted in Fig-
ure 9.10.1. The equation for the line in Figure 9.10.1 is

K 2 =]
Ic = ?(Ve 36) (9.10.1)

a

Y

where v is ultrasonic velocity, 65 is an ultrasonic attenuation factor, and Y
and e are experimental constants.

Figure 9.10.2 relates yield strength to an ultrasonic "factor." The rela-
tionship appears to fit a linear equation of the form

o * AKIC +B - By = C (9.10.2)

where By is an ultrasonic attenuation factor, and A, B and C are experimental

(9.1.1) states

constants that depend on the material involved. The author
that seemingly essential measurements for deducing fracture toughness and yield
strength can be made by purely ultrasonic techniques once calibration curves
have been established for a given polycrystalline material. While the preced-
ing section relevant to fracture toughness-yield strength is quite appealing,
there are several reservations concerning its universal applicability. Ultra-
sonic attenuation results are due to many characteristics of a given material
such as cold work, grain size, etc. Since this is the case, correlations such
as appear in Figures 9.10.1 and 9.10.2 may be specific not only to a given
material, but to each fabrication history. Obviously, such specificity will
grossly limit the use of UT to measure such properties. It will reguire a sub-
stantial data base in order to permit a realistic evaluation of the validity

of UT for measuring such properties.
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Budiansky and Ricetg'lo'lj developed a mathematical model for estimating
the fracture mechanics parameter K. = (Kl) max/e for a flat crack of initially
unknown dimensions and orientation by using long wavelength NDE measurements.
To date, the information published is limited to a model using previous long
wavelength studies. It will be interesting to see how well the mathematical
model is confirmed with specific UT data.

Kinman et al.(g'ﬁ‘z) developed a grain-size toughness relationship for
plain carbon steels. The same caveats apply with regard to attenuation cited
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in section 9.6. While the relations given in Figures 9.10.3a and 9.10.3b and
in Table 9.10.1 are good, similar relationships should not be assumed for low
alloy steels. It can be seen that the curves generally are the same shape.
More significantly, the confidence intervals over the 35- to 115-um grain size
range are very tight.
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TABLE 9.10.1. Regression-Equation Statistics for 15 ft-1b
Transition Temperatures

Statistics(a)
For A1T Data For 35 ymcd<Ilb um
95% 95%
Variance Confidence Variance Confidence
Form of Equation Explainea Interval Explained Interval
1. TT = b, (Alloys) 0.666 +91°F 0.949 +36°F
(#51°K) (#20°K)
2. TT = by (Alloys) + kld"I’Z 0.948 *37°F 0.973 £27°F
(#21°K) (#15°K)
3. TT = b, (Alloys) + bya e e 0.985 £23°F
8“9 3 1 .
+ bzu + b3u (£13 'K)

(a) Only five, rather than all twelve, specimens of Alloy A were Charpy
tested.
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2.11 TENSILE PROPERTIES

Specific approaches to predicting yield strength are cited in Sec-
tion 9.10. The same reservations cited in that section for fracture toughness
properties apply to tensile properties. Vary(g'l’l) discusses aspects such
as bond strength, composite strength, etc. Generally, these have been devel-
oped for plastics and ceramics. The reader is referred to that report if
interested. The absence of data on nuclear materials of construction served
as a justification for not expanding here.

Tittman(g'll'l) discussed an indirect UT technique for predicting tensile
properties, specifically tensile ductility. A correlation between dB drop in
the frequency range 5 to 15 MHz in terms of known cross-sectional areas of
voids was related to measured changes in tensile ductility. The theory of
Nagumo, which relates voids in inclusion areas to ductility, was found to cor-
relate with the measured values as can be seen in Figure 9.11.1.

0.5

O DATA FOR CAVITIES
0.4 + —— NAGUMO THEORY

DUCTILITY

n ! il 1 |

0.05 0.10 0.15 n,20

VOLUME FRACTION OF DEFECTS, f

FIGURE 9.11.1. Comparison of Ductility Data for Cavities in Ti-6A1-4V Alloy
with Theoretical Model by Nagumo with k = 12
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The relevant relationships in terms of equations were

p =B 1n ca2

(9.11.1)
where p = UT reflection coefficient

B = a constant equal to 10 log,.e

¢ = a constant determined in fitting scattering theory to the data

a = void radius assuming spherical geometry.

exp(1/2 k) - t (2/a)° exp [-¢ (1/2 +K)] =1 (9.11.2)

>
n

where Ylef; the ratio of shear strain on the crack surface y to the
mean nominal fracture strain €f

e = tensile ductility

t = a numerical constant

% = a normalization factor equal to the radius of the tensile

specimen.

exp (1/2 k) - t23¢3/? [exp(-30/28)1[exp(-c1/2 + K)] (9.11.3)

where the specific values of the equation are C = 4.39 x 10-2 (13.8 dB), K 12,

t=1.24. The relationship between ductility (e) and reflection coefficient
(p) is given in Figure 9.11.2.

Specific uses of the preceding correlation for nuclear piping systems are
not immediately obvious; however, the approach may stimulate further work that
could lead to something more directly applicable.

Kinman et al.(g'ﬁ'ZJ conc lude that the ductility correlation is limited
with regard to attenuation; however, there is a good correlation with yield
strength and attenuation which is directly related to the attenuation grain-
size relationship. Figures 9.11.3a and 9.11.3b, and 9.11.3c as well as
Tables 9.11.1 and 9.11.2 show these relationships., Figure 9.11,3a presents
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FIGURE 9.11.2. Plot of Ductility as a Function of the Reflection
Coefficient Compared to Calculations from
Equation 9.11.3 for the Best Fit to the Data

the transitional yield strength reciprocal square root grain size relationship
of the Hall-Petch equation:

- -1/2
YS = X Y0 + KY d (9.11.4)
Figure 9.11.3b is an attempt to present the attenuation reciprocal square-

root, grain-size relationship with a similar orientation of axes. Finally,
Figures 9.11.3c plots yield strength versus attenuation to show similar slopes.
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Table 9.11.1 displays a high variance and tight 95% confidence interval.
Table 9.11.2 s shown for tensile strength.

TABLE 9.11.1. Regression-Equation Statistics of Lower Yield Point

Statistics
For ATl Data For 35 umcd<lld pm
957% 95%

Variance Confidence Variance Confidence

Form of Equation Explained Interval Explained Interval

1. 1¥P= bo (Alloys) 0.521 11,7 ksi 0.775 £6,3 ksi
(£80.7 MPa) (%#43.4 MPa)

2. LYP = by (Alloys) + kld‘l’z 0.945 4.0 Ksi 0.966 2.5 Ksi
(#27.6 MPa) (£17.2 MPa)

3. L = bO (Alloys) + bla - - 0.954 3,2 ksi
+ bya’ + bya® (£22.1 MPa)

TABLE 9.11.2. Regression-Equation Statistics for Tensile Strength

Statistics
“For ATl Data For 35 umcd<ll5 um
95% 95%

Variance Confidence Variance Confidence

Form of Equation Explained Interval Explained Interval

1. IS = by (Alloys) 0.965 4.2 ksi 0.994 £].8 ksi
(¥30.0 MPa) (x12.4 MPa)

2. T5 = by (Alloys) + ka2 0,988 2.5 ksi 0.998  #1.2 ksi
(227.6 MPa) (8.3 MPa)

¥ o= b0 (Alloys) + blu - -- 0.997 £],5 ksi

. bzaz + b3g3 (£10.3 MPa)
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CHAPTER 9A

MATHEMATICAL DERIVATIONS OF EQUATIONS
FOR SECOND- AND THIRD-ORDER ELASTIC CONSTANTS

9A.1 INTRODUCTION

In considering the application of various NDE techniques to the determina-
tion of physical and mechanical properties of solids, the theory can be devel-
oped either in terms of wave behavior in a solid where wave speeds and particle
displacements serve as the basis for the model, or in terms of elastic and/or
inelastic behavior of a solid in terms of elasticity theory. The first {wave)

(9A.1.1) .

approach is covered elegantly by Green in his text, Ultrasonic Inves-

tigation of Mechanical Properties. The second is available in many texts of
(9A.1.2)

articles such as Markham. An excellent development is given in the

text Elastic Constants and Their Measurement by Schreiber et a].(gA.1_3)

The approach here will be to introduce the topic through measurement of
engineering properties, develop the general elasticity theory, simplify to the
case of major interest, cubic metals such as steel, handle the preceding in
terms of dynamic effects, and expand to the nonlinear case. While the preced-
ing uses solid mechanics rather than wave mechanics, I must emphasize that both
approaches converge to yield precisely the same equations.

9A.1.1



=
19
L}
{ |l
LY
h 4
MY )
"




9A.2 ENGINEERING PROPERTIES

Three types of engineering tests conducted on solids are tensile, shear
and hydrostatic compression. These are illustrated three-dimensionally in
Figures 9A.2.1, 9A.2.2, 9A.2.3.

The stress-strain relationships illustrate the proportionalities in the
elastic range for uniaxial, shear and hydrostatic loads. The four constants
derived from the proportionality relationships are Young's modulus, the Shear
modulus, the Bulk modulus, and Poisson's ratio. If one assumes isotropic
behavior, the moduli values check fairly well with the values obtained from
cubic single crystals. In fact early values of elastic constants such as the
moduli were determined by mechanical testing.

0z =
5 _Lrilg . g by _ Ly-fo _ Ey
2 2 ‘zl 2 i &
A :
) « - /
| <l F
I L=1
T' o /
| i Lt
£ Lo | E
{ -
| -
<
LL- = E-22
Y €z

AXIAL STRAIN, €,

FIGURE SA.2.1. Uniaxial Tensile (or compressive) Stress. Poisson's
ratio, v, is the ratio of transverse to axial
strain. Dashed lines represent initial stress-free
shape: a cube of edge length £,.
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9A.3 ELASTIC BEHAVIOR

A generalized presentation of stress in an elastic medium in terms of x,
y, 2 axes is given in Figure 9A.3.1. This figure can be considered to repre-
sent the spectrum from the most general case where 21 elastic constants are
required to define the stress-strain relations to the simplest isotropic case
where only two contants are required. Figure 9A.3.2a,b illustrate the most
general and the most reduced cases.

Figure 9A.3.1 presents the case for the various stress values in the x,
y, z planes required to solve the generalized form of Hooke's law. The six
stresses are designated as follows:

% x* Oyy* %2z normal stresses (9A.3.1a)

ey Yyz* Yxz shear stresses (9A.3.1b)

a
=4
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N

P

. 62

N
N
+
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on

™~

FIGURE 9A.3.1. Specification of Stress in an Elastic Medium
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FIGURE 9A.3.2. The Most General (triclinic) and Most Reduced
(isotropic) Case of Asymmetry

The comparable longitudinal and shear strains together with a differential
for describing them follow:

3U. _av, _ aw

Cxx = T% Syy " 3y Sz " 37 (9A.3.2a)
_ 3w, av, _ U 4 AW, e 1

Eyz a 2z’ Szx I T cxy X * ay (9A.3.20)

where u, v, w are the displacements in the x, y, z directions.

The following development is not rigorous; however, it should present the
approach to the reader. Hooke's law in the most generalized form related the
preceding six components of stress to the six components of strain by six equa-
tions. Similarly, the six components of strain can be related to the six com-
ponents of stress by six equations. The general case used the 21 elastic
constants (Cij) and 21 compliances (Sij)'

9A.3.2



In matrix notation these can De designated

6
SRRV D DR {3A.3.3)
JEL )
5
ey = L Syyeylor ) (9A.3.4)

£
i
s

The 21 elastic constents {or compliances) fail inte definite groups shown

in Figure SA.3.3 which can be written as follows:

ili’ sz, and C33 refate the iongitudinal strains te the longitudinal
stresses,

. 3 '} . " . =z
CQ&, CbB’ and 866 relate the shear strains Lo the shear siresses,

623, 613, and 512 relate the lateral contractions to the 1engitnﬁina?'
extensions when the material is under uniaxial {Peisson’s ratio} ten
sion. This case can be further expanded, as will be noted later, in
recogrniition of the fact that the uniaxial tension case is compossd

of a hydrostatic stress equal Lo one-third the tension value and to
two shear stresses, each equal to one~third the tension value. For
the case of cubic symmeiry, which will be developed, the total strain
wili be made up of a bulk strain inversely proporticnal to {612 - C%E}
and to twe shear sirains inversely proportional fo {Cli - 612}‘ This
difference may be regarded as & shear constant equivalent to €q§*

The constants €5§, Qgﬁ, and C&S retate shear strains in one direction
tgs shear sirains in angther.

the group of nine elastic constanis 614, tl&’ 616’ 624, Czs, 526’

, ” Co. i imi to a L S i
€34, Lggy Cqp are basically similar to Cego {%g andg ﬁ&&’ however, in
low orders of symmetry such as triclinic {Z1 constants} hydrosiatic
siress may cause shear Strain and the corresponding factors of pro-

portionaiity are ailse comprised in this group.
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FIGURE 9A.3,3. Grouping of Llastic Constants

Any crystal, even one with cubic symmeiry, when referred to axes other
than axes of symmetry, will have all 71 effective caonstants different from
zerp.  Whan referred 1o the principal axis of symmelry, interaction between
shears and direct strains, ang belween shears in different pilanes ogodrs only
when the symmetry is low.

The compliances Sij may be writlen in the same format as the elastic
canstants Cij angd the preceding itams 1 to b apply with the pravisg that
stress s substituted for strain in the statements.

g
Expanding the matrix denoted by o, (v,) = )’y Cijcé will give the matrix
on the following page. 1=l
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XX

a
Iy

&3
r 4

¥z

2%

XY

The

XX

Yy

4

¥z

LR

£

Xy

The

s
e

¢

¢

£

¢

C

= 35

#

fl

5

5

=5

=5

= 5

11%xx ’ QIZEny+ £13£zz ’ Cléayz N CiSﬁzx ' ﬁiﬁgx;ﬂ (9h.3.52)
2150 Coatyy T C2atar t Caatys Y basta T Coptyy (94.3.50)
31%xx ’ £32£yy ’ G33€zz * £345yz * €35£zx ¥ gSﬁexy (9A.3.5¢c)
415 xx ¥ €4§€yy ? Cé3€zz ¥ Cﬁﬂsyz * Q&SEZX " g&éexy (9A.3.5d)
515xx  “s2fyy T U532z T Csafys T Usstix T Uiptay (9R.3.5e)
61%xx ~ U6zfyy © Ue3taz T Leatyr * Yestux Cas‘xzw (9A.3.5f)
6
matrix denoted by e; = = S%j°§ {Yj} will give
1% ¢ $12%y * S13% T S1avyr T 15T ex * Sl6Tay) (9A.3.62)
21%xx ? 322ny v 323022 ¥ S?&*yz N E:’25%)& ¥ S?éyxy {94.3.60)
1% T 232%y T 933%2 T TaaYyr T S3sVzx T 36Ty (94.3.6¢c)
41°%xx N S&Zgyy . 543622 ¥ 334732 ¥ Sﬁﬁsz i Séﬁ?xy (9A.3.64}
51%xx © "52%yy © 53%z2 T Osatyy T S5sTax T egVxy \3h.3.6e)
1% %82%y T %63%22 * Seavyz T Sesax Sﬁé*xgﬂ (9A.3.6f)

above compromise 6 x 6 matrices of elastic and

Since ﬁés and 523 are the inverse of one ancther, to go from C&j to the Si

GA.3.5
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matrix gr vice versa reduires inversion of ine mailrix which is best handled
with a computer. in matrix rotation we will have

(e) = L1 (o) = (ST (o) (94.3.7)
for the first group, and
(o) = [ (e) = [C] te) (94.3,8)

for the second group.
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A4 EFFECTS OF CRYSTAL SYMMETRY

The ieast symmetric crystal, 2 triclinic, requires all Zi elastic con-
stants to define the stress-strain relationships. As ¢rystals inCrease 1n sym-
metry, fewer elastic constants are reguived to define the relationships. The
most symneiric is an isoiropic crystal which may be appiied to polycrystaiiine
materials in some instances. The aext most symmeiric, and Lhe one of interest
in an engineering sense, is the cubic which encompasses simple, body-centered
and fate-~centered cubics., The ¢lass of ferritic steels is body-centared cubic
and the austenitics face-centered cubic.

The slastic constanis redguce %0

€y = Cpp = Ly {9A.4.1a}
Qiﬁ - 223 = g13 (Gh.4.1b}
Cag = £55 = Leg (BA.4.1¢)

and all other constants are zero. Returning to our diagram of the elastic con-
stants we can rewrite it for the cubic¢ case as given in Figure 9A.4.1. This

FIGURE 94,4.1., Elastic Constants—~Lubic Case

9A.4.1



case means that only three constants are required to describe the elastic
properties of cubic materials,

The preceding sets of equations will reduce to the following matrices for
the cubic case:

' "y ~
% x Cp Sz & © 0 0 ©ex |
6}’}‘ (:12 Cll {:22 0 0 ] e:yy
) ®22 . ‘7 Y2 d 0 d €12 >
. < (9%.4.7)
v, 0 o 0 Gy O 0 vz
- g 0 a 0 Gy O -
. 0 g 5 0 0 C
L XY i 444 |2
or
- N " T o
® e 1 % Yy 0 U0 %
yy Sip 51y Spp O 0 0 »
) €22 ! S92 34z pp 0 0 0D °7 (
w < \ $4.4.3)
‘. 0 9 g 0 Sy O Y
. 0 o 0 o oS ¢
L xde L. 44_ b S xy}
with inversion possible by
o = [317He) = [C] Lo} (98.3.8)
or
e = [C]7Ya) = 5] (o) (9A.3.7)
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We can rewrite the first group in terms of the partiels of dispiacement

as follows:
3u av aw av . 3w W, 34
S =l T he L5327 “1a (5? T ay) MY R rid az)
{8A.4.4a)
£3y 2y
MEETH Friers
¢.. 24 B, o f3¥, AWy, o (3N, U
oy ® Gy 3% 7 Caz 3?‘* L35z Cos (az * ey) " Log (ax N az)
(G4,4.4D)
” ai &%
Tl (33 F 5?)
54 ¥ BW 3V, oW EAEELY
Sz =Cax Tl iy Tt T ba lEE T ay) * s (ax * az)
{9A.4.4¢}
(% + ?:‘i
36
_ - 3w vV aw W, AU
Yz = by =ty ay T l3 T Lag (i;‘?z‘ Y i)t bas (ax *“5"2’_)
{9A.4.4d}
{eu 33)
46
a4 ks & ay .3 ; W L3
Tt Y T sy T bs3 T Csa(?‘z‘*’a‘g)“” Ls5 (3“;3'5)
{(38.4.4.¢}
: au av
‘e (”-5'}? * 5()
} 0 3W ay aw aw 3y
= S5y T Cer 3yt Ces va S (‘5}”“53) " les (‘:?I*E}“)
{UA.4.47)

c. . (ﬁ& + 33)
66 \3¥  3x
We can use the preceding eguations after suitable differentiation to

determing the values of the elastic constants. Tnis can be done by measuring
the velocities of ultrasound at which the threg iypes of plane waves travel in

SA.4.3



known directions, These velocities are dependent on the elastic constants, the
direction at which the wavefront travels with respect to the ¢rystallographic
axes, and the density, Assuming we know the Jatter two, we can calculate the
elastic constants from measurements of {he wave velocities,

The dynamic equations of equilibrium of a3 smail element of the solid can
be written as

+
>
4
G

3 £
oty B A, =
ox Txx 3y Txy 3z Yxz = F ;f? {8A.4.52)
¢ 2 3 25V
e + o + o — . o
38X ny 3y ayy 3z Tyz P 3?’? {9A.4.5b;
3 3 d "zy,g
Ve + F - il
ax Yzx @y ‘xy sz Czz 7 ° atg {9A.4.5¢)

where 5 18 the density of the selid.

The preceding eguations for a small element of the solid can be general-
ized for the case of g periodic infinite plane wave. We can define the plane
wave as a vector according to Fiqure 9A.4.2

An infinite plame wave, periodic in time, which is fraveliing in any
direction {£, m, nj can be defined by the following equations:

- < i oo 4 - " —
U= &X sin (L, m, n, vi} {9A.4.6a;
" i + [ otp - B
v Ay sin {EX my ", vi) (44,4 .Bh)
= i £+ + - A.4,

W ﬁz sin { . my n, vi} {9A.4.6C;

Ax’ &y, and Az are constants which determine the amplitude of the wave; v i
the phase velocity.

94.4.4
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FIGURE 9A.4.2, Direction Bumbers and Direction Cosines
Referred to Reference Axes x, y, 1

We have shown in Equation SA.3.9 thatl the varicus stresses are funcijonsg
of the sacond-order slastic constants and sirains., The same is trus in Lqua-
tion 9A,4.4 for siress as functions of second-grder elastic constants and dis-
placements in terms of du/fdx,3y,87Z, 3v/ax,8y,d2.

[t follows that the partia) of stress will equal the partial of strain
after differentiating. This means Equation SA4.% in terms of azu,v,w{atz will
relate equally to partials of stress and strain.

Differentiating the above equations and substituting into the eguations
of motion will give equations in the tensor form:

(c - oS ) e = 0 (9A.4.7)

ik1*ity

We are interested in six equations either paralie) to each of the direc-
tion cosines &, m, n or & combination of them; e.q.,

x Direciion L Lxx = Ay {GA.4,8a)

y Direction M M}y = Ao (9A,4.8b)
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2z Birection N N, = Aqq {9A 4,80}

22

yz Direction MR ﬁg&z = Ay {9A.4.8d)
2% Direction (N N o= xg {9A.4.8e}
xy Direction 1M fﬁxy = Ay {94.4 8F)

The a terminoiogy is used in many reporis and will be used here in the
context of L, M, N, My, TN, IM:

., =

. in tensor notation
1k R

i3kt

21 = & 22 = 0 23 = 1 i mairix apteation é
{9A.4.9}

1o iy 23 » 4

72 » 2; 31 s 5

33 » 3; 12 » 6

Lo+
i L

=31 = 0111 & 11z ' 8 T bz fa by

Yl M %t Cong Bt Crona B3t (9A.4.10a)
Thsn st Yzt ts Tt s R

which when converted to matriz Larms becomne

Cow + i Cog * o Chp # 2 Coe + 2 il * 2 am Ly (9A.4.100)

b
r..—b
—
i
i

56 i5 16

2= baef f Tt R T P i fs Tt 1 e
* Cpupp fg &5 * Congn By Sg * Cyona 2y 2y % Coppa dp 24 (9R.4.104)

* L3 b3 4
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MN

i

it

H

2 2 £

Ay, = 265 g~ + 622 m o+ ng n~ o+ 2 im CQG +2Z2n 545 + 2 mn 624 {9A.4,11Db])

in similar fashion the other equations can be derived:

ST 511 i Qﬁé + £55 + 2 656 + 7o zczg + 72 1m 515 {9A.4.10b)
? b _ R
oy = 1 ﬁéﬁ + m £22 n 534 + 2 gn Cgﬁ +Z2n zﬁgﬁ + 2 m Log {9A.4,11}

€., + n° Ly * 20 Cgy + 2 000y + 22m Gy (98.4.12)

hpg = B Lgg o mt Loy ton” Lgp vmn (Cop * Load * na{Cgp * L) (88.0.13)
*am (G * Cpp)
A < ¢ 52 C n2 Cop Y {0, + Chc) *ne{Cy, v Cop)
137 % M5 T Sag 35 Y45 7 V36 137755 (o0 4014)
(L e
A = 15 Cpp bt Gye 0’ g o (O Cosd * 8 (L1 * o)
{94.4.15)}
tam (G 7 Cogl
The differentiation of the wave squations will give
2 — -
| - s
(L - V) A+ TH A+ THA, =0 (3A.4.15)
N3 At (M- ﬁVZ} AL ME A, =0 (9A.4.17)

SA.4,7



TRA, * B A« (N=- o¥°) A, =0 (95.4.18)

This equation can be written into the following matrix notation:

L-o¥" IR s
[z M= oV W - 0 (9A.4.19)
" R N oye

Solution of this matrix will give the wave speeds for the three plane
waves propagating in & linear elasti¢ homogenecus anisoiropic medium,

I[f we wish to soive for the direction cgsines of the partigle displace
ments, we can write the following matrix:

" —— ----~-«»»ﬂl P g -
L ¥ N s 1 ¢ 0 o
Moo W 8 = 0¥l o 1 0 A (94.4.20)
N W w ¥ ¢ 0 1 v
L e L., B

or

al+aglM+ vy N =ua oV (8A.4.214}
a M+ sM+y W =08 ov° (94.4,21b)
s LN* g MUYy 8=y pssz {98.4.21¢}

The preceding represeni the most generalized forms of the equations. lhe
method of solution for a given ¢rystaliine material is known density o and
second-order elastic constants C, is to solve Equations 9A.4.10 to SALA.15 for
L, M, N, stc., components for the wave normal {crystallographic direction
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cosines &, m, ni of interest. These values are substituted into the velooity
matrix together with the density o and solved for the three plane-wave speads
?1, Vg, %B. Each of these wave speeds is substituted along with relevant values
of L, M, N, gtc., and p inlo the three equations above {8A.4.21) to soive for
the particle dispiacement direction cosines appropriate ¢o the particular wave
speed (using agé + 522 * ng = 1}, Generally, the three particie displacements
will have componentis both norwma) and paraiiel to the surface of the medium 30

the waves are neither purely compressional nor purely Lransverse.

The situation is greatly simplified in isotropic or cubic splids where in
certain special directions of the crystal one of the waves will be purely long-
itudinal and the other two purely iransverse.

The oeneralized equations become greatly simplified when specific wave
propagation directions are selected. Far example, in the [100] direction,

{a) {b) (c) (] {e) (f}
bom Lyps M= g3 W= Dops M = G TN = Cps BM = € (9A.4.22)
In the {110 direction,
Lom G * 0 20,03 Bl = Cop v Gy v G + e {9A.4.23a)
M e # 0y v 20,5 TN = Cig * Cag * Cra ¥ Cgs {9A.4.230)
No= Cop + Cpa 20405 M= Cig * So5 " Oz ¥ Che (9A.4,23c)
In the 1111} direction,
L= Cyp % Ceg * oy * 2(Co * O ™ Cgp) (9A.4.243)
Mom Coe * oy * 304y + 2Loe ¥ () {9A.4.24b)
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65 Cyg

56

is

is

+ L

* 0L

+ L

24

45

26

4

+

* £

£
1

+ L

33

34

35

45

+ 2z

+ {

0

+ L

{C

2%

14

i2

+ ¢
+ L .

a5 " b3
g

4

* Lo

SA.4,10

+
&5

£ L

3%

34

+ L

a5

L, v L

34

44

g * Cog * Ly ¥ Cyg

+ L

{9A.4.24¢}

(9A.4.24d}

{9A.4,24e)

{9A,4.247)



4.5 CUBIC CRYSTALD

The preceding equations are greatly simpiified in cubic materials such as
iron, steel, stainless steel, the high alloys, etc.

kecalling that

Cpp= Cpy = Cpy = Cyp = Coy = Cyy (94.4.1b)
{:44 = 855 »r {:56 {9,&,,4,},{;}

A1l other C values are zeys; we can substitute into the eguations for
alastic constants:

2 2

IR S n?) Cog {9A.5.1a)
L C%% + m2 Cll + n2 £g4 = n? Cll + {22 + nz} €4§ {9A.5.1D]
N () Gyt Oy (9A.5.1¢)
TF = am (Cy, *+ Gy {9A.5.1d)
LN = ng [sz + 644) {9A.5.1e)
PR = m (£g, + Cpy) (94.5.1F)
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For cubics where the principal axes coincide with three crysiallographic

aies, ithe soluilions are

[1007 direction

{a) (b} {c)
? z 2

py ¥y = Cqp (longads ooV, = Cups ¥y = Oy (shear

{110] girection 2= Zﬁﬁ?} M= E%g?; n=0

{a) (D)

e £

oV, = Cgq {shear}; V™ = % (Cll - C12) shear;

{c}

2 1
s¥ == (ﬂii * ﬁzg + 2 igg} iong.

L111] direction g=m=1n = 1ﬁJ§

Z

H

ﬁgg

#

9A.5.7

(94.5.2}

{94.5.3)

{9A.5.4a)

{9A.5.4D)

(9A.5.4¢)



SA.6 LS0TROFIC SOLIBS

The simplest case in the context of number of independent elastic cone-
stants is that of isotropic solids. This case s more applicable than might
appear at first glance because most polycrystalline materials, where the grain
size 13 not excessively large and where heat treatment has reduced greatly or
removed preferred orientation dug 1o hot or cold working, can be considered ip
ne isotropic splids, One must be careful in applying this criterion since meny
sg-called isotropic materials have some degree of anisoiropy.

Before developing the isotropic case we need Lo introduce another set of
constants, the Lame constants.

9K.6.1. LAME CONSTANTS

A1 ihe beginning of the chapter we discussed the various moduli--elastic,
shear, and buik-~together with Poisson's ratio. While the bulk and shear
moduli represent fundamental elastic constants arising from basic considera-
tions, they do not necessarily coincide with those elastic constanis easiest
tc measure.

In the case of isofropic solids such as we are discussing, the geomelric
considerations lead to two simple equations covering wave propagation. The
first is the Tongitudinal wave equation where displacements perpendiculiar to
the wave front direction are zero; the second equation coverinmg shear i3 con-
trolled by the displacement along the direction of the wavefront being zero.

Tnese reduce {in the one-gimensional case) to

ézg Kéza . E
S-x = 22— longitudinal {8A.6.14]
gt odx

4 ?
ng = 59U chear (9A.6.2a)
dt adx



14
where u is displacement, u in the shear case is one Lame constant and is the

same as G, the shear modulus., The K value is equal to

2

pV,

K=+ 2y

. F
where » 15 the second Lame constant and

2
oVS =y

{9A.6.

(9A.6.

This can be seen from the following relationships for isotropic solids:

C

C

C

all other values of C =

The Lame constants

Young's (elastic)

Shear

Bulk

Poisson's Ratio

The various relationships are given in Table 9A.6.1

11=%="¢
2=t =t
44 = bs5 = ©
0.

are related

33

13

66

to the other moduli as follows:

» + 2y {long.)

= C31 = C23 = C32 = A

u {shear)

p (3r+ 2u0)/(x * )

At 2
3

AM2 (At u)

modified from those in Reference 9A.1.3.

9A.6.2

(9A.1.1)

(9A.6.

(gAQGO

{9A.6.

(9A.6.

(9A.6.

(9A.6.

(9A.6.

somewhat

3a)

3c)

dc)

4d)
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TABLE 9A,6.1.

The Connection Between Elastic Constants of isotropic Bodies:
vl = Longitudinal wave velocity; vg = Shear wave velocity;
A, ¥ o= Lame constanis

K= ot g v ovt e
B £ & W tongitudinal Shpar
Bulk Hodulus Young's Wodulus Lamf Tonstant Poisson’s Batio Modulus Hodyiys How Ohiained
. %
v 8 ¢ B4 - - B 26 -
: s b i {Land constenmt} is always
: ; feulated
w B~ % 4 - . ¥Hp . o} waicy
- BT " Y B-2 Fhegent
5 % BT 4
-- SEQEJG g~ %6 E—%%—;E; g+ %“ e Stedic messurement of B and &
" 5 i M irement of Eoand Gy
EG . £ - 20 £ aG - ¢ Static measurement o :
T/ ET - B S T O v 3 o g}gngm;ﬁdtgesonance) measurament
. . 18 38 - F 3B - F 38 ae+E JBE Static measurement of B; dynamie
h - [ 58 - € U {resorance] measurement of F
3 i,.:ﬁ%‘;.‘ii 1 _g__'___f..};}..fw:} - 2\5} — . 5 1~ i ”I; Z
e ki: BN 1) | ;R - 3 Ao 3® +B stand ; at of B aad v
SEOG u k T R . #1310 MEASLrEme W
I .. L . " £ i1 - ) £ taric or dyaamic measyrement of
F{Ta7% [E RIS 14 B {1+ w3l =« 29} ITEH £ angd v
, o 3 -‘jszv;?, Y ‘,:;z - P f Y iv fypipreity) zsyrement of
pln® - ;vs_} 7T ﬁgv?i - 2v§g} syl u» : . . ynamis (velogity) measuremsnl o

flvy T - vt Wy ang vy



We can evaluate the elastic constants for an isotropic solid in the same
fashion used for the cubic system:

2

L= f b+ Cyg (1= 25 = 2% (%) (9A.6.5a)
2 + 2 + +
M=m C22 an (1 -m ) =m (A *u)*+u (9A.6.50)
M= nf Cyy ¥ Cap (L= 0%) = 0% (4% ) +u (9A.6.5¢)
MN = mn (C44 Clz) =mn {(x * u) {9A.6.5d)
N = ne (644 Clz) =ng {a + ) (9A.6.5¢)
M =em (Cag * €1p) = 2am (x *+ u) (9A.6.5F)
The determinant is
2 2
Lo vt u) v - eV em (a4 w) ne (x * u)
0= Jam {x *+ u} m° (A + u} Y u - pVZ mn {x + u) (3A.6.6)
2 2
ne (x *+ q) mn (A + u) n~ (a*n) +u- pV
or
1/2
(u— pV2]2 (l+2|_l—pu2) =0 (]Oﬂg.] V1=-A"°-:—2u——; ‘-"2=V3=
. (9A.6.7}
(ufp]lIz trans.
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Annther approach 1s to consider the coefficiants with respect to the vari-
gus crystaltlographic directions:

1100 {a) {b} {c) {d) {&) ()
Lo Ell; M= qu; N = Cdd; MY = 0; 1IN = 0; LM =10 (9A.6.8)
[116] {a) {b} (o) {a} {e}
Lo %‘ QCZZ + {:{;4}; Mo }é‘ (‘QZ} + Caa}; H ow {:K}Ji; ’ﬁﬁ'.—. i N = {3
{GA.6.,9}
{f)
1 X
R AUTRA Y
{111} {a} {b} (¢}
1 2 i Vi 1 2 .
Lealy +5C i Meml,*SC, i N=xC,, +5¢
F¥11 00T taa T V22 3 vas T VI3 Va4 (94.6.10)
{d} {e} ()
1 ] 1 N 1 ,.
MU= 3 (Cgq * Cppds TN = 3 (G + €y )5 TR e 5 (Cyy * Cpp)
The determinants will be
L - ¥ N iR
General M M - p‘J2 N =0 (9A.4.19)
I Wi Ko~ ov2
Z
Loy = o¥ o 0
[100] 0 Cag - oV 0 (98.6.11)
. 2
£ 0 de - p¥
GA.6.5



1 X 21,
AL Y lyy) -V 3 (gt ) 0

[1103 |4 (Coq * Cpp) 28y, * Cyy) - v 0 (94.6.12)
(, - 5v) (Caq - RTATI

[100] (9A.5.13)

N TE
(,.3@ y
& z 7

Recalling that the teo
solid, it follows that iF

¥

C

i1
Cyp =
Caq =

then

and

112
L
3 Np

Lamé constants completely describe an isotropic

ng p C33 =it 2u {3A.6.3a)
CEl = ClB = C31 = C23 = 632 @ A (QA.G.Sb)
C?}E) = 255 = u {QH,D.3C:‘
e (9A.6.14)
£., = C
11 12 " <
5 = Cag (9A.6.15)
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Thersfore, an isoiropic solid will be described by

by bp Gp 0000

C ¢ 0 0 0

|5 S ¥
521 g0 0 ¢

1 ,\
7 iy - Lyl

1 ..
7 {81 - &)
L, -6
5 (b - &0
2
2. f1 7
(Cyy ~ oV 3[?‘ (Cp = Cypd p"] = 0
- 3}_252,‘, »‘311“{312_%f bt by
[ > Z T 2p * T3 2o
Lﬁngta} Snear{b} (c)

Since ?Z = ¥3, only one is required to define the crystal,

9R.6.7

{85.6.18)

(9R.6.17)

(9A.6,18}






SA.7 THIRD-ORDER TLASTIC CONSTANTS (inelastic deformation)

A solid may be elastically isotropic under stress-free conditions, or at
very low €lastic strains; however, the same $0lid may or will have anisotropic
characteristics when stress is applied, particularly when therg is any ineias-
tic deformation, This situation is of considerable scientific interest in
initially isotropic materials such as stress-free polycrystalline solids with
random grain orientations.

A more general and mere correct approach is tg consider the behavior of
nonlinear elastic waves as they propagate in soiid materiais. Such poniinear
gffects results from varipus causes. In some instances, higher amplitudes of
the initially elastic wave may generate finite strains, in other cases, the
appiication of external stafic stresses cause nonlinear behavior; many solids
may contain & variety of energy absorbing mechanisms which result in locaily
nonlingar or even nonelastic behavior; one possible cause of the latter is the
gxistence of minroscopic stresses, This third form is usually handled as a
form of attenuation.

A Timear elastic wave behaves in a fairiy predictable fashicns this is not
true for nonlinear elastic waves. For example, the initial wave such as a
sinusoidal langitudinal stress wave at a given freguency will distort as it
propagates, and energy will bg transferred from the fundamental to the harmop-
i¢s that appear. This behavior will be a function of wave amplitude. Non-
linear transverse curves may propagate without distortion in ideal {defect
free; solids; they can interact with other waves, and such interactions may
geperate additional waves.

We discussed second-order elastic constants earlier. In stressed condi-
tions third-order elastic constants exist. These constants permit the evalu-
ation of first-order anharmonic terms of interatomic polential or generalized
Grineisen paramelers, both of which are basic to all theories related to anhar-
monic phenamena such as the interaction of acoustic and thermal phonons and the
equation of state. The same spproach to measuring constants occur. The dif-
ference in velogily measurements permits the evaluation of third-order elastic
constantis. These elastic¢ constants are also known as third-order Murnaghan

4A.7.1



constants from the man who initially developed the relationship for elastic
strain energy for an isotropic solid, including third-order terms but omitting
terms independent of strain. The following is the equation:

Zu t A, 7 Lt Em o, 3
$ = N IZ - 21,,112 ¥ g Il - 22’2%{112 + ﬁi3 (84.7.1)

where § i3 the elastic sirain energy; w and x are the L ame gonstants; &, m and
n are the third-order Murnaghan constants; and {1, I2 ant I3 are the three
invariants of the Lagrangian strain tensor,

The equations developed in the preceding section of this chapter provide
the hasis for the development that follows., PrinCipal sources used were
R&tc%iffa,(gﬁ‘7‘}} Smith,tgg*?*z) Rughes and Ke]ly,{gg’?’3) Thursion and

{88.7.4) (9A.1.1;

Brugger and Breen.

The equations pertinent Lo isgtropic solids in the form desired for devel-
apment of third-order constants follow:

Le 2l (a+u) v (9R.6.5a}
2

Maem {a+qa)+y (9A.5.5b)
? _

Nan® {3 *u)*y (98.6,5¢)
MN = mn {x ¥ ) {9A.6.54}
TR = ne (a* u) {9A.6.5¢e)
R = am {2 * g} {94.6.5F)

In fact, even fewer are used because of ithe complexity of the development.
Only the one~dimensional case was used in most ¢gf the theoretical developments,
The basic equation used by Hughes and Ke?%yigﬂ‘?'3j is
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izg-a %ié; {9A.6.1a)

which becomes, for isotropic soiids,
oV, 2= K= a2 (94.6.1b)

The analogous equation Tor shear is

ﬁi% . udy (9A.6.7a)

gt pox
or

o’ = (9A.6.2])

As will be noted later, when the eguations are expanded to cover lhe cases of
tensile or hydrostatic stress, they reduce to YA.6.10 and 9A6.2h as the
appiied siress approaches zero.,

The initial set of equations redating wave veloCity and second- and third-
order elastic constants were derived by Hughes and_KaT1y{§A'?’3) using
Murnaghan's Equation (9A.7.1). The autbars(gé‘?‘B} Himited their strain
equations o no more than square terms and their siress eguations to no more
than first— and second-power terms. Furthermore, cases of wave propagaiion
were limited to the x-axis for the Tongitudinal and shear-wave {2} cases. The

seven eQuations derived by Hughes and Kellyﬁgﬁ’?‘3} are given below as pre-
sented by Ratcliffe:(9A7.1]
o V. 2 b Py (72 10w+ 61+ 4m) {9A.7.2)
Olp 3K af

¢

9A.7.3



where

and,

P .

Qaﬁsp T EEE {3 * B * 3m - nf2)

i ., T fa+ . .
Q{}le zl*{p+§§(—;{wu—[‘é};+1{};&+4fﬂj+;\"'2;)
o ¥ - At 2yt e {Zaju 12+ 2y = m] - 21}
“o'iy . K, ¥ uo
pG¥Sx2 =y ¥ ﬁéz-(ﬂx + 4y v m ot anfdy)

2 H
Qowwu*yg{k*‘&z*m@m]%}

Z T
&QVSZ T 322 {(Zn —m* nf2 * anfZu}

Py = density of the material in the unstrained state

¥ = gltrasonic wave velocity

{8A,7.3)

(94.7.4)

(3A.7.5)

(9A.7.6)

{89A.7.7)

{(3A.7.8)

x and p = 2nd-order Lamé elastic constants for anm isotropic material

1,m and n = 3drd-order Murnaghan elastic constants for an isotropic

material

P = hydeostatic pressure

T = yniaxial tension

B = KQ w bulk medulus x<% {35 % 243

1st subscript 1 refers to Jongitudinal wave
1st subscript s refers io shear wave
7nd subscript p refers to hydrostatic pressure

Zad subscript x, y or z refer to uniaxial tension in the x, y or 2

directions respectively.
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Other authors have develgped similar equations, using somewhat different

,;igﬁ*l'l} presents the relations between {hird-order

approaches. Table 9A.7
etastic constants for isotropic soiids as useg by differeni authors.
Smith{gg‘?‘zj rationalized the differences among the various third-order con-

9A.7.2) a1so i1lustrated the procedure for measuring the

stants, The auzhcr{
third-order elastic constants., The velocities in Equation 9A.7.Z 1o BA.7.8 are
difficult to measure accurately in absolute terms; however, Gifferences in
veiocity, even though relatively smalil, can be measured quite accurately. The
veloCity-difference approach permits substantial simplificatian of the equa-
tions. One such example foliows, The velocity difference between two pringi-
pal shear waves propagated normal to a uniaxial stress and with polarization
parailel and normal to the stress 15 shown in an example using Equations BA.7.2

angd 9A.7.8:

oy = n -3-;2 (x + 20 * @+ an/dn) (94.7.7)
V2 e e (20 -t /2 % anf2u) {9A.7.8)
ﬁ{} %z B ’3‘;’{; i W P
AR 30
o () =55 ) - o (30 + 2w + iz + 21 (98.7.92)
2 Z T dun ¥ 1an .
e (V. 7571w [{3; S Ji-m--—«.-] {9A.7.9b)
o sy = 52) 3 (3 2) e
Py (""sy - S, ) e &31 + 3u} * o i—-——}-% } (9A.7.%¢)
2 2y T
Py ('ifsy = 52 )m 3;: {4y + nj {9A.7.94d)
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The velocity differences, when stressed, are in the range of 28”4 even when

high stresses are used. This means that

where Vg, represents the unstressed state.

Therefore,
P 1
qsy ¥ vsz gfsa
and
¥ - ¥ w LI (Qu + B}
Sy sz "B ¥ ¢
S0 T0
since

We can divide both sides by this eguation:

1
7 = s (A ¥ n)
S0 892

which permits us 1o evaluate one of the Murnaghan constants, n.

{9A.7 . Ye)

(9A.4.20b]

{9A.7.97)

A similar approach can be used to determine the other third-arder

constants.

The problem rapidly becomes more complicated and difficult as one shifts

to Tess symmetric crystals or away from the simple [100) directions.

9A.7.7
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gxampie of the elastic sirain energy Equation 9A.7.1 converted to a working

equation foliows:

2ot a2 Lx2m . 3 .
g = > - dw by ¥ 7 - 2m i1y * nlg

ﬁ = [{29 * Z)fZ_; (Yli Al 3’22 ¥ 3’33)2
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. . 3
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+
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’31*13Y22)
The similar equation for a cubic crystal is
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which utilizes gij for second-order and gi}k far thirvd-order constants., The
precading equations <an be converted to sther terminclogy with the rejation-
ships of Table 94,7.1

The following two relationships using Equation 9A.7.10 1llustrate the
enhanced complexity of shifting from {100] to [110] te [1115:

. 1. 2 2 R S B
(1003 6= 5 &ypvpy * €4 {rig ¥ vn ¥ Y9 * Y1)t Gy
(9A.7.12)
1 2 .2 .2 .2
Y7 Cise [?11 (2t v " vyt *13)]
(116] 4 = l.c ( » 2 S A Y 2] i I [ + }
=3 1 (e T o)) 3 G it (vl T )
V. (2. R 2 NI
T 7 la [*11 (e =) T 2f3 "’31)]
g.“ ¥ 32 F # 2}
Y7t Pt v 0 T o) (9A.7.13)
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The preceding equations are in the simplest state prior to differentiation and
substitution., The reader is referred to Graentgh'?'z} for further
derivations.

{84.7.

Thurston and Brugger 4 developed the relationships for cubic ¢rys-

tals in [100] and [11G] directions as influenced by uniaxial compressive
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(9A.7.4)

stresses in those dirvections. These authors used W, the wave speed,

and N, 4 unit vector, rather than the more conventional V oang n,

The preceding has touched briefiy on the mathematical developments derived
from sovid state theory and the implications of the eguations in terms of
acoustic wave behavior. The actual datz obtained through experiment are pre-
sented in the body of (hapter 9,

9A,7.11
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CHAPTER 10

FATLURE STATISTICS AND FLAW SIGRIFICANCE

10.1 INTRODUCTION

This chapler wijl assess the probability of failure of piping systems on
the basis of available statistics, Whers sufficient data on nuclear piping
exist, they will be used, In the case of large pipes, such as are used in the
recirculation system and as steam iines, their failure prebability will be
inferred from failure statistics of non-nuclear pressure vessels.

An attempt will be made to predict failure in terms of both piping size
and piping systems, ¥here possible, PWR and BWR piping systems will be
assessed separately to determine whether differences exist in failure probabiil-
1ties and in failure modes,

The data will be presented in a variety of formats 10 aid in quantifica-
tion of the probabilistic fracture mechanics tasks in Chapter 12,

Faiture is defined in terms of substantial ¢racking or lsaking of the pipe
with an upper bound, a major split or guillotine break. Lesser cracking has
the potential for comverting to upper bound failure if subjected to dynamic
loads such as water hammer, water slugging, or possibly, major seismic loads.

Fajlure modes or mechanisms are very sensitive to both materials and pip-
ing sizes and, to a greater or lesser degree, to the environment,

The value of NDE depends to a major degree on the safety significance of
a given failure, the failure mechanism which often defines the failure loga-
tion, and the wean-time-to-failure. Tabie 10.1.1 is a subjective judgment con-
cerning a reascnable breakdown in terms of pipe size, fatiure mechanisms and
safely taplications of faiture, The chapter will foilow the breakdowns of
Table 10.1,1 in terms of piping size and failure significance,

A class of Tailure mechanisms of major safety significance in many systems
embraces the funciional unreliability of vaives, In many systems such

10.1.1
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TARLE 10.1.1,

Pipe Size
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Safety Implications
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» <
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16500, thermal

Leveral other failure
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nong
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none
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1GSEC has more safety
significance in BWRS
than Puls

water hammer, water
slugging and seismig
Inags require Quanti-
fication for oth
intermadiate and large
safaty-related
Systems.



functional unreliability poses a much greater potential safety hazard than the
spectrum of piping failures. Whnile the significance of valve failure 1s noted,
further discussion is putside ihe scope of this “"white paper,”

The further sections of this chapter will concentrate on failure probabil-
ities by component size, system, and iype of reactor. Failure mechanisms will
be classified and discussed in detail when generic, Dbvious exampies of gen-
eric failure mechanisms ing lude stress corrosion, eresics ang cavitation,
fatigue--both thermal and vibrationat, and water hammer or water slugging.
Oiher mechanisms tend to b morg random,

The Licensing Event Reports {LERs] or their precursor, the Abnormal Gocur-
rence Reports [ADRs) have baen the source of most of the data used in this
chapter. There have been general overviews such as those of

Bugh(lﬁ.i.1,18.1.2,1&.1,3} or Basin and Burns,(IG’i‘a} incidents specific to
intergranyiar stress corrosion cracking {IGSCC) in BWRs have been covered in
{10.1.5} (10.1.6,10.1.7}

and MIREG

cracking of large pipes is based on pressure vessel failure statistics.
gushtlﬁ.lig)

updated eariier information as well as examining failures from a different

Gengral Electric reports. The probability of
has given a broao overview, and Smith and ﬁarwickkla'l’g} frave

point of view,
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i0,2 AN OYERVIEW OF PIPING FAILURES

The purpose of this section is to give a semi-guantitative overview of
pipe ¢racking, The dearth of information in many Licensing Event Reporls
{LERS) does not peemit quantification other than in certain systems, or where
failure occurred by specific mechanisms, Ysuaily, in these cases the manufac-
turer provided the information,

Pipe cracking incidenis in pipe sizes below 4 in, have been limited to
brief comparisons as have most data from foreign reactors, The information
from other countries appears somewhat inconsistent when compared to the United
States data, Since there was no procedure for assuring that a7} of the foreign
data was available, the decision was made Lo limit foreign input fo the IGSCL
case.

Four methods of preseniing the daia are used; namely, failures by reactor
type {Table 10.7.1}, failures by mechanism {Table 10.2.2}, faflures by pipe
size {Table 10.2.3}), and failures by system (Table 10.2.4),

Data from smaller reactors such as ¥8WR and ERR Bave been omitted since
those reactors have been decomnissioned,

incidents in Table 10.2.1 tend o be equal in BWRs and PWR¢, if one
removes [GSEC incidents.

Tabie 10.2.2 covers causal mechanisms. Again the numbers should be exam-
ined in terms of trends, not absolutes. Obvicusly, IGSCC s & prime
contributor, The incidents of thermal fatigue are also quite nigh. Most
other failures tend to be random with the possible exception of
erosion-cavitation.

Tabie 10.2.3 presents failures in terms of pipe size, The large number
af incidents in BWRs in the range of 4 to 10 in. are causad by 1GSCC., The
peak in PHRs at 16 to 18 in. occurs because of feedwater Tipe thermal fatigue,

Table 10.2.4 presents a relatively incomplete picture of fajlures by sys-
tems. The size trends cited eariier appear again by system because of I1G5CL
in BWKsS and thermal fatigue in #WRs,
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TABLE 10,2,1. Number of Fajlures by Reactor Type
(U.$8, reactors--pipe » 4 in,)

BwR iGSCC Qther Total
1 25 16 35
2 2 7 18
3 37 26 83
: 62 2
136 5% isl
__PHR
Carly W )
Z2-Loop 4
3-Loop ¢4
4-i.00p 14
£t 12
8 W 0
sl d)

{a} 19 of 88 I6SCC,
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TABLE 10.2,2. Incidence of Major Cracking or Leaking in Nuclear Components{a)
{may be muitiple events in same componenti)

Lause of batect P e a6 16 me7 e eGSR W7 1 19E Ln 1 1% 197 e 179 e 1

Thermal Fatigue ByR ) 2 3 18 135 ? 2 58
Pk 1 1 1 % 7

Resignedynonic lasd Bt t 1 & 4
Filt i i H H 4

Losstruction gafectsiprmrors BWR b Z 3 4 2 2 l 73
Pyt 1 g 0 il

Water ramser {1ing fatlured LT ¥ 3
Wl 1 Fa 3

fatigue-vitirational < i) H H Z
Py e E} 15 5 3

Ergsionfoorroston BWR H Z 2 4 2 1 1 13
Wi Py 2

Lorretiontfatigue &R % k]
PR H 3 &

Urk nown cause BRR 2 & 3 1
MA L o~ _ . o _ o _ . aaaa1io s

13 0 0 ] { f 2 1 3 7 iii 24 28 i3 iz 34 3 20 187

e bbb b

{a} Fiping »A-in. gis, unless otherwise snoted as o component,



TRELE 10.7.3. Number of Failures by Pipe Size Through 1979
(1.5, reactars only}

Pipe Size BWR
{inches) 16500 Other PR
4 50 13 63
6 35 i2 47
8 &t 2 22
190 531 & 57 12
17 8 8
i4 1 2 3
16 1 1 18
18 i 7
26
22 1
24
26
s2b
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TARLE 10.2.4, Number of Failures by System > 4 in. Ixcept CRD
{U.S. reactors only)

Reactor Tgﬁe Typical Material

Feedwater 15 28 Ferritic {A-106}
Racircutation r4 Z Austenitic {BWR)
Ferritic {PW&)

Charqing e b Ferritic
Steam - 5 Ferritic {PWR}
Decay heat i4 &
service water e e Austenitic {BaR}
Core spray 4 5
CRO & 5 Austenitic (BWR}
Gther 2 5 -—
Recirculatinn bypass 4 e Austenitic (BWR}
RWCU Fa i Austenitic {BWR]
[sotation condenser —— _—
Reactivity — %

49 73
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10.3 FAILURES IN SWALL PIFING

The majority of pipe leaks and bresks cccur in smaljer sizes of piping
typical of instrument, vent and drain lines. Many such ltines ere 1 in. or
tess in diameter. Iwn addition, many breaks occur in the "less than 4 in.*
range, The Licensing Event Repurts {LERs) classify piping into several size
ranges, one of which T¢ Tess than § inches. Often il becomes necessary to
examing the sriginal LER rather than the computer readout to establish the
actual sizes of the fatled piping. Even this may be insufficient, and one
must examine the SARs for information as to specific piping sizes,

Many small pipe breaks are due tg vibrational fatigue. As the sizes
increase above 1 to 4 in., the failure mechanisms shift somewhal to thermal
fatigue ang IBSCC. Tt is difficuit to estabiish definitive statistics because
of the probabiiity that maay of the failures in small iines are not reported,
particulariy in instrument lives and in secondéry or tertiary systems. A
recent repcrtilg‘s‘l} Tisted failures in small 4-in. Tines. These data are
reported as Tables 19.3,1 and 16.3.2 (Yimited tc¢ PWRs),

This author considers pipe breaks in the sizes below a diameter of 2 in.
to have 1ittle or no safety significance in many instances. 1In the range 2 to
4 in,, one must examine specific systems to establish the safely significance,
if any, of breaks. Factors such as makeup capability set by charging pumps and
sgfety funciion of lines such as control-rod drive tubes need to be sxamineg.
Usuaily, this is difficull to do because of the Pimited inforwation available
in LERs, For example, in PWRs, Jeaks or breaks are cited in systems such as
conlant recirculation, reactor heat removal, reactor coclant cleanyp, main
steam condensate, feedwater and chemical and volume controi. Obvicusly, such
systems have substantial safety significance. It is less obvious whether fafle
ure of instrument or drain lines teed off Lhese systems become a safety prob-
fem, The same applies to B4R lines. A NUREG report of the Third Pipe frack
Stugy Greup{lﬁ‘3‘1} highlighied possible probiems caused by fatlures in smaller
pipes in coniunction with various desison basis accidents,
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TABLE 10.3.1.

Summary of Pressurized Water Reactor Cracking in
Smailer than 4 in.{30«3«%§

Eigangs fveht
Husmart

U515 B
fhamical ang
Volume Dontrod

Looiant
Rerirculation

Besiguat Heat
fEmiva!

Heactor fonl.
ant {isanug

Epmrngncy Lore
Cueiing

Main Steam
Supply

Condensile
Fapowater

Grher Legi-
neersd Safely
Foatures

Keartor Cors
fsnialion
Creating

Spant Foel
Fagl

Lontgingant
Heat Remowsl

o Blame 0 Litarigeg Lrack Legabisn  Probanie Dayse

Ariansas 42 i Most cracks T Fatigue Cassed

Lalware Qliefy al 3 weboy tocstza Ly vibraiion

Catwert Llyife o4 5 rEst puits

Hagdan Neck &

Fori Vdincun £ ¢

{ngian Poisy ¥ 3

{riitan Potar 83 H

Kpmgunes 7 4

Horihn Anng #) i

Palisades o) H

Foint Yeagsn #7 i

§F_ Hinps # i

Satewm &1 i

Surry ¥l i

Turegy Puint #3 1

turkey Poing #4 3

¥ ankes fowe 4

Fipsn 1 i

Fion =7 H

Erkangas #2 H in welgs st ¥ibration

Gajvert £1if7e #7 3 amats Ts, and

Fort Uébhgen #1 i Ripigs, elc,

Faligades #] 4

Foiat Seach §2 1

Salem ¥l H

Three ity jsiang #1 1

indias Foint 4 H

San Pt re i

Avkansay #£1 3 Hast oracks in Vibratyon

GLE. ook é we 'ty mear

indign Poing 4y 3 Py or

Praivie ivlang #] 1 valyes

fhree Mile iziane fe i

Thres: Mite lsiazng #1 ¥

Calvert L1iffy 2l 3 Most cragks in Fatigue Saubed

Caiwert C1i¥tg 42 3 welid: n Disgs by vibration

Kewpungn ¥ H tarates near

¥roian #} § puTRS

tatikes Bowe i

Arkanses 87 i Maost crscks in ¥ibratiun

Begwsr Vallay #) i welds of vent

Catwgrt Clifig #2 1 or grain bines

Favlay #] §

Hilgtone ¥y i

Goonee €2

fortgh &nma #i 1 Lracks 1o oweid Hol delermined
o angteyment
Tinssy

Fhreg Miiy 1uizng sl 1 Lrerk it gibralion
sockul weld

Turkey Powng 3 i {rack in draian ¥Yipralics
bing wely

Gennpe #3 H Lrack in welg dibratian
in saaple iing

Briangas #1 M in weig ot determingd

Three Mils (sjang #1 i HAZ THECG

ndign Faint g7 H ¥eri 1o gunp Yigratian

10.3.2

weld

P ipes



TABLE 14.3.2,

Summary of Miscellaneous Smail-L
in 2-in dia.{and over} PWR Pipes

Iné Cra?king{a}

Homiagi Sutpeiied
Pipe (6} Material U izse Lorgzetive el
Plani Syilen Eyent Jate i}nmmr jtemtativa;  toratigs of Crack  of £rack Aetion . ity
Rrkanias @& fremiza) ang 4738478 2 fn. G5 Meldoisl, swction  Fatigue Pontace
g ume cliging, A" cherg-
Lontral iny pusg
Lalvert JViEfs #1 Service FEA et ¥ Cakbon Sl water selusn Drasies RagTace,
watEr 3731478 stagl reil eschanges repair,
BIIELFiE cutisl niping mpeif y
1Eii4
Cpiwert Dhiffe #¥1 frpam iFF1227% 7 T rban £ibbm, dowRitress  Drasios #aplane Iwiephase §iow
sige] efoarifise Susned g as
CANsE
Calueet Ciaffe o2 Reglor MEFE 2 %n 3 is Uisehargs vipe; Fatigue Replage, Possible resp-
cGnlant v luid oonteg’ et igh fatice will pop
T iganup tank reshegints
Ginna Riag Lo 12;ibi76 FIETI 34 %5 Sockel wald, - 7 RanTate
ciganug gows Glversion
Time
Haddaam Reck Treeric s ang 53410479 £ in, 4 33 BT aritary drats Theemal #an jand
v bugen Lo ier At o
costral Fa%ED
fntisn POint €2 Cramicat ang 03115737 PR ing us Seal Wieetion Fatigus Rpnaty
vo hums e 21 gharging
cantrsi plmg
Faltsates *1 Aewiegl gnd (BIGAIIE £ ota 4 n, 334 55 Surties TThe Fatigue Hyfraeie damage
¥z Yasth Fuh Sy failzd on <ise
controd £harge ins
Ppant Bzach #i Teac tor O3 LEFTY 3 ia. 4 u% Nippte, domesiress ¥ Replace ghargsd from pi
no b ant of Lellows on seheifule BO &5 180
pressuri ey spray
yalve
Survy #1 Tremical and OA[I8475 FIREN WA s Bgmp revirculation Faligue
W Fame Tang
senbrgl
Trree Mite Reas tor ACTRIT ) H 304 55 Recircylation avie [vosisn g Voo
letgna 0 conkant fice “6% pump
Trogan #1 Rear Lov S3015%7 T oAn. LS AEESY atggun MTY Fatique Van lace
caelant suppar s
Trujan #1 Chemical o (9iE3/17 2 . 34058 Lrarging pume Fatigue higntace
vez byrs Suetigh dine
contesl
Turkey Foint #4 Chewingal sng GIFIBIF 4 im, 4 35 Lreck eb bratid F et gue Replace

{3F Dows oot dor lude BGST
{6} Far $.3. muitiply by
{er Ir ali cases, the me

w e
cgnirgt

g ary Tesduater piperg creiking,
. ta convert to centimeters.
that of dissovery wis 5 lea .

Luctiog iine welid,
Zein, Jomg
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10.% FAILURES IN INTERMEDIATE SIZES OF PIPING

The preponderance of pipe failures of safety significance occcur in pipes
4 to 14 in, in diameter. In BERS most of the failures are due to IGSCC. In
PuRs, there are fewer incidents of IG3CC; however, IGSCC reprasents a substan-
tial percentage in some ¢lasses of jines, This gize range of lines 19 amenable
to NBE in most reactors and the edrly detection of cracking represents a net
gain in safety. Furthermore, there are sufficient data to psrmit the predic-
tion of treands. Three major categories will be considered; namely,
L. IB5CC n BWRs
2. cracking from all cases other than IGSCC in BuWHs
3, cracking in PWRs.

10,41 IGSCE in BWRs

The predominant ¢racking mechanism in BWR piping has been [IGSCC, Kearly
200 incidents had been reported by the end of 1879, In some pipe §Sizes, nearly
3% of the welds had suffered IGSCC. Some idea of the number of IGICC incidents
by type of BWR (Table 10.4.1), specific systems {Table 10.4.,2} and pipe size
Tables 10.4.32 and 10.4.3b} is given in the foliowing tables. In
Table 10.4.1, the nigh ratio noted in domestic BWR Mark-I's is due to the high

TABLE 10.4,1. IGSCC Incidents by BWR Type Through 1979

Number af Jdper- Number of Ratip
Type ating Reactors Incidents Incidents/Reactors
Reacter 1.5, Forelgn  U,s5, Foreign .5, Foreign
BWH-1 3 7 26 13 9" 2"
BWR-2 2 i 14 g 7 4
BWR-3 7 9 37 16 o+ 1+
BWR~4 i3 1 67 8 5+ 9

25 18 144 42

NOTE: No guarantee concerning accuracy of number of incidents,
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TABLE 10.4.2. 1&5CC Incidents in BWRs by Systemt)

System Inches incidents
Control Rod 3 3
Core Spray &, &, 10, 12 &6
Isglation Condenser 10 4
Recircuiation Bypass 4, b &2
fecirculation~—i arge ig, 12, 14 &
fHA iz, 14 1
RWCU (Decay/Ciganup) 3, 4, 6, 8§, 1¢ 43
Steam Lines 25 &
Other 13

186

{a) Sizes of typical BWR piping systems experienc-
ing IGSCC given,

welding heat input used 1in Dresden-1. Otherwise the ratios in domestic BwWks
are reasonably consistent, The apparently lower ratios in foreign BWRs prob-
ably is due to lack of complete data.

Certain systems appear t¢ be more susceptible to IG3C; notably, the core
spray, recirculation bypass and decay/cleanup {RWCU)Y systems, It is suspecied
that these trends may be more related to pipe size than to system,

The relation between pipe size and 16500 can be saen in Tables 10.4.3a
and 10.4.3b. The majority of incidenis cccur in pipes 4 1o 10 inches in dia-
meter, The lower incidence below 4 in. is probably caused by difficuities in
recognizing 1GSLC versus other failure mechanisms, There is ng reason to
believe that the incidence should be less than that in the 4~ to 10-in. range.
Above 10 in. the decreasing incidence probably is caused by the distribution
of residual stresses through the wail, Bhile cracks may initiate in the
fhicker walled pipes of larger diameter, the evidence appears to support the
conglusion thatl they do nol ¢ontinye to propagate through the wall.

incidents of IGSCC are important for a vartety of reasons. Such cracks
initiate at the inner surface so volumetric NDE s required to detect them,
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TABLE 10.4,3a. Ingidents of 1GSCT 8WHs in (1965-1879)

Pre-1979

Size of  Pre-July Pre-duly WNumber Reported Number of
?ige lin,] 1975 1975 Cracks and Leaks Leaks
<4 7z i0 iq 9

30 45 5¢G 15

17 27 36 11

19 22 Z

10 8 17 49 8

i? 8 A 0

i4 1 H 0

2 I 8 —
4 133 186 49

TABLE 16.4.3b. Effect of Pipe Size on the Incidence
of 165CC as of July 1979

Pipe Nymher Number
Size, af of 1&SLL Freguenty
{ inches) welds incidents {percent}
<3 6774 14 (9] 0.21 {0.13)
4 1766 50 {19; 2.83 {1.07)
b 1276 35 {11} 2.93 (0,90
8 1061 72 (23 2.08 {(0.20)
i0 594 49 (8) 5.00 (0,806}
12 2065 g (0] 0.38 (—)
i 194 1 {0} 0,522 (=~}
i6 835 0 o
18 796 e g
20 187 iy H
22 397 T 0
24 443 & () 1.50 (-}
26 14} g ¢
2B 812 0 J

NOTE: { j-—Numbers in parentheses denote cases
of leaking for total aumber resported,
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Further, they may propagate around the inner surface and then proceed at a
relatively uniform rate through the wall, This occurred in

Duane Arnoid (1C.4.1}

where eight pipes suffered I63CC and all propagated
more than 0% through the wall relatively uniformly with only one developing

into a through-wall ¢rack.

10.4.2 BWR Pipe Cracking Other Than IGSCE

Yarious faliyre mechantsms oiher than [6S0C have Deen obpserved in BWR pip-
ing in the intermediate size range, Fatigue, usually vibrational, has occurred
in 4~ to 6-in. pipes. Thermal fatigue has cracked 10-in, Tines. Erosion and
cavitation have oocurred in the size range of 6 to 18 inches. Other failures
have been dug to construction defects, design errors and impact damage. In a
fow instances, pipes have suffered quiliotine failures or major splits due to
gvents such as seizure of a pump or poor gquality welds., Table 10.4.4 containg
incidents of pipe cracking by system., The data in Table 10.4.2 are reproduced
to permit & comparisen of IGSCE incidents versus those from all other causes,

TABLE 16.4.4. Incidents of Fipe Cracking in BWR Systems from Causes Other

Than 1650C {IGSCC incidents from Table 1D.4.2 are repeated
to permit comparison)

Significant Cracking iacidents
Sysiem ic Safety A1l Others 16504

Feedwater Yes 14 -
Recirculation Yes 1 8
Recirculation Bypass Yes 4 4z
Steam L ines Marginal e f
Reactor Water (leanup Partial Fa 43
Decay Heat Removal (RHR) Yes 4

CRD*s Yes 6

HPCI Yes 4 o
Core Spray Yes Z 66
[solation Condenser Yes e 3
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165.4.3 PWR Pipe {racking {»8 to <14 in,]

The total number of incidents of ¢racking in intermediate sizes of PWR
piping is substantially less than reported in BWRs. If the instances of 1GSCC
are vemoved from both data sets, the total numbers of events from causes gther
than IGSCC are roughly 2 to 1, BWR versus PWR, This can be seen in
Table 10.2.2 by cause, in Table 10.2.3 by pipe size, and in Table 10.2.4 by
system, The preponderance of incidents in PWRs have occurred in feedwater Sys-
tems with most of the incidents of cracking occurring in 1979 by thermal
fatique {Table 10.4,5).

Several cases of gracking due to 1GSLC have been reported in PWRs, usually
in secondary or tertiary lines of marginal safety significance. Most incidents
have gceurved in relatively thin-walled piping carrying borated sclutions
{Table 10.4.6}.

One category of failures in PWR piping {and in BWRs alsc} is that where
fatlure is caused by dynamic lpads with or without contributions from design
errars, construction defects, etc. The predominant dynamic Ypad has been water
hammer; however, there are instances of jet or slugging ivads thai can be
classed only loosely as water hammer, Table 10.8.1 in Section 10.8 contains a
limited pumber of the cases of water hammer where major damage or cracking
occurved in the piping.

Several random failures have occurred in the intermediate pipe diameters
{»4 t0 <14 in.). These are reported in Table 10.4.7.

At H, B. Robinson reactor, the safety relief valves were blown off because
of a combination of Jjel Joads and a severe siress concentration, and because
of weld joint design, plus a lack in the ASML Section 1II Code with regard to
consideration of dynamic loads. A similar event occurred at Turkey Point whers
jel loads blew off valves and split a header. A water hamer at Indian Point-.2
caused a 180° circumferential crack in feedwater pipe at a discontinuity where
the pipe penetrated a wall,
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TABLE 10,4.5,

Extent of Cracking (narzle wicinity}

Summary of PWR Feedwater Piping Cracks

R ETSE O ToTaiion Fax (o Ne. of Lngs
Piant Penth {in.} feoth Crack {rackes Fiping Cosponent Probable Cause Commonts
West tnghduse
D, £, Caok 1 &2 Tory wali TR 4 of & Eibow Therana! fatigue 7 eracks thry well
Begvar ¥alley 2,400 g D'cilock 3of 3 Einow Thermal fatigue 13 adaitisnai fab,
related indigcationg
regairead
¥ awaunee 3,050 7 G'elock 2 of ¢ Pipe Thermal fatigue 3 in, dis. aux.
feed near 34 inist
Fi, Beach 1 § 2 0487 3 O'clock ¢ of 2 Radugar Thermai fatigus 3 in, dig. dux,
feeg near %6 inlet
4, B. Robinson 2 0.0750 3 O'clack 3 af 3 Reducer Tharmg! fatigue Shailow cracking in
nozzle ynder
thermal sisgve
Satem 1 §5.235 4 of & £ibow reducer Thermsi fatigue
San mofre 1 0.100 LWower haltf Jaf 3l feduner Thermal fatigue Myliigle dranchad
af reducer cracks evidence of
same fatigus
Surry 1 & 2 G.580 2 and 5 $ of & Reducer Thermad fatigue
$lcieck
Ginna .17 2136 1 cloek & of 2 Elbow Tharmat fatigue Lracks aisc at deep
machining marks
Zion 1 & 2 G.088 4 $toiack B of 8 £ihow ping Thermal fatigue
Combustion Enginegring
Kitistone 2 3,250 17 0ok 2ot 2 Fipe Thermat fatigue
Patisades G.170 Jand 9 Zaf ¢ £ipe Thermal fatigue Cravks found ajsg
o' clonk at weld viginity of

morizontal piping



TABLE 10.4.6. Pressurized Water Reactor Facilities Reporting Pipe Cracks
and Leaks [aused by IGST

Facility System fipe Size
Arkansas #1 Butiding {containment spray} 10-in. and
8~in, Sch. 10
Decay heat removal 10~in, Sch, 1§
Spent fuel pool cooling 3-in. Z-in. reducer
Crystal River #3  Containment spray §-in. Sch, 40
Ginna Safety injection §~in, Sch, 190
H. B. Robinsen #2 Boron injection 4-1in
San Onofre #1 Contatnment spray 10-in. Sch. 10
Refueiing water storage tank
Rischarge pipe B-in. Sch. 18
Surry £1 vontainment spray 10-4n. Sch. 40
Surry #2 Containment spray 14~3in, Sch, 40
Three Mite Spent fuel pool cooling Borated water  B-in, Sch, 45
Islang #1 storage tank ¢ RHR suction 10~in, Sch. 40
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TABLE 10.,4.7. Examples of Fatjures in PWR Piping in the Intermediate Size

Range

Paiisades
Connecticut Yankee
Robinson

Calvert CHiffs #2
Indian Point #1
Indian Point #1
Surry

Fort Calhoun
Connecticutl Yankese
North Anna #1

5%, Lugie

Turkey Point #4
Indian Point #2
Fart Cathoun
Trojan

Fire main break

Service water stéam generator biowdown
Auziiiary fesdwater Tine PWR weld
Chemical volume control 4-¢

Main steam line
Nesuperheater jine
Surge iine

if-in, Expansion joint
Expansian joint

-1 Saction tine
Charging pump cavitation
Chemical control-wdein,
RHR discharger 6 to 11
Charging pump--orack
Suction line~-d.in,

10.4.8

June
September
January
August
Septamber
Juily
January
Juty
March
August
February
September

1978
1870
1873
1872
1873
1971
1978
1978
1979
1978
1978
1977



10,5 LARGE (»Z20-IN.} PIPING

There have been a few cases of IGSCC in a BWR-1 steam line (26-1n.}.
Alse, the FUWR feedwater lines where cracking has been reported are 16 to 18 in,
in diameter. OUtherwise most of the incidents have been in smaller iines.

{f one wishes to predict failures in the larger sizes of thick-walied pip-
ing, it becomes necessary to revert to failure statistics for non-nuclear pres-
surg vessels., Failure statistics have been inferred for large piping and are
repeated here(lg'l’g} a5 Table 10.5.1. A later study of Smith and
Haruick(zo‘i‘g} develaped failure statistics simifar to those in Table 10.5.1.
These were incorporated in the conclusions o their report which are included
here, While this report deals with pressure vessels, the caonclusions are gen—
erally relevant to large pipes, Their statements concerning variability in
statistics, contribution of weldments to failure, thickness effects, and neces-
sity for improved NDE are particulariy appropriate,

e Data compiled from UK, experience from unfiraed pressurized plants
indicates the following values for failure rates based on failures
as defined in the text:

-~ Potential (99% upper bound confidence Tevell--7.6 x 1{}“4 per

vessel year

-~ {atastreophic {99% upper bound confidence levelj--7.9 x 10“5 per
yessel year.

* Before any comgarisons between different data sources are atlempted
agreement sust be reacheo on definitions, terminology, and type of
plant considered in the date coliection process, There i3 also a
need to be more precise in the use of the terms employed.

e |t is suggested that there should be only twa definitions of failure
for the purpose of surveys into plant behavior, The itwo categories
are
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TABLE 10.5.1. Use of Pressure Yessel Statistics to Predici Large Pipe Failures;
Comparison of Failure %tatistics per Vessel-Year

Fallure %ates Gut Lonf idence Upper Boung
Yussain Bumber of Hoadistuptive Tloruptve BondTiraptive Cieripiive
tRars Failures, If Potentislly i Potentially

Dats Soures Zoeration Known, by Liasses sgagritical Gisruative Noaoritical Bisruntise

v i

TopzZ¥Er @

w e

_,_. - i
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e o= =3

ui o b

fiad gk A

=S

> Fu it} ]
§21 Tes 67,000 & to G 01tz - 4.6 5 1079 1o 4.8 2 poed

i 1.0z 3 .5 ox 3
5] #2708 Ioo 0 4.6 z 1003 . U T S R U e i o
ABHS Fh 200 Bt > £,3 5 1g-H
K mn
Prillips & 100,300 % SR . 4 33 x 10y 3.0 = bor% 3.1 x agmd £.7 x -t
Warwick
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- Potential--Local degradation of the pressure boundary which would
pbe extended by continued operation., This type of defect will
require remedial action before being returned to service
conditionsg,

- Oisruptive-~Failures of pressure boundary wnecessitating major
repair, replacement, or withdrawal from service because of the
dgangerous conditions of the component., [f bolted closures are
included in the plant under consideration then failure of a signi-
figant fraction of closure bolting comes within this category.

Weld metal and weld affected material are the most likely sites for
faiiure initiation. Experience shows that this type of event is more
fikely to occur in areas of complex geometry such as nozzles where
volumetric inspection is at best difficult and often impossibile,

Research into the effects of thickness either by experiment or by a
further breakdown of data should be undertaken hy organizations pro-
cessing relevant data.

Evidence seems to suggest that all industrialized couniries encounter
similar service experieénce from conventional plants but process their
experience differently for the purposes of deriving failure
statistics.

Inservice inspection tends fo restore probabiiity figures to those
assessed at the heginning of the inspection interval.

Efforts must he made to improve volumetric NDE technigues. The
results of the Plate Inspection Steering Committee Frograms, an
international exercise involving the U.S, inspection of a flawed
thick plate specimen which would indicate the areas most in need of
deveiopment and refinement--detection, positioning, sizing,
recording.

Data gathered by the various reporters are always retrospective.
Caution should be exercised when applying the results or conclusions
to new plant as there is always gifficulty assessing the effects of
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introdicing changes in design, allowable stress levels, materials of
construction, new fabricaiion technigues and reguirements, As
examplies of this there were numerous problems following the introduc
tion of N1 and Cu inte boiler drum material in Germany and the istro-
duction of low alloy steel into the British experience led 1o a rash
of probliems,

e There should be an international bady to which all failures from an
agreed iype of plant could be reported, Alternatively some independ-
ent national body could be made responsible for collecting dats from
plants within agreed selective guidelines, [ither type of organiza-
tion should pool or report data periodically at a suitable forum,

# Treatment of datas should reflect the nature of the use to which it

is to be put and the accuracy with which it is coliecteq.

An excellent study by Salter and Gethigl 0>t

of occurrence of defecis in pressure vessels, Such a study i3 an acceptable

presented the frequency

anialog for the larger sizes of piping. A total of 599 pressure vessel main
seams, 4,330 meters in lengih, served as the data base, The vessels ranged in
thickness from 0.5 to 5.0 inches and were produced py three manufacturers, all
in the United Kingdom,

Defects were classified as non-critical, consisting of porosity (110) and
inclusions (543} or 81% of total defects, and ¢ritical, either cracks {114} or
lack-of-fusion {39) or 19% of totai. Table 10.5.2 presents the defect distri-
bution as functions of type of weld and welding process,
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16.6 SIGNIFICANCE OF PIPING DEFECTS

The great majority of the incidents of pipe cracking or failure have had
refatively tittle safety significance either because of the smaill sizes of the
pipes or the nature of the ¢racks, Many have been cracks detected prior to
leaking, or when the leaks were small with little or no probability of cata-
strophic fatiure. Host cases of erosion and cavitation caen be included in this
category. Many instances of IGSCL probably had Tittle potential for progres-
sing to catasirophic failure, While this can be said for mony instances,
because of.crack geometry, ioughness and ductility of the piping material, or
generally Tow load levels, it is hazardous to generaiize about IGSCC because
instances have been reported of uniform crack progression around the circum-
ference and then through the wall so that there was no early warning. This
occurred at Duane &rnc%d,(za‘a‘z} While analyses indicaled that the remain-
ing 30% to 40% ligament was sufficient to sustain anticipated faulted loads,
one wonders whether the same would he frue at 10% 1igament,

A potential concern is the failture of pipes under dynamic loads. As noted
in the preceding sections such failures have occurred, Generally, due to sys5-
tem redundancy such major failures can be accommodated. Some of those ¢ited
pecurred dyring nan-nuclear testing so thal the systems have not been tested
undey the yilimate conditions,

Angther concern has fo do with multiple concurrent failures. There is no
real answer to this other than that probability of such concurrent events is
very low,

Two articles of faith in reactor licensing have been that one must accom-
modate the large loss of coolant accident {LOCA} and al} piping critical to
safely must be suitably supported to prevent failure during an earthquake.

The author considers himself an iconoclast with both of the preceding
items as graven images. To his knowledge, based om an extensive review of the
literature as well as discussions with experts in the design and seismic
fields, no unburied pipe of substantial size has failed during a severe garth-
quake {he is not considering buried cast iren piping). In fact, most
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ron—nuciear industries do not consider seismic loads in their design and prefer
flexible systems, None of those contacted recalied pipe failures during seis—
mic events. Certainly, piping can be grossly overstressed, Damage to piping
during the Alaska and San Fernando quakes led to grossly bent and distorted

lines,

In larger piping, the dearth of failure data forces one to revert to pres-
sure vessel Failure statistics such as given im Table 10.5.1. The concern with
the large LOCA, which was developed originally to size containments, has
grossiy distorted legitimate concerns relevant to fallures in smaller piping,
The small LOCA, which is much more prubable, has not received the atiention it
merits. In fact, this conclusion was evolved during the Three Mile Isiand-2
post-aceident anaiyses. Systems designed primariiy for the large LOCA may not
be optimum for the small LOCA, and operator response may be wore critical for
this ciass of accidenis than for the large LOCA because the latler depends
primarily upon automatic response of eguipment.

10.6.1 Influence of Defects on Static Failure Properties
(10.6.1)

Kato and Morita examined the influence of defects on the static
strength and deformability of welded joints, Three types of welding procedures
were used; namely, manual arc {M], CGZ shielded semiautomatic arc welding {{),
and salf-shielded semiautomatic avc welding (5], with the latter aliernating
curreat {S{AC}YY, or direct current {S{DC}}. Six types of defecis were
inserteq:

1. internal ¢racks {ﬁé}

2. root cracks (Zr}

3. internal lack-of-penetration {z?ij

4, Jack-gf-penetration at root (L?r}

5. internal siag inclusions {Sli}

6. siag inclusions at root (Slr}.
Weld sample thicknesses were 25, 32, and 40 mm.

One can plot the relation between the mechanical properties such as maxi-
mum stress {63) or elongation {(E1) versus the actual defect ratic {a} which
iz defined as the ratio of the actual defect areaz to the gross cross-sectional
area of the test specimen at the welament,
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Another method of plotting is the ratio of og over the actual tensile
strength of an undefected weld (uw), or ualun versus ac. Data are given for o
versus a¢ covering various welding procedures. Figures 10.6.1 through 10.6.9
cover tensile strength, aBIuH, and the percentage of elongation versus
defect ratio, (us).

10.6.3
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10.7 IMPLICATIONS OF FATIGUE

Many fatigue failures have occurred in nuclear piping; however, almost all
such failures have occurred in lines 10 inches or less in diameter, mostly in
those 2 inches or less in diameter. In the author's estimation, this will be
a continuing problem not particularly amenable to correction at least not on
the bases of cost-benefit.

Relatively few vibrationally induced failures have occurred in larger nuc-
lear piping; however, as cited in an earlier section, thermal fatigue has
caused several incidents of cracking in both BWRsS and PWRs. Many of the ther-
mal fatigue failures have not been anticipated, simply because the actual
mechanism was not recognized before the fact.

Several studies have addressed the probability of vibrational fatigue
(variable-amplitude loading) in piping, tees, elbows, etc, These data are con-
tained in a 1978 NUREG report.(lo‘?'l?
code procedures for analyzing piping. These are presented with minimal

10.7.1)

It provides a good summary of the

deletion in the following paragraphs.(

10.7.1 Background of the ASME Code Fatigue Evaluation Method

Piping in nuclear power plants is designed in accordance with the Code.
Piping which constitutes portions of the primary coolant pressure boundary are
designed by Class 1 rules of the Code; specifically, under NB-3600 of the Code.
Because of the complexity of piping products, it has been found useful to
establish “stress indices" and "flexibility factors" to describe, in a simple
manner, the characteristics of such complex products as elbows or branch
conneftgons. These stress indices are contained in Table NB-3682.2-1 of the
Code.'?

A piping system analysis starts with an analysis of the system modeled as
a one-dimensional assembly of straight and curved beams with appropriate
restraints to represent anchors, guides, hangers, snubbers, etc. The behavior
of complex piping products such as elbows is represented by flexibility

(a) Code in this report, refers to the ASME Boiler and Pressure Vessel Code,
Section III, Div. 1, "Nuclear Power Plant Components", Subsection NB.
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factors incorporated into the system analysis model. Flexibility factors are
given in NB-3687 of the Code. The piping system model is then loaded by the
weight of the piping, contents and insulation; by displacements representing
the relative motion between restraints; and by dynamic loadings induced by such
effects as relief valve and earthquake-induced motions. The piping system
analysis is accomplished using computer programs that have been developed for
that purpose. General purpose finite element computer programs can be used for
a piping system analysis but usually it is more economical to use a special
purpose program. The analysis is ordinarily an elastic analysis even though
the loadings may induce a limited amount of plastic response in portions of the
piping.

From the piping system analysis, one obtains loads at each restraint
(e.g., the load on a pressure vessel nozzle or pump nozzle) and, of particular
(a) acting on the piping products.

The loads on the piping system will have some (postulated in the design stage)

significance in this report, the moments

time-dependent history; hence, the moments will also have a time-dependent his-
tory, and from this we can obtain the number of cycles of moments and the
magnitude of these moments. The cycles of moments are translated into cycles
of stress by use of the Code stress indices; specifically, those indices
identified with a subscript "2" are for moment loading.

Two other loadings can product significant cycles of stress in the
piping: 1) internal pressure, and 2) thermal gradients.

The history of pressure is normally postulated in the design stage, and
by using the Code stress indices for pressure loading, identified by a sub-
script "1," the pressure history can be translated into cycles of stress due
to cycles of pressure.

Evaluation of stresses due to thermal gradients follows from a "Heat
Transfer" analysis in which the postulated cycles of fluid temperatures are
translated into cycles of metal temperatures in the pressure boundary of the
piping products. This analysis involves fluid temperature change rates, fluid

(a) A piping system analysis also gives axial forces acting on the piping and
piping products, but the effect of these on stresses in the piping and pip-
ing products are usually negligible.
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velocities, film coefficients, etc, The cycles of metal temperatures are then
characterized as certain types of gradients according to Code specified proce-
dures as indicated in NB-3653 of the Code. These gradients, when multiplied
by the thermal gradient stress indices (identified by a subscript "3"), give
the cycles of stresses due to thermal gradients,

The Code gives criteria to determine the acceptability of the combinations
of cyclic stresses due to cycles of moments, pressure, and thermal gradients.
In the evaluation of the fatigue characteristics of piping components, several
variables are of interest. These variables are calculated based on the
moment, pressure, and thermal stresses determined in the stress analysis
as noted earlier. The Code presents relevant equations covering 1) primary
plus secondary stress intensity range, 2) peak stress intensity range, and
3) alternating stress intensity. The values of the stress indices are
determined from Table NB-3682.2-1 of the Code.

The values of Sa]t determined in this fashion represent an extrapolated
elastic stress that should provide conservative estimates of the fatigue life

of the component.

This Code evaluation procedure is an elastic type analysis. Combinations
of loads that exceed the proportional limit of the component are treated as
fictitious elastic loads. Care must be taken in the evaluation of experimental
results. Values of extrapolated elastic loads must be used to obtain evalua-
tions compatible with elastic analysis.

The use of an elastic analysis and extrapolated elastic Toads has been
Justified in the “Criteria of the ASME Boiler and Pressure Vessel Code for
Design by Analysis" in Sections III and VIII, Division 2 which states

e Allowable stresses higher than yield appear in the values for
primary-plus-secondary stress and in the fatigue curves. In the case
of the former, the justification for allowing calculated stresses
higher than yield is that the limits are such as to assure shake-down
to elastic action after repeated loading has established a favorable
pattern of residual stresses. Therefore the assumption of elastic
behavior is justified because it really exists in all load cycles—
subsequent to shake-down.
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e In the case of fatique analysis, plastic action can actually persist
throughout the 1ife of the vessel, and the justification for the
specified procedure is somewhat different., Repetitive plastic action
occurs only as the result of peak stresses in relatively localized
regions and these regions are intimately connected to larger regions
of the vessel which behave elastically. A typical example is the
peak stress at the root of a notch, in a fillet, or at the edge of a
small hole. The material in these small regions is strain-cycled
rather than stress-cycled and the elastic calculations give numbers
which have the dimensions of stress but are really proportional to
the strain. The factor of proportionality for uniaxial stress is,
of course, the modulus of elasticity. The fatigue design curves have
been specially designed to give numbers comparable to these ficti-
tious calculated stresses. The curves are based on strain-cycling
data and the strain values have been multiplied by the modulus of
elasticity. Therefore stress intensities calculated from the famil-
iar formulas of strength-of-materials texts are directly comparable
to the allowable stress values in the fatigue curves.

Once an appropriate value of Salt is determined, the evaluation of the

code allowable number of load cycles (Nc) can be made through the use of the
S-N curves (Figures 1,9.1 and 1.9.2 of the Code).

The fatigue data are presented in terms of cycles to failure and compared
to design cycles at similar loads so that the ratio of cycle to failure (Nf)
versus design cycles (Nc) represents a safety margin. Failure usually was
defined as a through-wall crack.

10.7.2 Effect of Defects on Fatigue Life

Once one has examined the cycles to failure of components ostensibly free
from defects, it should be possible to qualitatively or semi-quantitatively
predict the effect of various defects on the reductions in cycles to failure
by a study such as that of Iida.(lo'?'z) The data are presented in terms of
net stress range versus cycles to failure for defects such as porosity, slag
inclusions, incomplete penetration, internal cracks, surface cracks and
undercut. Figures 10.7.1 through 10.7.7 contain the results of this study.
The author develops proposed S-N curves for the various defects. To permit
interpolation of dimensions and flaw sizes, curves were developed using a weld
defect severity parameter a.. No obvious method exists for ratioing the
decrease in failure cycles for a given defect. Furthermore, we are comparing
high cycle fatiguetlo'?‘z) to low or intermediate cycle fatigue which can be
difficult.

10.7.4
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10.7.3 Influence of Dissimilar Metal Welds

One further parameter of interest pertains to the effect of dissimilar

metal welds on the fatigue cycles to failure. This effect is discussed in

Reference 10.7.3. A comparison is made with free-run piping of the same

dimensions and same flaw sizes for similar loads. In the free-run piping, the

time to generate through-wall cracks was given in terms of several (from 2 to
20) 40-yr plant lives. For dissimilar metal welds, similar calculations pre-

dicted through-wall cracking in less than one plant life (which has not been
supported by available data).

Specific conservatisms in the analyses prevented a “realistic assessment

of time-to-failure." For example, the assumed stress consisted of maxima for

membrane, plus thermally-induced differential displacement, plus the absolute
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sum of stresses from all other leadings. This does not consider such factors
as decrease in membrang, stress with through-thickness crack growth and relaxa-

tion of thermally induced differential displacements with ¢rack growth, both

of which should extend time~to-failure,

10.7.9






10.8 WATER HAMMER AND WATER SLUGGRING

Water hammer and water slugging represent very severe loading conditions
usually representing an upper 1imit on ASME faulted conditions loads. In fact,
such loads substantially exceed most seismic fauited loads, Water hammer is
defined as a repetitive or multi-¢cyclic Toad initiated by a resonance or puisa
tion induced im the coolant, Water slugging 1% & singie Toad induced by
gceelerating a "siug" of water trapped in a location such as between two
valves.

Water hammer and water sTugging represent unpredictable events that may
fail a piping system, While the existence of & prior flaw may contribute 1o
the failure probability, there is no assurance thal the pipe would npt fail if
defect free, when subjected to the more severe loads.

A large number of water hammer evenis have occurred. In BWRs, the number
is substantially more than 100 and, in PWRs, it should be approaching 1080,
The incidents vary from the trivial te the Tew causing breakage of piping and
major damage to a given system. A selected list of water hammer incidents is
given in Table 10.8.1. 7The incidents ciied are representative and no emphasis
should be given to the listing or to specific cases c¢ited. Bul a few Spécific
cases of failure cited in Table 10.8.1 are worthy of further mention, The
indian Point 2 failure in 29?3(10’8*§}
line.

nearly severed an 18-ia. feedwater

Water slugging caused Tailure of safety valve systems during hot func-
tional testing at H. B. Robiﬁsoa{iﬁ‘s‘gj and Turkey Peint.{ZQ‘S‘aj The valves
ware blown of f the headers when opened. In these instances, the dynamic loads
of water stugging had not been considered in the system’s design,

The preceding discussion gives no move than a flavor te the problem. The
interested reader is referred to & USNRC report, "Water Hammer in Nuclear Power
prants'—aUREG-0582 108 and to a report to the usnre, 10830 4 198
study at BMI-PNL examined incidents of water hammer and svaluated the effects

of upper limit loads on piping response and probability of failure, 10-8.6)
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TABLE 10.8,1. Some Examples of Water Hammer and Water Slugging

Piant

Resulting in Substantial Damage To Systems

Type ¢of
Plant Year Type of Damage

firesden-?

Quad Cities-1

Bitlstona-]

Fitzpatrick

Browns Ferry-1

H, B. Robinson

BWR 1970 Water hehind valve in HPCI line acceler-
ated and dented 10-ft of pipe, breaking
or bending several restraints and
snubbers,

BWR 1972 RHR's seismic restraints and pipe hane
gers werg damaged due to water hammer
resulting from improper venting and air
accumulation, Three seismic restraints
were damaged, a2 spring hanger bottomed,
grout chipped on another: and four han-
gers were damaged,

BWR 1973 Hangers on Torus ring header for 18-in,
LPCI system were damaged due fo sudden
injection of 260 psi water into line
while empty,

BWK 1974 RHR pipe moved up to 10 in.; seismic
supports were gamaged,

BWR 1974 Operator error-moved HRCL pipe, broke
3 pipe restrainis, bent and damaged
others, angd fractured journal.

PR 197G furing hot functional testing, & &~in,
pipe nozzle between main steam line aad
safefy valve Tatled completely due to
crack initiated at excessively machined
taper. Failure was initiated by dynamic
forces when safety valve opened.
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TABLE 10.8.1. {continued}

Type of Damage

Type of
Piant Piant Year
Turkey Point-3 FWR 1972
Surry R 1972
Ingtan Pgint-2 PR 1973

Three of four safety valves on main steam
line header blew off and split a header
due to system not designed for reaction
farces under dynamic loads,

Water hammer occurred while steam gen-
erators were being fed by auxiliary feed-
water System and damaged main steam line
and check valve, and local displacewent
of feedwater piping,

A turbine trip dug to & high water level
in a steam generator (at 7% power) inter-
rupted normal feedwaler flow causing the
level in annther steam generaior to drop
to where the reactor tripped on Tow-low
fevel, After reactor trip, @ continued
decrease in level was observed accompa-
nied by a rise in containment temperature
and humidity. Investigation showed that
the &-106 Grade C 1B-in, main feedwater
pipe to one steam generator had cracked
180° circumferentially at the weld
attaching the pipe te the penetratien
inside containment, Shaking was accompe
artied by a loud noise at about the time
of reactor trip. A water-steam reaction
in the horizontal feedwater line adjacent
ta the steam generator was considered to
be responsible for the {water slug}
jeaks, After pipe failure, steam water
wmpinging on the containment caused
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Plant

Type of
Plant

TABLE 10.8.1. ({continued}

Year

Type of Damage

Indian Point-¢
{Continued;

Begaver Yalley-1

PUR

PWR

1473

1876-77

localized bulging of the liner. Correc-
tive actions included shorteeing of the

feedwater line, installing feedring Jjets,
and J-tube modifications of the feedring.

Subsequent to the initial failure and
prigr to the complets "fix," other water
hammers coourred at Indian Point-Z under
conditions of low feedwater flow when the
water Jevel fell below the spargers; sime
ultaneous with the recCovery of the
sparger with water {covering asd sealing
holes in the bottom of the sparger).

A series of events ocourred during ascen
sion-to-power tests., These inciuded
severe feedwater line vibraticn, probably
due to valve behavior, and severe hydrai-
1ic pulses, puossibly due to steam-waber
stugging. The vibrations broke a

0.75% in. drain line, a bypass valve air
tine, hydraulic snubber shaft, locked
another snubber, and broke off the motor
aoperator on & 3-in, valve as well as
shaking of f insulation.
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10.9 SUMMARY

A spectrum of failure data on piping has been presented. Fatlure mecha-
nisms include IGSCL, thermal and vibrational fatigue, ergsion and cavitation,
and water hammer. The first three have some possibility of detection with NDE
assuming one recognizes the probable failure sites. Leak detection represents
the ultimate detection mechanism for all failure classes. Water hammer is pre-
seated not hecause i1 s amenabie to prior detection by ROE; but, rather
because such loads may represent the maximum load conditions and need 1o be
exarined in that context when applying fracture mechanics either deterministic
or probabilistic,

- _3
Failure probabilities range from about 1D 5 for large piping to 10~ fo

: for small and intermediate sizes of piping, in the smaller sizes break

107
may cceur with little or no advance warning. Usually cracks are detected by
leakage in IGSLE well nefore they fail (catastrophiceliy}. Thermal fatigue has
resulted in several instances of cracking without failure, However, failure
cannot be ruled out even though the probabilfty is believed to be low,
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CHAPTER 11

RELEYANT STATISTICAL AND PROBABILISTIC MODELS

i1.1 INTRODUCT 1 ON

Qur concern in Chapters 12 and 13 af this repert is to predict with rea
sonable accuracy the probabitity of a given event or events, Relevant examples
might be the ¢racking or failure of piping in a specific system or subsysten,
or the reliability of detection of a flaw in & component using varigcus NBE
techniques. 1n this chapler we will review the tools availabie to us for pres
dicting probabilities, their strengihs and their wesknesses. Such tools
include continuous and discreie statistical distributions, inferential statis-
tics and probabilistic modelling using techniques such as Bayesian and Monte
Larlo,

Most of the failure or detection processses of interesi to us tens to be
stochastic {random). He are faced with sifuatiens in which observations are
made over & period af time and are influénced by chance or random effects, not
Just at & single instant but throughout the entire interval of time or sequence
of times being considered. In z rough sense, a stochastic process i1y a phe-
nomenon that varies to some degree unprediglably as time go&s on, This implies
that, if ons observed an entire time-sequence of & process on several different
pceasions under presumably identical conditions, the resulting observation
sequences ganerally would be different, Probabilitiy enters, but not in the
sense that each result of 2 random experiments determines only a single number.
Instead, the rancom experiment determines the behavior of some systems for an
entire sequence or interval of Lime, For examplie, an experiment is a sequence
or series of values; i.e., a function, not just a single number,

Irs both component failure and NOE reliability, there may be & spectirum of
conditions and data. This spectrym can be arbitrarily divided ints discrete

packages such as given in the following diagram,(il<1:1)
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OBSERVATIONS

S ! |

QUITE N MODERATE RARE OR
NUMEROUS NUMBERS NON-EXISTENT
ANALY SIS OF CONVENTHONAL BAYESIAN
DATA INFERENTIAL APPROACH
STATISTIECS (SUBJECTIVE
PROBABILITYS

in nucliear components our observations range from rare Lo moderate,

This chapter will contain sections dealing with terminoiogy, hazard funge
tions and hazard plotting, discrele statistical distributions, continuous
statistical distributions, statistical and probabiliistic tools for testing
assumptions, probability and random variables, and strengths and weaknesses of
various statistical distributions.

Several sources were investigaied with regard to coverage of statistical
and probability functions, One of the most exiensive coverages was in the bogk
by Hahr and Shapiracil‘z*z} and their terminclogy has been partially adopted
in this chapter. Specifically, exceptions are taken in the ssction On hazard
functions where x 15 used as the time variable rather than t to permit consisi-
ency within tables, particularly in Section 11.3 - "Hazard Functions,” and in

Seetion 11.% -~ *Continuoyus Statistical Jistributions.”

11.1.2



i1.z TERMINOLOGY

This section is Himited to the definition of terms usea in this and the
following two chapters insofar as statistical and probabilistic processes are
concerned, The definitions given are those commonly found in statistical and
probability texts. The treatment given here is very brief and serves only to
establish a reference point for illustration. For more exiensive review of any
parficuliar point see Hahn and Shapireizz‘z’z} or other specifically listed

veferences,

11.2.1 Random Variables and Probabiiity Functions

1. Random Variable — a function often denoted by X, which relates a real

number to the potential oulcome of a random experiment. For exampls,
in tossing a coin the oulcome is either g head or a tail. A random
variable might assign a "1V to the outcome of a head and a "0¥ 1o the
outcome of a tail. Another random variabie might assign a "8" to a
tatl and a "-2" to a head, etc.

A random varizble may be discrete in which ase the possible values
are countable, represented often by the positive integers 1,2,...et¢,

A random variable may be continucus in which case the possible valuss
are uncountable and are usually represented by an interval; e.g.,
from 0 to 1 or -» 1o « glc,

Example: In metallurgy studies, the dynamic stresses, both physical and
corrosive, are often modeled as random inputs to stressing a
piece of metal. {Theoretically, if we knew a1l the physical
and chemical conditions, we would be able io describe the
siress exactly., Howsver, in the face of much ignorance we are
forced to make up the Tack of information Ly hypothesizing a
probabilistic model}. The crack growth {in mm} in the metal is
a random variable relating the cutcome of these random inputs
to & real npumber. Usually, we would £all such a random variable
continuous aithough the limitation of measurement devices will

11.2,1



assuredly induce a discretization., A discrete random variabie
would be, say, one which assigns a value of 0 if no gbserved
cracking, "1™ if mild cracking, *2% if mogerate, etc.

Cumulative Distribution Function (cdf) - A function, usually denuted
F{x}, which gives the probability that the random varisble ¥ will
take vailues no greater than x:

Flx} = Pr{X ¢ 2}

Probability Mass Funciion {pmf} -~ A function, p{x), which gives the
probabiiity that a discrete random variabie X will have an cutcome x:

plxy = Pr{X e« x}

Some common probability mass functions (also referred 1o as discrete
distributions) are given in Table 11.2.1.

Probability Density Funcition {pdf) ~ A function, fi{x}, such that for
a continuous random varfable X with ¢df F,

Fix) = fxf{x)dx

g 4]

Although f{x) does not exist for every form of F(x}, the most common
forms of F{x} admit the definition of & function f{x}. This func~-
tion is often thought of as the derivative of F{xj. Table 11.2.2
1ists names of commonly used continuous pdfs. Tables 11.3.2(a) and
(b) gives their mathematical formulation,

11.2.2
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11.72.2 Momentsy

1.

2,

ar

Mean {u) - the center of gravity of a pmf or pdf:

b= 2. % pix) Discrete Case
atl x
" :_jrx f{x}dx continuous case with

existing pdf.

The mean, n, i35 usually estimated by the sample average. If n values
of X are shserved, i.e., if we have the n data points xl, xg,..,, xn,
the estimate 1 of u is

R I

Median - the smallest number £ such that

All

b p(x) = 0.5 Discrete
X< 1

7
‘/P f{x)dx = 0.5 Continuous

- Ry

The median is referred to as the "middie" of the distribution., The
median 1% estimated from Xl and Xn as the the widdle value {or aver-
age of two middle values for n even) when the data s in ascending
arder,

Yariance {32) ~ the second moment about the mean, u:
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o }:,(M}Z p{x}

#

(Vi

Z fw{xwﬁ}z f(x)dx

j»
f

Two nstimates of 52 areg commnon:

Exf - (Exi)g
el ¥ x -0 1

#

52 A0S

Sansz i n
T s Pl

The first of these is the maximum likeithood estimate for the normal
or Baussian distribution while the second is the unbiased estimate in
this case. The sguarg root of <32 is cajled the standard deviation.

4, Coefficient ¢f Variation — Ratio of standard ceviation to mean, ofu.

This coefficient is used as an index of relative variability.

5. k-th Order Moments about the mean, k > 2:
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These moments are usually estimated from the data x, Koyeurs Xo by

- 1 ; o K
%k=ﬁ§§~x1“x}

in most practical situations, one does nol estimate moments greater
than k=4 due 1o the potentizl instability of migher order moments.

6. Skewness {33 or /8. ) - an index measuring lack of symmetry about the
S ————— A
mean

ifg—l = 113 ;(92}3;'{

I the distribution is symmetrical, fﬁi = 0, If Kﬁé is negaltive, the
distribution is skewed t¢ the left, A positive value of Jﬁi indi-
cites skewed to the right.

7. ¥uyrtosis {aq o1 32} ~ an index of peakedness is given by

The larger the value of By the more peaked tne distribution. As a
standarc, the normal disteibution, which has a value of 8, of 3, is
often used.

11.2.3 lnegualities on Random Variables

1. Tchebychev lneguality. 1f X is 3 random variable with mean u and

. <
variance o,

ProfiX - wl>el <

mqql\?
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for any positive e, If iﬁ represents the sverage of N independent
realizations of X, then

. 2
Pr {i‘i' ~ul e} g S

N i nEZ
ATthough the Chebytheav inequality has virtually no reguirements on X
other than the existence of a finite mean and variance, the inequal-
ity may prove too weak for many situations.

2. Markov Ineguality - If the expected value of ixi’a t.e,, the rth

absolute moment about zero exists,

where E %7 mv}"m 1T F{xldx

3. Camp-Meidel] inequality — If X has a unimodal distribution (one bump)
and the tails are ¥cisse to" the x-axis,

. Z
J o

Pro slX ~ulxe L =z
! } 2.72% ¢

11.2.4 Paramefer Esiimation

One major purpose of gathering data is to get a feel for the distribu-
tional characteristics of the randam variable of interest. Yo do this, the
form of the distribution {or pdf) is assumed known with a set of unknown
parameters to estimate. This case 15 referrad to as parametric statistics

since the function form ig assumed. An alternative is to assume less about
the distribution of the random variable. This second case {4 often referrved
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to as nonparametric although in most situations some constraining assumptions

on distributional characteristics are s$ill mads.

In this section we note a very brief list of common parametric estimation

procedurss, In all of these, the parameter s {possibly & vector of parameters)
is to be esfimated from the N data points, Xys Mg eres Xy The probability
density function is denoted fe(x},

1.

Maximum Likelihood - The parameifer §m is the maximum 1ikelihood

estimate of o if & is the "most likely" based upon the data,
N

Explicitly, 8 maximizes the Yikelihood L{e) = « fe(xi)‘
]

Certain probiems with §m are
A, 6ﬁ need not be unigus

B. §m i5 not necessarily unbiased

€. It is often hard to computationally implement a procedure o
solve for 3@.

Conversely, §m is optimal in that, under mild constraints on fe{x],
6m i asymptotically normal with mean e and variance smaller than any
osther asymptotically unbiased normal estimator.

Least Sguares - This procedure originally propased by Gauss, minf-

mizes the squared differgnce between the data and the predicted value
of the data based upon the parameter-values., If Pi(e) is the pre-
dicted value of the ith realization of X, then 8, the least

N
squares estimate of s, minimizes 2
i=1

is usually unique, it is less efficient than §u‘ When fs(x} is the

)4,

(xg - ?iie} Although the &

normal Or Gaussian distribution, then @2 = ém whenever o 15 parame-
terized 83 an additive mean.

Method of Momenis ~ The moments about the mean or aboyt zero can

usually easily be expressed as fynctions of the parameter e, The
method of moments estimate of a, say ép, is that value of e which
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gives the same moments as observed in the data. The number of momenis
matched depends upon the number of parameters e represents. For exam-
ple, suppase & = {a,8)., Since we need to estimate only two parame-
ters, we nead only the ralationship of the mean and variance of a
random variable associated with fg(x), Let these two functions be
denoted g4 {a,8) and 9s {a,8}, respectively, Then a and g are

those values which satisfy

52 = Q, (3,@}

where % and Sg are, respectively, the megan and variance estimates
based on the sampled data.

For an in-depth discussion of the method of moments the reader is referred
to Elderton and Johnson {1969), "Systems of Frequency Curves,™ Cambridge Fress
{England).

Other, Tess common, procedures of estimating parameters from data appear
in more advanced engineering statistics tests {See, for example, Mendel, J. M.,
Discrete Techniques of Zarameter Estimation, Marcel Dekker, 1973.).

g, §£ Test - A test used fo svaluate the assumption of an exponential distri-
bution when origin Is unknown:

z 2
-{K“Xi)

g I E—————————ym
s Ez(xé - ?}2
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11.3 THE HAZARD FUNCTION

An important application of probability gistribution s as time-to-failure
madels for components or systems, The number of hours or years, or gyciss of
satisfactory operation i3 a random variable whose exact value depends on many
factors. Once an appropriste prebabilistic mede) for fime-towfailure has been
constructed and its parameters estimated, this information may be used to pre-
dict Vife, plan future reliability test programs, ei¢, In this section we are
concerned with distributions for time-toefailure,

Iy is frequently meaningful to consider a function that gives the proba-
bitity of failure during a very small time increment, assuming that no failure
pccurred before that time., This function, known as the hazard function {and
also as the conditional failure function, or intensity function, or fgrce of
martality), is
Fix

h{x} = {11.3.1}

L X

where f(x} and F{x] are the probability density and cumulative distribution
functions for time-to-failure. Consequently, [1 - F{x}] is the probability of
survival to time x, and h(x} dx represents the proporiion of the items survive
ing at time x that fail during the interval {x + dx).

A hazard function appropriate for many phenomena, includiag human Yife, is
the so~called "bathtub curve® shown in Figure 11.3.1. For an initial period up
to {ime Xy h{x} ¥s relatively large, but decreasing in value, because of
“infant mortality"--that is, early failures often attributable to wanufacturing
defacts. Subsequently, b(x} remains approximately constant until time Xy after
which 11 increases because of wear-out failures. We can optimize "in usage”
reliabiiity for products with this hazard function by a) initial burn-in unti)
time Xg to weed out garly failures, and b) replacement at time X Lo avoid
waar-out failures,

The nazard function corresponding to a specified probability density func-
tion can be found directly from Equation 11.3.1,

11.3.1
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FIGURE 11.3,1. Typical Hazard Function (Bathtub Zurve)

The cumulative hazard function, H{x}), can be evaluated for any distribu-
tion for x » O by

X
Hix) = h{x) dx {11.3.2{38})}
J
H{x) » ~In [1 ~ F(x)] {11.3.2{B})
and
Fix) = 1 - exp [-H{x}] {11.3.2{(¢})

This Tatter form permits the convearsion of probability paper for a given dis-
tribution into hazard paper.

Table 11.3.1 contains the various general eguations relevant {p hazards
analyses,

Some idea of the proncunced differences in hazard functions is given in
Figure 11.3.2 for &l normal distribution with v = 5 and o = 1; b)) uniform
distribution over interval (0,10); and ¢} exponential distribution with x =
0.2. The normal distribution may not be applicable as a time-~to-failure model,
hecause a normally distributed variate can take on negative values; whereas,
time-to-failure, which may be ¢lose 1o zero due to infant mortajity, cannot be
negative. The uniform distribution 18 Himited as a time-to-failure model,
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TABLE 11.3,1. General Equations in Hazards Analyses
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bacause there ig a spacified upper Himit befors which the failure must secur,
Therafore, 1ts hazard rals approaches infinity as x approaches the upper limit,
since atl units that have not yet fatled must 311 in a smalier and smaligr
time interval.

The hazard function for an exponentially distributed variate is a con-
stant, This result and its implications are discussed below using Hahn and
Shapirs as & source.(ii’i’Z}

11.3.1 The Sxponential Distribution as a Time-To~Failure Model

The exponential prabability density function,

f{x) = 2 exp - (xx) {11.3,3(a))
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is the most commonly used time-to-failure distribution. It plays a cantral
role in reliability, comparable to that of fhe normal distribution in other
applicationsg.,

The nazard function for an exponentiaily distributed variate is

hix) = L expl-ax] - rexp X N (11.3.3{p))
e x exp”kx i R

1- A exp-{ax}ox
4]

Thus, the probability of failure during a specified Lime interval is & constant
depending only on the length of the interval and i3 the same irvespective of
whether the unit in question is in its first hour of opération or has previ-
ously survived 100 nours, 1000 hours, or 106 hours. 1he parameter i is refer-
ried to as the failure rate.

From the previous discussion, it follows that time-to-failure for a unit
is exponentially distributed if the unit fails as soon as some single event,
such as the disintegration of a particle, occurs, assuming such svents happen
independently at 2 Constant ralte. Feeguently, although the time-to-faijlure
distribution for a3 component 1% aoct exponential cver its entire 1ife, the
n-usage portion is; for example, a component whose hazard function can be
regprasented by & bathtub curve 15 installed in & system only after it hag been
successfully “burned in" until time x. Also, the component is replaced after
(xl - xﬁ} hours by another component from the same population, which had been
previously exposed to the same burn in.  This process is continued indefin~
itely. The time-to-failure for the components in system usage is then exponen-
tiatly distribuyted, because the appiicablie hazard function is constant. Thnis
is %o, even if the time—to-failure distribution over the total Tife of the com-
ponent is far from exponeniial.

The expenential distribution is move approprizte as & time-to-failure
model for Ccomplex systems than it is for compenents. This distribution is the
Tin-the-1imit" model for time-to-failure for a system with a large number of
in-series components, none of which individually coniribytes very heavily to
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the total failure probability, even if the distributions for the individual
components are not exponential., This result corvesponds to the central limit
theorem which establishes the normal distribution as the appropriate model in
many aonlife-test situations. It aiso applies i the gistribution of the time
between failures for such systems if each fatled component 38 replaced immedi-
ately by another component of tne same type.

The use of the exponential distribution has alsc been Justified in relia-~
5ility probiems on sirictly empirical grounds. However, the simplicity of the
theory and of the required calculations should not delude the enginger into
believing that the time-to-failure distribution for all eiements is exponen-
zial. For many components there is no physical reason to expect a constant
hazard rate, Such an assumpiion could be as erroneous as the assumption of
normaiity for all nonlife-test data, or even more 3¢, since the exponential
distribution in many instances does not enjoy the robust properties of the nore
mai distribution, Procedures for evalugting the validity of the exponential
distributicn assumption are discussed later,

Cumuiative probabilities for an exponential variate are discussed in Sec-
tion 11.5, For example, if the time-to-fallure for & piece of equipment fol-
tows an exponential distribution with X = 0.1 per year, the probability of
faiture during the first year is

F{1;0.11 = 1 ~exp (-0.1) = 0.095

Note that Fix) = 1 -exp {(-2x) = ax

if ax is smail, as is the case in most reliability problems.

In some situations, the parameter ) 1S known from physical considerations,
but more frequently 113 value must bDe estimated from the test data by the fol-
jowing expression {obtained by the method of maximum likeiihood}:

oLk

tietal number of failures (FJ (11 3 4}
total test time of faiied and unfatied units (x; T

A
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The expected value of time~to-failure x, known as mean time-tfo-failure and
denoted by 1/, is also freguently of interest.

As noted in Equation 11,3.2{b} the cumuslative hazard function H{x) is

Hix) = - In [l « F{x}] {11.3.2(b})

ror an exposential distiribution,

H{x) = In (1 = L+ exp {~-xx}] {11.3.5(a))
H{x} = -In [exp {~xx}} {11.3.5(b}}
H{x) = ax {11.3.5(c))

This can be used to obfain the time-to-failure by
2{H) = H/x (11.3.5{¢})

where 1/x will be the siope of the function; or, alternately, the value where
Hal.

Note that it does not matter how many test units are involved in accumu-
lating the total time x, For example, if three failures occurred during a
total test time of 100 hours, % = 3/100, irrespective of whether the 100 hours
wersg obtained on 100 units tested an average of one hour each or 10 units
tested for an average of 10 hours each. This s a direct conseguence of assum—
ing an exponential distribution for time-to-failure, with the resulting impli-
cation that probability of future failure for an unfailed unit is independent
of 1ts history.

The simplicity of these expressions has been a cantributing factor to the
popular use {and misuse} of the exponential distribution. Thus, it is possible
to obtain the same information about reliability for & single mission of
106 hours duration by testing 100 units each for a single hour or by testing
gne unit for 100 hours, assuming failed ynits are immediately replaced by good
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gnes.  This procedure is valid 1 the exponential model for time-in-failure is
correct, but can lead to srroneoys resulis otherwise.

Some more general models for life testing are frequently more realistic,
though more complex, than the exponential distribution,

A special form of the exponential equalion is the Lapliace or double expo-
nential., In terms of the conslants used previcusly, the double exponential
will be, in the most general form,

f{x) = 5 exp - & {x = ) (11.3.6)

The other forms can be easily derived from this eguation.

11.3.2 The Yeibull Distribution

In many cases, the inadequacy of the exponential distribulion as a model
for {ime~to-failure s due to the resirictive assumption of a constant hazard
function, Consequently, more general distributions are needed for cases where
the fajlure probability varies with time.

The Weibull distribution results from the hazard function,

hix) = =& (g)nul (11.3.7{a))

=]

Its probability density function is

f{x) =2 (—g-)wZ exp [m (5-)“} (11.3.7{b})

where v is the scale parametér and n is the shape parameter. The hazard func-
tion, fajlure time, cumulative distribution function and the probabiility density
function for the Weibull distribution have a wide variety of shapes, as can

he seen from the plots for differing values of » in Figure 11.3.3(a, b, ¢, d}.
In particular, when n > 1, the Weibull probabilily density function is

11.3.8



I
" 3fa
2z =
(=] =
- %
Q =
5 S 24
z S
(=] =
5 s
2 g la
z 3
o e
0 1
%
lal TIMEX thl TIME X
0.5
n=4
2 04f
>
[
2
& 03 2
> —
- =
e k]
= L2
2 1 ol s
8 =
o -
B 0.5
0 | l 0 1 | ] |
0 a 2a b5} 0 100 200 300 400
ic) TIME X {d) CUMULATIVEHAZARD H, %

FIGURE 11.3.3. Weibull Distribution; n = 1 is Exponential Distribution

single-peaked and the hazard function increases with x; for n < 1 the proba-
bility density function is reverse J shaped and the hazard function decreases
with x. When n = 1, the hazard function is a constant and the Weibull distri-
bution is equivalent to the exponential distribution; in this case, the Weibull
scale parameter ¢ equals the reciprocal of the exponential distribution parame-
ter x. The Rayleigh distribution is a Weibull distribution with n = 2. It is
apparent that the corresponding hazard function is a linear increasing function
of x.

The Weibull distribution has been frequently suggested as a time-to-
failure model on empirical grounds, and satisfactory representations have been
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obtained for many components. The years-to-failure for some businesses have
also been found to follow a Weibull distribution. A theoretical justification
for the Weibull distribution based on extreme value theory can be developed.

The cumulative Weibull distribution is

X n-1 n n
- n(x {2 il = X
F(x) -fo D (2) exp[ (o) ]dx x| exp[-(;) ] (11.3.7(c))
The cumulative hazard function is

n
H(x) = (g) (11.3.7(d))
and time to failure x(H) will be

x(H) = o/ (11.3.7(e))

The Weibull distribution can be generalized to take into account an arbitrary
origin by introducing the location parameter, p. Thus, the three-parameter

Weibull probability density function is

f(x) = 2 (i—;-l‘-) o !- (XTT")“] (11.3.8)

In Tife testing, u represents an initial period during which no failures can
take place. Estimation of the Weibull distribution parameters from test data
generally involves solution of nonlinear equations.

11.3.3 The Type I and Other Extreme Value Distributions

Failure of a component or system may frequently be linked to extremal phe-
nomena dependent directly on either the smallest or largest value in a sample

from a particular distribution.
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In these cases, we are interested in the distribution of the smallest ele-
ment (minimum value) or largest element (maximum value) in a sample from some
initial distribution. Frequently, this initial distribution is not known and
cannot be sampled directly, such as in fatigue, where only minimum or maximum
values are observed. The distribution of the smallest or largest element will
in general depend on the sample size n and on the nature of the initial distri-
bution. However, if n is large, we can use certain general asymptotic results
that depend on some limited assumptions concerning the initial distribution.

Three types of asymptotic distributions have been developed for both mini-
mum and maximum values based on different {but not all possible) initial dis-
tributions. The following cases are of special interest:

1. Type I - asymptotic distribution for maximum values
2. Type I - asymptotic distribution for minimum values
3. Type III - asymptotic distribution for minimum values

The Type I asymptotic distribution has been referred to as the "Type I
extreme value distribution," "Gumbel's extreme value distribution," or simply
"the extreme value distribution." The Type III asymptotic distribution for
minimum values is the Weibull distribution. These three cases are now
discussed,

A Type I asymptotic distribution for maximum values is the limiting model
as n approaches infinity for the distribution of the maximum of n independent
values from an initial distribution whose right tail is unbounded and which is
"exponential type"; that is, the initial cumulative distribution approaches
unity with increasing values at least as rapidly as an exponential distribution
function. Because the gamma (exponential, special case), normal, and log-
normal distributions are all unbounded to the right and exponential type, this
leads to a wide choice of possible initial distributions.

The Type 1 asymptotic distribution for maximum values may be used to rep-
resent time to failure for a circuit with n elements in parallel; assuming that
n is a large number, the component failure times come from the same exponen-
tial-type distribution and failures occur independently. This model, however,
is not limited to life test and reliabiTit} situations.

11.3.11



Phenomena which have been represented by the Type I asymptotic distribu-
tion for maximum values include gust velocities encountered by airplanes,
extinction times for bacteria, the maxima of stock market indices over a given
year, and depths of corrosion pits.

The Type I asymptotic distribution for minimum values is the lTimiting
model as n approaches infinity for the distribution of the minimum of n inde-
pendent values from an initial distribution whose left.tail is unbounded and
which is exponential type for decreasing values. The normal distribution is
exponential type unbounded to the right and is clearly the same to the left.
Thus, the Type 1 asymptotic distribution for minimum values is applicable as a
time-to-failure model given a large number of components in series, assuming
the times-to-failure for the individual components are independently and iden-
tically normally distributed.

The hazard functions and probability density functions for the Type I
asymptotic distributions for the largest and smallest elements, respectively,
are

exp [~(1/a)(x - u)]
i P p D) CE) Y Rlsaii )
h(x) = = exp (= “) (11.3.10(a))
f(x) = = exp [- B y) - o 9T ")] (11.3.9(b))
f(x) = = exp [%— (x - 3) - eltfodlx= “)] (11.3.10(b))

Plots are given in Figures 11.3.4(a, b, c, d).
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It is clear that the Type I asymptotic probability density functions for
the largest and smallest elements are mirror images of one another. The former
is skewed to the right, the latter to the left. The hazard function for the
smaliest element increases exponentially with time; for the largest element the
increase is at a decreasing rate approaching a constant value asymptotically.

Note that just as for the normal distribution, the Type I asymptotic dis-
tribution parameters, u and o, are location and scale parameters, respectively,
but in this case they are not the distribution mean and standard deviation.

The parameter, u, is the mode of the distribution and is related to the mean as
follows:

Mean for Type I asymptotic distribution for largest element:
u * 0.577¢

Mean for Type I asymptotic distribution for smailest element:
u = 0.5770

The distribution standard deviation equals 1.283¢ for both largest and smallest
elements. Because the distribution has no shape parameter, there is only a
single shape. Consequently, this distribution does not lead to as diverse
hazard functions as does the Weibull distribution. Note also that the distri-
bution is not limited to non-negative variates (although in 1ife-test applica-
tions h(x) is meaningless for x < 0).

Values of the largest element Type I asymptotic probability density func-
tion and the corresponding cumulative probability distribution are

Fly) =fy exp [—(y + e_y)] dy = exp (_e—)") (11.3.9(c))

-
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for the standardized or "reduced" variate

or

F(x)

exp [-exp - (5_:_3)] (11.3.9(c))

o

Distribution percentiles, that is, values of

o= [0 3)

for various a can be determined. These tabulations can be used for the Type I
asymptotic distribution for smallest elements using -y in place of y in the
probability density function and 1-F(-y) in place of F(y) in the cumulative
probability distribution. The latter substitution follows from the fact that
the cumulative distribution function for the Type 1 asymptotic reduced variate
for the smallest element is

Fly) =1 - exp (-e™¥) (11.3.10(c))

or

a

F(x) = 1 - exp [-exp (x —~ ”)] (11.3.10(c))

The cumulative hazard function, H(x), for the largest element will be
H(x) = exp [exp - (zLjiJ!)]

For the smallest element, it will be

H(x) = exp (X=2) (11.3.10(d))

o
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The time-to-failure x is a function of the cumulative hazard H given by the
following equations for smallest extreme values.

x(H) =y * o InH (11.3.10(e))

Estimates of the parameters of the extreme-value distribution from given data

may be obtained graphically by probability plotting. Alternately, the previ-

ously stated relationships between the mean and standard deviation of the dis-
tribution and its parameters may be used by matching moments.

The Type II1 asymptotic distribution for the smallest element is equiva-
lent to the Weibull distribution. This is the limiting model as n approaches
infinity for the distribution of the minimum of n values from various initial
distributions bounded at the left. The gamma is one such initial distribution.
Thus, if in a circuit identical components are connected in series and if their
time-to-failure distribution is gamma, the circuit time to failure follows a
Type I1I asymptotic or Weibull distribution rather than a Type I asymptotic
distribution, as would have been the case if the initial distribution were nor-
mal. The use of the Weibull distribution to represent the distribution of the
breaking strength of materials has been justified by using extreme value
theory. This model has also been used in drought analyses in a manner similar
to flood studies. However, in droughts minimum rather than maximum values are
of interest.

The following general observations apply to extreme value distributions:

1. The gamma distribution illustrates the fact that the asymptotic dis-
tribution for minimum and maximum values from the same initial dis-
tribution are not necessarily of the same type. Thus, as stated
above, the asymptotic distribution for minimum values from a gamma
distribution is Type III and that for the maximum values is Type I.

2. Selection of the minimum value in a sample from a Type I or Type III
asymptotic distribution for minimum values leads to an asymptotic
distribution of the same type, and a similar result holds in taking
the maximum value in a sample from an asymptotic distribution for
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maximum values. However, the asymptotic distribution of the minimum
value from a maximum value asymptotic distribution and the distribu-
tion of the maximum value from a minimum value asymptotic distribu-
tion are Type 1 (minimum and maximum value, respectively), regardless
of whether the initial distribution is Type I or Type I1II.

The various type extreme value distributions are themselves closely
related. For example, it can be easily shown that the logarithm of
a Weibull variate is distributed as minimum value Type I. This
result has been used in developing procedures for estimating the
parameters of the Weibull distribution.

The preceding discussion has dealt with the asymptotic distribution
of the minimum and maximum values. The asymptotic distribution for
the mth largest and mth smallest values have also been considered in
the literature.

The preceding results are asymptotic; that is, they are derived for
the case in which n approaches infinity. The rate of convergence to
this asymptotic result, that is, the extent to which it is applicable
for moderate size n, depends on the initial distribution. For exam-
ple, fewer observations are required for the distribution of the
largest value to approach the Type 1 asymptotic distribution if the
initial distribution is exponential than if it is normal. Plots
indicate that good convergence to the asymptotic distribution is
obtained for as few as 10 samples from an initial exponential distri-
bution, whereas the agreement at the tails of the asymptotic distri-
bution is questionable for the extreme of as many as 100 observations
from a normal distribution. On the other hand, if the initial dis-
tribution is already extreme value and of the same type as the asymp-
totic distribution, the asymptotic result is applicable for all n.

The theory underlying the exact (as opposed to the asymptotic) dis-
tribution of the largest or smallest or mth largest observation from
a sample of size n is well known and useful tabulations have been
obtained for some distributions. Most notable of these are the
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tables of percentiles of the distribution for maximum values from a
normal distribution for samples of size n = 3, 5, 10, 20, 30, 50,
100, (100), 1000, and the tabulations of percentiles of the distribu-
tion of the mth value in samples of size 1 to 10 from gamma distri-
butions with n = 1(1)5. Thus, when n is relatively small and the
nature of the underlying distribution is known, it is preferable to
use exact results, whenever possible. This would, for example, be
the case in evaluating time-to-failure in the circuit problem if
there were a total of five components whose time-to-failure is known
to follow the same normal or gamma distribution with specified values
of the parameters.

However, in many cases the initial distribution is neither known nor
can be observed, and we must frequently resort to the asymptotic
theory.

6. In addition to the Type I asymptotic distributions and the Type 1II
asymptotic distribution for minimum values discussed in this section,
there are also Type Il asymptotic distributions and a Type III asymp-
totic distribution for maximum values. The latter is related to the
Type III asymptotic distribution for minimum values in a manner simi-
lar to the relationship between the minimum value and maximum value
Type 1 asymptotic distributions. Thus, it is the limiting model for
the distribution of maximum values from many initial distributions
bounded to the right. The Type Il asymptotic distributions for mini-
mum and maximum values arise from initial distributions, such as the
Cauchy distribution, for which all moments do not exist. Because the
required initial distributions do not arise frequently in practice,
the applications of the Type III asymptotic distribution for maximum
values and the Type Il asymptotic distributions are Timited.

One must be careful in using extreme value distributions, particularly in
predicting maximum events. Unless one applies reality to a prediction, one may
be faced with improbable results. For example, the available data, if used in
a Type I extreme value equation, would predict the temperature of Boston to be
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200°F within 100 years. This same caution must be applied to ongoing studies
on reactor components using extreme value theory.

Table 11.3.2 presents the various continuous distributions used as hazard
functions. Included are probability density functions, cumulative distribu-
tions, hazard functions, cumulative hazard functions, and time-to-failure.

11.3.4 Normal (Gaussian) Distribution

The normal distribution finds extensive use in failure analysis. The
hazard function will be an increasing function of time which makes the distri-

bution appropriate to wear-out types of failure. Nelsontll'3'l) gives the
hazard function as:
Ly 2
a(2n) exp - %-(x = ”)
h(x) = : > (11.3.11(a))
1 l(x =y
1 - exp - ( ) dx
o(2n) 112 L 7\ o
The probability density function is
f(x) = ——17-2-1 exp - - (x - ")2 dx (11.3.11(b))
o(2n) z -
The cumulative distribution is
F(x) = __1—17.2. g exp - %- (x - ”)2 dx (11.3.11(c))
o(2n) - ¢

The probability density function is symmetric about the mean value u as can be
seen in Figure 11.3.5(c) and this symmetry should be considered in deciding on
the appropriateness of the distribution for a given set of data.

A method of analyzing both functions 11.3.11(b) and 11.3.11(c), and then
11.3.11(a) is through the use of the functions 11.3.12(a) and 11.3.12(b), both
widely tabulated:
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TABLE 11.3.2(b).

Less Common Functions Used in Probability Modeling
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TABLE 11.3.2(a).

Common Functions Used in Probability Medeling

CUMULATIVE HAZARD EXPECTED VALUE

L BUTION FUNCTION PROBABILITY DENSITY FUNCTION HAZARD FUNCTION FUNCTION Y T\ME TO FAILURE {MEAN) MOMENTS OF DISTRIBUTION
() fix} hix) Hix) x(H] FIRST (ALWAYS ZERO!}
SECOND THIRD FOURTH
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B] 12 82
10 @
fix)=_d Fix) hixl = flx) Hix}  hixddx
dx 1-Fixl .
Hixl = -1n[1-Fix
X flxd= {1 expl-x!gh Aexpi-hx;x 20 hixl =1/g = ) Hixt = x.fa- *h x(H}=gH = H 1k lf}? 2.0 3.0
] )
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fixt = (n (5)” ! exp -(i)” 1 xZ0 hib=n 1 Hx) = 3)” xH) » g A1 gl ilig + 1 02: Fizin+ 1 =11 iin+ 1) 2. Hof N *hkK
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1 4
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The probability density function is

2

1 r
ﬁ(u) = —— XD - 5 (11'3'12(3))

The standard normal distribution function is

u 2
®(u) = EE;%ng_I- exp - %— du (11.3.13(a))

These functions can be used to evaluate f(x) and F(x) by

fu)=%¢(£§£) (11.3.12(b))
F(x) = ¢(5—§-!) (11.3.13(b))

Using this terminology, the cumulative hazard function is

H(x) = =1In [1 -9 (x ; “)] (11.3.13(c))
and time-to-failure is

X(H) = u * o b~ [T = exp ()] (11.3.13(d))

where ¢'1 is the inverse of the standard normal distribution function ¢. The

time-to-failure x will plot as a straight line function of G_I [1-exp (-H)]

on normal hazard paper. The slope will be the standard deviation o, and y can
be determined on the basis that at H = In 2 (the equivalence of the 50% point)
the time x equals u.
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11.3.5 The Log-Normal Distribution

The same functions é(u) 11.3.12(a) and #(u) 11.3.13(a) may be used to
develop the equations for the log-normal distributions:

Hazard function -

0.4383 , (109 X - u
b
h(x) 4 Xo ( a )

11.3.14
o ¢(]09 : = H) ( (a))

Probability density function -

#{x) « S0343 5 (“’9 X = “) (11.3.14(b))

a

Cumulative distribution -

F(x) = o(“’ S “) (11.3.14(¢c))

a

Cumulative hazard function ~
H(x) = = In [1 - ¢ (109 i‘—;—ﬂ)] (11.3.14(d))
Time-to-failure -

log X(H) = u * o ¢~ [1 - exp (=H)] (11.3.14(e))

Note that base 10 logarithms are used since this facilitates plotting. For
these functions the alternative approach is to use the functions in the fully
developed form. These will be for the probability density function and cumula-
tive probability function.
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a

f(x) = m exp [- 21 (In x - u)z] (11.3.14(f))

X
F(x) = (Tl)”7f exp ~[;1-2 (In % = u)z] (11.3.14(g))

The failure rate is zero at time zero, and increases with time to a maximum,
then decreases back to zero with increasing time (see Figure 11.3.6). Obvi-
ously, this characteristics of decreasing to zero after some time may make it
unsuitable for wearout failure. A Weibull cumulative distribution function
with a shape parameter value of less than 2 will be close to certain log-normal
functions on the lower tail. Therefore, it may be difficult to choose between
Weibull and log normal for a given set of data, leading to problems because
different conclusions as to failure rate in the upper tail will result. This
will be discussed further in a later section.

The log-normal distribution is related to the gamma distribution as a
time-to~-failure distribution. The gamma distribution may be considered as a
generalization of the exponential distribution where failure occurs as soon as
exactly k events have taken place, assuming such events occur independently at
a constant rate. Therefore, the gamma distribution is an appropriate time-to-
failure model for a system with one operating unit and k-1 standby units where
a new unit goes into operation as soon as the preceding unit has failed and
where each of the units has an exponential time-to-failure distribution during
operation, System failure occurs when the last unit fails. As k increases,
the gamma distribution approaches a normal distribution. In this case, the
system time-to-failure would not be peaked near zero so the earlier objection
to the normal distribution versus a time-to-failure model is not applicable.

The justification of the log-normal distribution to represent time-to-
failure is based on the multiplicative-effect properties of that distribution.
However, this property leads more directly to a log-normal distribution for the
degree of deterioration by a specified time than for the time-to-failure.
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The theory supporting the gamma and log-normal distributions as time to
failure models has been supported by empirical results.

Comparison of the hazard functions for the log-normal distributions (Fig-
ures 11.3.6 and 11.3.7) indicate that for some cases the two are similar.
Given data may thus on occasion be represented about equally well by either
model, or possibly by one of the other distributions.

11.3.6 The Error Function

The error function often is used in determining time-to-failure. This
function is defined as'il:1:3)

2 ﬂ,* 2
erf z = 177 exp (-t°) dt (11.3.15(a))
n 0
2.0

L5
n=0.5
hX) 1.0 n=1.0
= nel.5
n=2.0
n=3.0

= = 1 1 1 i
0 2.0 4.0 6.0 8.0 10.0

X

FIGURE 11.3.7. Hazard Functions for Gamma Distributions with A = 1
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The complementary error function is

2 T 2

erfc z = exp (-t7) dt (11.3.15(b))
™ _{-

erfc 2 =1 - erf 2

In terms of a normal (Gaussian) distribution,

X 2
F(x) = W_L exp - %- [L"-;—“l] dx (11.3.11(a))

In terms of the error function, Equation 11.3.11(a) becomes

F(x) = %.[1 + orf (EE%T%)] {11l.3.15(c})
a

In 1ike fashion, the log-normal distribution becomes

F(x) = -21- [1 + erf In ("—2-1'7%)] (11.3.15(d))

These substitutions simplify the evaluation of the equations.

11.3.7 Examples of Hazard Function Calculations

Solutions of problems in terms of hazard functions are relatively uncommon
in the literature compared to other probability functions. The following prob-
lem pertaining to turbine-generator failure probabilities has been modified in
terminology to agree with that used in this chapter. Two continuous functions
are used in the solution. The first is the Weibull, and the second a Duane
model, which is derived to indicate that probably it is a hybrid exponential-
Weibull (and somewhat suspect); however, the Duane model is one of the few
methods of expressing failure rates in terms of cumulative operating time in a
chronological sequence.
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The Weibull Function is believed to yield the most meaningful values of
reliability, cumulative failure rate, and instantaneous failure rate for prob-
lems such as turbine failure. This technique has been used extensively in the
evaluation of both large and small populations of pressure vessels. Other
time-to-failure models such as exponential, gamma and log-normal have serious
limitations., For example, unlike the exponential model the Weibull has the
flexibility to handle hazard functions which vary with time. It was necessary
to place the equation in linear form to permit a regression analysis. The pro-

cedure used is presented here, combining approaches cited elsewhere, ' *3+1)

Tables 11.3.3(a) and 11.3.3(b) contain all data necessary to conduct a
linear regression analysis for any specific combination of failures; e.g., all
failures, all missiles, relevant failures, relevant missiles (Figure 11.3.8).
Table 11.3.3(b) summarizes the data from all regression analyses and includes
the Weibull functions for reliability R(x) and failure rate h(x). The relia-
bility represents the effect of cumulative failures.

The failure rate equation permits one to determine the time-dependent
failure rate, h(x), for any time during operation, and to extrapolate to end-
of-life. Figure 11.3.9 covers the two cases of failures and failures with
missiles. Based on these curves, there is no indication of wear-out near end-
of-1ife. The instantaneous (time-dependent) failure rate, h(x), for the mis-
sile case varies from about 7 x 10‘3 to 4 x 10”2. Since these are expressed
in percentage, a conversion to rates yields 7 x 10"5 to 4 x 10"4 which compares
favorably to the Duane Model Aye These comparisons are given in Table 11.3.4.

Table 11.3.4 also includes values for Weibull distributions covering
"relevant" failures and "“relevant" missiles in the context of relevance to
nuclear reactors. This relevance, as cited earlier, is a highly subjective
judgment. Even if the selection is accepted, a valid question can be raised
concerning the number of turbines used as a denominator in calculating the
hazard function in Table 11.3.3(a). If one is selective in the numerator
values, it follows that one may need to be selective in the denominator. This
appreoach was explored for the "relevant" missiles case and data are presented
in Table 11.3.5. The population after retirement was considered as a base line
then expanded by 1.33 to cover those failures outside the known population.
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TABLE 11.3.3(a).

Data Arranged for Regression Analysis in Calculating W
(Maximum Population Assumed Without Retirement x 1.33)

ilj)uﬂ Distribution
a

Turbine Failures

Population  Operating TIJ 2) (3) (4) H(x)

Greater Than Years Prior Relevant Relevant Hazard Cumulative Hazard

Failure (Year) Failure Time To Failure All Missiles Failure Missiles (1] (2] B W) C0F (e d3l (e

Ariz. Pub. Ser (54) 6675 0.08 1 0.015 0.015
Calder Hall (58) 6675 0.08 1 1 i 1 0.015 0.015 0.015 0.015 0.030 0.015 0.015 0.015
Siemens (51) 6650 0.17 1 1 0.015 0.015 0.045 0.030
Cromby-1 (51) 6625 0.25 1 0.015 0.060
Ridgeland (54) 6575 0.42 1 1 0.015 0.015 0.075 0.085
Uskmouth (56) 6525 0.58 1 1 i 1 0.015 0.015 0.015 0.015 0.090 0.060 0.030 0.030
Katnan (72)(3) 6500 0.67 1 0.015 0.115
unknown (58) (%) 6475 0.75 1 1 1 1 0.015 0.015 0.015 0.015 0.120 0.075 0.045 0,045
enesa (70)¢?) 6450 0.83 1 { 0.016 0.016 0.136 0.091
BBC-Denmark (75) 6375 1.30 1 0.016 0.152
Utah Power (76) 6350 1.50 1 0.016 0.168
Tanners Creek (53) 6325 1.70 1 0.016 0.154
Nanticoke (74)'2) 6325 1.70 1 0.016 0.200
Pittsburg-1 (56) 6315 1.80 1 0.016 0.216
Hearn-1 (54){b) 6225 2.30 1 1 0.016 0.016 0.232 0.107
Hearn-2 (54)(®) 6150 2.70 1 1 0.016 0.016 0.248 0.123
Alstrom-Rateay (77)(%) 6125 2.80 1 0.017 0.265
Hinkley Point (69) 6000 3.40 1 1 1 1 0.017 0.017 ©6.017 0.017 0.282 0.180 0.062 0.062
Minkley Point (70) 6000 3.40 1 § 0.017 0.017 0.299 0.157
Hinkley Point (69) 5925 3.80 1 1 0.017 0.017 0.316 0.174
unknown (58)¢2) 5800 a.50 1 1 1 0.017 0.017 0.017 0.333 0.191 0.079
8old (60) 5725 5.90 1 i 1 1 0.017 0.017 0.017 0.017 0.350 0.208 0.096 0.079
Cutler-6 (69) 5250 9.50 1 0.019 0.369
Sendai (72) 4500 13.5 1 0.022 0.391
Northern States (71) 4350 14.5 1 0.023 0.414
Shippingport (74) 4150 15.5 1 1 0.024 0.024 0.438 0.120
Gallatin (78) 3850 17.5 1 1 0.026 0.026 0.464 0.234
Morenci-3 (59) 3820 17.8 1 1 0.026 0.026 0.490 0.260
Dak Creek {77) 2875 22.0 1 1 1 1 0.035 0.035 0.035 0.035 0.525 0.295 0.155 0.114
Essex-1 (72) 2075 25.5 1 0.048 0.573

(b) Not in known population.

(a) 1.33 is correction factor to accommodate manufacturers outside known population.
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TABLE 11.3.3(b). Regression Analysis Parameters for Weibull Dfstributions Covering A1l Known
Turbine Failures, Failures Generating Missiles, "Relevant" Failures and
Relevant Failures Generating Missiles; Pertinent Equations Given

Parameter A1l Failures All Missiles Relevant Failures Relevant Missiles
4 41.9 151 2076 5900
1n 1.77 1.92 2.41 2.70
" 0.57 0.52 0.41 0.37
2 0.94 0.95 0.98 0.97
y {1 yr) 3.39 4.1 5.73 0.47
y (10 yr) 19.3 21.4 27.4 30.7
v (30 yr) 54,6 59.8 75.6 8a.7
Sy X 0.17 0.16 0.12 0.16
So 0.07 0.12 0.17 0.30
% 0.08 0.11 0.13 0.22

n

R(x) = #xp [_(§ } exp (—I.Z.IO'JxO'S?) exp -?.36.10'4:0'52) exp (-4.35.10'4x°°“1) exp (~4.02.10"%37)
T o e B D T LB e 3.83.107%x 048 1.79.107%x70-39 1.49.107%¢0-53

uB a "

B n

Hx) = £ = (%) 0.119 x°+%7 7.36.10°250+52 4.36.1072;0-41 a,02.1072x0-37
x(H) = aHL/" a1.9 w77 151 y1-92 2076 HZ+41 5900 w2-70

R(x) multinlied exponent by 10‘2 to get value.
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Turbo-Generator Failure Data

This population was reduced by two-thirds for failures early in life and
approximately one-half for failures later in life to eliminate smaller units
and those with different operating conditions than experienced by nuclear tur-
bines. Again, this approach is quite arbitrary, but it does have the effect of
shifting the regression line to higher values of H and changing the slope 1/n.
A comparison of h(x) values for all missiles, relevant missiles and relevant
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missiles with modified turbine population indicates the effect of reduced popu-
lation is less than might be anticipated.
verted from percentage values range from 3 x 107 to 8 x 10”
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5

to the Duane value of 5 x 10'5.

Table 11.3.1 contains the terminology used in this section.
reliability, R(x), is equal to 1 - F(x) on exp [-H(x)].

the probability of failure is low. The justification for the preceding

follows:

11.3.36

Typical Weibull Failure Rate = h(x) Bathtub Curve for

The instantaneous failure rates con-
, quite comparable

Note that the
Also F(x) = H(x) when



TABLE 11,3.4. Typical Values Obtained from Duane Equation and
Weibull Distributions for Turbine Failures

DUANE EQUATION
TURBINE-YEARS
Missiles
Known Turbine
Parameter All Missiles Population
Cumulative Failure Rate {12)
1977 1.26.10~% 8.86.10-5
1987 1.06,10-% 7.59.10°5
Instantaneous Failure Rate {iy)
1977 7.28.,10-5 5.49,10-5
1987 6.11.10-5 4.71.10-5
Cumulative
Mean Time Between Failures (MTBF)
1977 7.95.103 1.13.104
1987 9.47.103 1.32.104
Instantaneous
Mean Time Between Failures (MTBF)
1977 1.37.104 1.82.104
1987 1.64,104 2.13.104
GLOBAL ESTIMATES
1977 1.2.104 9.1.10-% 2.4.10-3 1.8.10-3
WEIBULL DISTRIBUTION (ALL IN PERCENT}
A1l Failures All Missiles
Parameter T Yr 10 ¥r 30 Yr 1 ¥r 10 Yr 30 Yr
Reliability [R{x)] 99,88 99,56 99,27 99,93 99.76 99,57
Instantaneous Failure
Rate [(h(x)] 6.78.10~2  2.52.10~2  1.57.10~2  3.B3.10-2 1.27.10-2  7.48.10-3
Cumulative Failure
Rate [H(x)] 0.119 0.442 0.827 7.36.10-2 0.244 0.432
“"Relevant* Failures "Relevant Missiles"
T ¥r 10 Yr 30 Yr T Vr 10 ¥r 30 Yr
Reliability [R(x)] 99.6 99,89 99,82 99,96 99.91 99.86
Instantaneous Failure
Rate h{x) 1.79.10-2  4.,6.10-3 2.41,10-3  1.49.10-2 3.49.10-3  1.75.10-3
Cumulative Failure Rate
H(x) 4.36.10-2  0.112 0.176 4.02.10-2 9.42.10-2  0.141
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TABLE 11.3.5. Sensitivity Study Varying Turbine Population to Determine
Effect on Weibull Distribution for "Relevant" Missiles

Time-to- Turbine Cumulative Revised(3) Hazard Cumulative

Failure Failure Population Hazard Turbine Value Hazard

Cause Years Table 11.3.3 Table 11.3.3 Population (%) (%)
Overspeed 0.08 6675 0.015 3400 0.036 0.030
Overspeed 0.58 6525 0.030 3200 0.030 0.060
Overspeed 0.75 6475 0.045 3100 0.031 0.091
SCC/Brittle 3.4 6000 0.062 2700 0.037 0.128
Overspeed 5.9 5725 0.079 2500 0.040 0.168
Brittle ? 22.0 2875 0.114 1250 0.080 0.248

(a) Revision based on using population with retirement. Time 1.33, which removes
many smaller units, then taking 2/3 to 1/2 of this population as being "rele-
vant" to nuclear.

VALUES FROM REGRESSION ANALYSIS

o = 651 in = 2,59 n = 0.386 r-=0.98

exp (—8 X 10"4x0'3g)

h(x) = 3.1 x 10_2{0'61

R(x)

]

H(x) = 8 x 1072039

x(H) = 651 HE-29

From Table 11.3.1,

R(x) = I - F(x)
H(x) = In [I“ZLFTET]

e H(X) = In m)-
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Let R(x) = Z:

By series expansion,
8w (2 -1 ST - WL e (11.3.16)

itlz-1lclz20

Substituting

mﬁ%T“ﬁﬁ'l*%[&ﬂ“lr+%[ﬁﬂ'lr'" (11.3.17)

For high reliabilities, where R{x) > 0.99, only the first two terms in the
expansion are significant, or

In E%ET " E%ET 58 (11.3.18(a))
or
In [1 _lf(x)] B 1 “lmj‘ -~ 1 (11.3.18“)))
el (11.3.18(c))
B (11.3.18(d))
If R(x) 5 0.99, F(x) % 0.01
or

Ty = F(x) (11.3.18(e))

11.3.39



Recalling that
H(x) = = In [1 - F(x)]
For F(x) = 0.01
H(x) = F(x) (11.3.18(f))

The preceding approach can be applied to exponential functions or to
Weibull functions using the series expansion to minimize terms in cases of high
reliability.

For instance, using the preceding logic, the exponential equation given in
Table 11.3.2 reduce to

H(x) = F(x) = g- (11.3.19)

for R(x) » 0.99
In the case of Weibull equations,

for F(x) < 0.01

F(x) = H(x) = (g—)n (11.3.20)

Taking logarithms of x(H) = o HlI",

log x(H) = (%) Tog H + log o

As Logs to Base 10, this will plot as a straight line function of H on Log-Log
graph paper since Log x is a linear function of Log H. Thus, Weibull Hazard
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paper is merely Log-Log Graph paper. The slope of the straight line equals
1/n; this fact is used to estimate n from data plotted on Weibull Hazard paper.
Also for H = 1 the corresponding time x equals o; this fact is used to estimate
o from data plotted on Weibull Hazard paper.

Note that
n > 0 is the shape parameter
o > 0 is the scale parameter

A linear regression will quantify o and n. Since most statistical routines
include the Weibull Function, the equation can be quantified covering time-to-
failure, cumulative hazard values, and average failure probability per service
year.

Duane model equations have been used to determine cumulative and current
failure rates for low probability events. While reservations have been
expressed concerning the validity of the Duane equations, they appear to paral-
lel Weibull results as noted in the following:

The Duane Model equation is

F -a
Ap =g = KH (11.3.21)
where Ap = cumulative failure rate
H = total test time (years or hours)
F = failures during H
K = constant

a = growth rate (normally 0.3 to 0.5)

Note that a modification of the Weibull Function,

H(x) = ox" (11.3.22)
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to a rate function,

ﬁ+ll — aTE_l cumulative hazard rate (11:3.23)
—L)—Hxx = GXndl

is similar to the Duane Model

where Weibull Duane
g K
n o ] -a
X H
H(x)/x A

This would indicate the Duane Model is a hybrid Exponential/Weibull.

R regression analysis was made using the equation

InAs = InK-ainH (11.3.24)

In addition to the regression coefficients (K,a), values of rz, sy-X, SO,
and S1 were obtained

where r2 = coefficient of determination, a measurement of the "“goodness of
fit" of the regression line; 0 5_r2.5 1/%=11sa perfect fit
sy-x = standard error of estimate of y on X
S0 = standard error of the regression coefficient a,
51 = standard error of the regression coefficient, 4
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The preceding are evaluated in Tables 11,3.6(a) and 11.3.6(b).
Table 11.3.4 permits a comparison of Weibull and Duane Model results. Fig-
ure 11.3.10 contains cumulative and instantaneous failure rates. As can be
seen, the two approaches agree relatively well.

11.3.8 Other Continuous Distributions

The distributions cited previously in 11,3 are those most commonly used;
however, there are other distributions used under certain circumstances. These
distributions will be discussed more extensively in Section 11.5. At this
time, only the distributions of interest will be noted. They, together with
those covered previously in this section, are given in Table 11.3.2.
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TABLE 11.3.6(a). Data Necessary for Duane Equation Regres-
sion Analysis (Turbine Years Only)

Turl::ine F H(a) F(a)

Years Cumulative F Turbine  Cumulative Fla)
Year x 1.33 Missiles H Years Missiles Hiay
1954 21 100 5 2.4.100" 15 860 3 1.8.107"
1956 25 600 6 2300
1958 33 700 8 2.4.107%
1959 37 400 9 2.4.107%
1960 41 300 10 2.4.107% 31 050 4 1.3.107
1969 85 200 12 1.4.10°% 64 060 6 9.4.107°
1970 90 800 14 1.5.10° 68 250 7 1.0.1074
1974 115 000 15 1.3.100% 86 100 8 9.3.10™°
1977 133 000 16 1.2.107% 99 030 9 9.1.10™

(a) Denotes failures and data within known population.

TABLE 11.3.6(b). Regression Analyses for Duane Equation
Limited to Missiles Only

Missiles
All Known
Parameter Missiles Population
Factor (F) 16 9
3 (Log K) -1.7487 -2.1532
K 1.78.10%  7.03.107°
a1 (a) -0.42 -0,38
rl 0.894 0.960
Years
3 (H = 10% 1A dssan”
5% (H = 5.10") 1.90.107%  1.12.107"
3 (H = 10°) 1.42.10°%  8.0.107°
Sy-X 0.046 0.027
So 0.259 0.184
51 0.055 0.004

11.3.44



A= 1.78-10 24 02

FAILURE RATE (X) PER OPERATING YEAR
=1

10 i i L i & L IL =} ek
10° 10 10
CUMULATIVE YEARS OF TURBINE OPERATION

FIGURE 11.3.10. Duane Equation Plot of Cumulative and Current Failure
Rates for Turbines (External Missiles Only) as a
function of cumulative years of turbine operation
(x1:33)
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11.4 DISCRETE DISTRIBUTIONS

The various discrete distributions have specific albeit limited applica-
tions. They find less use than is the case for the continuous distributions
discussed in Sections 11.3 and 11.5. There are interrelationships among these
functions as is the case with continuous distributions. Table 11.4.1 permits
a comparison of these interrelationships. Table 11.4.2 contains these discrete

distributions and their means, variances, B%Iz, 82 values,

(11.4.1) cites some of the major uses of the binomial and Poisson

Packman
distributions in components; namely, for nondestructive examination. Since NDE
basically is a yes-no situation, it is described by discrete distributions such
as the binomial where p will indicate the true probability of detection and q
the true probability of a miss. If the number of examinations is large and the
flaw detection probability high (>0.90) or low (<0.10), the Poisson distribu-
tion can be used. Table 11.4.2 contains the mathematical formulation for the

discrete distributions.(ll'l‘zl

TABLE 11.4.1. Relative Relationships Among Various
Discrete Distributions

BINOMIAL
GEOMETRIC
POISSON NEGATIVE
BINOMIAL
MULTINOMIAL HYPERGEOMETRIC
PASCAL
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DISTRIBUTION NAME

1** GEOMETRIC

2%% NEGATIVE BINOMIAL AND PASCAL

3%% POISSON

A% BINOMIAL

MULTINOMIAL

5%% HYPERGEOMETRIC

PARAMETERS
0<p=1
l=p=l;
NEGATIVE BINOMIAL IF
s20,
PASCAL IF s IS A POSITIVE
INTEGER,

A2 D

POSITIVE INTEGER n,
0Sp=l

POSITIVE INTEGER n,
b
D]?:G,pz-ﬂ.,...pkz 0,
k
WHERE 3 pj=1
i=1

POSITIVE INTEGERS N, n
AND k

TABLE 11.4.2.

PROBABILITY FUNCTION

-y xenz,

(x+:' l) p-p* x:012...

S FEBL2

(:‘] pa-p" ™ x=012, ..n

n!
N1 Y1 ¥ i x x P K = -
U ST X1 "2k, =012,

B
H

x=0,12. . .nx5kn-xsN-k

Summary of Important Discrete Distributions

EXPECTED VALUE

np

VARIANCE

P FORIi=12,....k

e |
=2

l-p
7

sl -

=

np(l-p

np; (1-p;p)

nkiN - k} (N - n}

NN - )

2-p

1-p?

2-p

[st1-pt] 1z

i
i

1-2

[np @1 -p] =

1-2pj

12
[npj 11 -pj]

FORI=12,... .k

(N - 26 (N - 20) N - Y7

(N -21[nk (N-=K N -n)

] 112

3+l-ﬁp(l-pl
np(i-p

1- 6p; {1 - pj)

i npi(l-pi}

FORi=12,.. ..k

NOTES:
p

* N IN-T)
IN-2V(N-3)nk (N-Kk}IN-n)

*3% SEE FIGURES AT BOTTOM OF PAGE

k
NIN + 1) - 6niN - n) + 3 32N ~kI[NPIN - 2) - Nn

Z 4 6niN - ni]
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115 CONTINUOUS DISTRIBUTIONS

Continuous distributions such as the normal, log-normal, gamma, exponen-
tial, Weibull, etc., were discussed extensively in Section 11.3. Table 11.3.2
presented the equations for probability density functions, cumulative density
functions, the hazard function, the cumulative hazard function and time-to-
failure functions. This section will present other properties of these func-

tions of interest to the analyst.

Some idea of the interrelationships among the various functions is given
in Table 11.5.1. As noted, many functions are simplified forms of more general
functions. An obvious example is the exponential which is a simple case of the

(11.1.2) present excellent tables illus-

gamma or Weibull. Hahn and Shapiro
trating the general form of the probability density function. The function
itself, the bounding parameters, the mean, the variance, the (81)1,2 and the
82 functions have been incorporated into Table 11.3.2. As noted in Sec-

tion 11.2 on definitions, Bl is the skewness and 82 is the excess or kurtosis.
[t must be recognized that there are two definitions of these two terms:

Skewness = a., = (B )”2 Mo B 1Al (11.5.1(a))
fiB TS 0 ! B S 24 Sy
c (1-12}
U € "l ¢
2 3 3
a u
2
Excess or kurtosis
Mg
By = = 3 (11.5.2(a))
a
Hg
82 = a, + 3 = “T (11.5.2(b))
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TABLE 11.5.1. Relative Relationships Among Various Continuous Distributions

NORMAL L0G-NORMAL —= GAMMA( @) WEIBULL BETA  EXTREME
(GAUSSIAN) /////’ \ ‘\\\\yﬁLUE
By RAYLE IGH
ERROR CHI (n=2} UNIFORM
FUNCTION  SQUARE EXPONENTIAL (y=n=1)
(x=1/2) ERLANGIAN  (n=1,0=1/2)
CAUCHY (n is
A (n is a positive
LIMITED multiple integer) Fréchet
FORM of 1/2) (n=1)

(a) Gamma distribution approaches normal distribution for large values of n.

Tables 11.3.2(a), 11.3.2(b), and 11.4.1 compare the various distributions

as contained in Hahn and Shapiro.(ll'l‘z)

In addition, a limited number of
other continuous distributions are contained. The mean is an obviogus value

having some use. The variance is much more significant.
11.5.1 Variance

An important datum of use in calculating probability density functions is
the variance of a given function. While it is possible to carry out sensi-
tivity studies using Monte Carlo or Importance Sampling simulation, ensuring a
sufficiently large population, the analysis of trends from a limited population
of incidents is more difficult and subject to considerable error. If a general
function,

l = f(xl, Xo wes xn) {11:5:23)

is examined where X1 Xy eee X represent independent random variables, the
results will be sensitive to n. Typically, used are either a partial deriva-
tive method using an equation of the form

3 B ogaE 2
ol =1 (g__) . (11.5.4(a))
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or a numerical equation

2 Bl = Z.L 2
i - EZ% (,lﬁhgd_l_) (11.5.4(b))

Both have built-in limitations with small values of n. The variance in the
partial derivative equation will be accurate (with small n) only if the follow-
ing conditions are met: 1) the design parameters must be normally distributed
(unlikely); 2) The function must be linear with each design parameter; and

3) the coefficients of variation must be less than 0.1. The numerical method
suffers from the same limitations with its principal advantage being that it
avoids having to obtain partial derivatives of complex functions.

The transform method can be used to make reliability estimates of two
interacting variables each with its own pdf:

1
¥R = | 6dg (11.5.5(a))
0
0
where G = _[ f(S) dS (11.5.5(b))
S
dF = f(s) ds (11.5.5(¢c))

with § representing strength and s representing stress.

If both strength and stress are assumed to be normal, the coupling equation can
be used to obtain an estimate of reliability; e.g.,

7 e —— = (11.5.6)
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and the appropriate probability value (reliability estimate) can be determined
with the standard normal variate, 2z, using standard normal tables. If s»S,
failure can occur. As z increases, the probability of failure will decrease
exponentially. The inherent unreliability is the lowest unreliability possible
and is defined in terms of

LS (11.5.7)

o
S

Generally, low probability failure events will be characterized by values of 2z
close to those given by the preceding equation.

Another way of expressing the above is

> . (8=3 7 = 0 (11.5.8)

a
s (°52 x csz)

A value of calculated unreliability implies a loading representing virtually no
threat to component integrity, even with the statistical uncertainties inherent
in materials and loads.

On the other hand, if the inherent unreliability is close to the maximum
acceptable unreliability, there is a need to improve the mean strength, S, or
to reduce the strength uncertainty, o-

11.5.2 Estimation of Parameters

Statistical parameters such as shape (o) and scale (n) parameters often
are estimated both to establish the validity of the assumed statistical distri-
butions and to quantify that distribution. At least three techniques have been
proposed for estimating the values of these parameters: 1) linear estimation,
2) method of moments, and 3) maximum likelihood.
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Linear estimates can be made graphically from a probability plot such as

{13.3:1) (11.5.1) here the scale

suggested by Nelson and Wirsching and Jones
parameter will be given by the slope, and the shape parameter is given by
extrapolating to x = 0. A least square fit is suggested to remove subjectivity
in the estimate. While results can be obtained by the linear estimate tech-

nigue, it is not considered to be the most efficient.

An alternate technique discussed more extensively under moment matching is
the method of moments which involves a computation of the mean and variance as
well as higher order moments. Again, the method of moments is not considered
to be the most efficient in that it does not most accurately represent the true
values of the statistical parameters.

The method of maximum 1ikelihood estimates is suggested as the most accu-
rate. Values of the shape and scale parameters can be obtained by solution of
appropriate simultaneous equations which depend on the continuous distribution
being used. A digital computer usually is used for such solutions. One justi-
fication for the use of maximum likelihood is that it tends to yield the least
bias and the smallest variance. A Monte Carlo analysis by Wirsching and

(11.5.1) for the maximum extreme value distribution confirmed that the

Jones
maximum Tikelihood technigue was better than the method of moments; however,
the differences were not large and the maximum Tikelihood estimate is more

complicated. Therefore, either may be used with 1ittle loss in accuracy.

11.5.2.1 Moment Matching

The moment matching method can approximate a probability density function
tibada?: 11.5:2) If the first

few moments of a random variable are known, its pdf can be approximated by fit-

(pdf) when its first few moments are available.

ting an appropriate distribution to the existing information (expressed collec-
tively in the form of the first few moments). Usually, the first four moments
are adequate for fitting two-parameter pdf's. The third and fourth moments
determine the "shape" or the form of the distribution while the first two
moments define its parameters. This procedure is called the moment-matching
method and it has been widely used in uncertainty analysis, in nuclear and
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non-nuclear applications. In the Reactor Safety Study (1975), for example, the
pdf of the top-event of a fault-tree was approximated by a log-normal
distribution,

The pdf of a bounded random variable is uniquely determined by its
moments; therefore, pdf's of bounded random variables with a finite number of
the Tower moments in common exhibit similarities. For example, if all moments
were the same they would coincide in a unique pdf. If only the first few
moments of a bounded random variable are known, a pdf may be developed in such
a way that it has as its first few moments these known moments, This would
constitute an approximation to the pdf of the random variable. This method of
approximating a pdf is called the moment-matching method.

The reliability of a system, being a probability, is bounded since it can
take values only in the interval (0,1), and the moment-matching method can be
applied if its n first moments are known. Obviously, the more moments avail-
able, the more exact the approximation would be. In most instances, however,
the first four moments are adequate. This is the case when a two-parameter
pdf, such as a member of the Johnson or Pearson families, is chosen as an
approximation, The third and fourth moments determine the shape or the "type"
of the distribution and the first two its parameters. More precisely, the
shape of a distribution is partly characterized by 1) its third central moment
or skewness which is a measure of the asymmetry of the distribution, and 2) its
fourth central moment or kurtosis which is related to its peakedness. To make
these two "measures" of the shape of a pdf independent from its scale, they are
calculated using Equations 11.5.1(b) and 11.5.2(b).

Thus, if the coefficients Bl and 32 can be obtained, the shape of the dis-
tribution is approximately defined. Figure 11.5.1 gives numerical values of
the coefficients, 8y and 8ss of the various “theoretic?};(iléi'z)
densities presented in Table 11.5.2. Hahn and Shapiro' """
lar equations in their Chapter 7. From this figure, the type of density that
has the same By and By with the sought pdf can be obtained. The remaining two

types of
developed simi-

parameters (defining the location and the scale of the pdf) are then determined
by the first two moments.
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FIGURE 11.5.1. Regions in (B1,82) Plane for Various Distributions

11.5.3 Empirical Distributions

In many instances, there are insufficient theoretical bases for selecting
a given statistical distribution. Under these circumstances, one of the
empirical distributions is an excellent alternate. These distributions tend
to eliminate some of the variability common to free hand fitting of data as
well as assisting in the automation of data analysis with a digital computer.
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TABLE 11.5.2. The Pearson Distribution Functions

Type Differential Equation Probability Density Function Compares To
1dp atx -
General = = - (x) dx =1
p dx € SC KIC R0 J‘; i
e e
dln pi{x atx —{x*a 2
1] I =i plx) = Kexp = = Normal Distribution
o 0
Cl = I’.‘.2 =0
din p{x) 1 g s By M m <0
o nnne. ¢ Gopp— = - -
3 0 (o) \Fay  apx p(x) = K(x-2;) * (35-%) Type 1{U) m < 0
aray ata, Type 1(J) if my < 0 and m, > 0
4 <0< a m = - : ==
1 2 (R ) i (33 orm >0 andm, <0
11 Symmetric form of 1; m = m;
if negative is Type 11{U)
din p{x) xta m ! : 3
111 = = plx} = K{c_*c,x} exp (-xfc lzbamma Distribution
dx R (o 1 ) ( 1)
c—O(c &D) m-c_lcc-l-a) cy > 0, x> -c fc
2=0( o 1 >0 o1
€y < 0, x < —co;‘cl
-C.) - {&C
dln x-L1) 1) 2 B
v plx) _ _ ( ( plx) = K C°+c2(x+tl) —(ZCZ) exp |-

ix C ¥ (x+C1)2

2 -1 -1
C = o -1/4 € €

5 H Cl = 172 €%

———try tan~

No common statistical distribution corresponds to Type IV¥; in essence, it is rarely used because of intractable math.
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TABLE 11.5.2. (contd)

Type Differential Equation Probability Density Function Compares To
c
din p(x) xta lfc iy :
v - - p(x) = K(x*C 2 exp Inverse Gaussian
dx CZ("+C1)2 ( 1) Czix;tlj
Vi din pix 2. plx) = K(:—al)ml (x-az)ﬂz

Roots real,
same sign

lfnl<a2<0

Vil

Vil

IX

dx i czix-ali Zaz-xi

dln p(x L %
co'czx

¢ =as= 0; € > Gic, >0

dln plx i ”cl
dx z
c2(xCy)
3= C1
u1ndp[x1 iy x*Cl .
X
cp(x*;)
a= Cl

x>az;m2<—l;ml+r|2<ﬂ

ﬂt<-1;ml+m2c0

alhis K(F°+=2x2) [_ (Zcz)-l]

pix) = K(x'cl)'IICZ
0« cy < 1

pix) = K(x*clj'lfcz

CZ(O

Central t - Distribution Similar



The various continuous distributions are discussed in Section 11.3, spe-
cifically, in Table 11.3.2. Such models as the log-normal, beta and gamma Tead
to a wide diversity of distribution shapes; however, they do not provide the
degree of generality that may be desired. This is illustrated in Figure 11.5.1
where Bl and By are skewness and kurtosis, respectively, as defined in
Section 11.2 and Equations 11.5.1(b) and 11.5.2(b). As can be seen, distribu-
tions such as the uniform, normal, and exponential are points on the diagram.
Distributions defined by a shape parameter such as beta, gamma, and log-normal
appear as lines in Figure 11.5.1. In the case of two distributions having two
shape parameters such as the beta, there will be a region of the diagram occu-
pied. While the beta distribution occupies a substantial portion of Fig-
ure 11.5.1, there are extensive regions not covered. This section will
identify distribution families such as the Johnson and Pearson permitting
representation over the entire possible area of Figure 11.5.1. Other distribu-
tions include Cornish-Fisher, Charlier, Edgeworth, and Kopteyn. The latter
find less use than the Johnson and Pearson, and discussion will be limited to
these.

If sufficient data exist to permit estimation of bl (al) and b2 (32), the
values can be plotted on Figure 11.5.1 to establish the logical distribution
function(s) to represent the data. Caution must be exercised because estima-
tion of b1 and b2 is very sensitive to variability in the data.

11.5.3.1 Johnson Distribution

Hahn and Shapiro(ll'l'zl discuss both Johnson and Pearson distributions.
In the Johnson distribution, there is a transformation of a standard normal
variate where tables covering areas under standard normal distributions can be
used. The form of the transformation is

Z-T"'nT(X,c,).); n >0, —©< Ay <@, A >0, -0 g <@

Here x is the variable, T is an arbitrary function, y, n, ¢ and x are four
parameters and z is a standard normal variate.
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Three families are considered for T, each taking different shapes as noted
in Figure 11.5.1. These families are:

1) 7y(xe0) = In 1"—;‘-1] X > (11.5.9(a))
2) Ty(x,e,1) = In {{{-}] % Kge A (11.5.9(b))
3) T3(x,e,a) = sinh -1 [ETZE],‘—m < X < (11.5.9(c))

The first yields a log-normal distribution fl(x)

fo(x) = ! exp :%ﬂi [l: + 1In (x—e)]2] (11.5.10)
1 (2‘!)1!2 (X—E) n

where
y* = y-n In A
The usual form of a three-parameter log-normal can be obtained by substituting
-1 * o
L and y* = =
The log~normal form in the preceding context is known as the Johnson SL

family fitting the log-normal line on Figure 11.5.1.

The function in Equation 11.5.9(b) leads to

2
fo(x) = (zﬂ')'m o) ’{‘x_m) exp l:,} [7 +nln (Ti‘(x—:iz)] ] (11.5.11)

This four parameter equation represents the thnson SB family of distribution.
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The third function (11.5.9(c)) is

2

1/2
2
f L. n 1 =l + 1 [ Xoe) 4 (X=E) 4 1}
3(X) (2“)112 [( . )2 1,2 exp 2 (T n) n ( X ) (l )
(11.5.12)

This equation represents the Johnson SU family of distributions.

Some idea of the flexibility of the three and four parameter approaches
can be seen from the curves of the distributions with various values of the
parameters. Figure 11.5.2(a, b, c, d) illustrate this diversity for the
Johnson SB’ distribution and Figures 11.5.3(a, b, ¢, d) does the same for
the Johnson SU distribution.

11.5.3.2 Pearson Distribution

The Pearson distributions are generated as a solution to the differential
equation

df (x) - (x-ﬁB) f(x)

(11.5.13)
dx ﬁo + ﬁl x + éz X2

where x is the random variable and ﬁo‘ 61, ﬂz, ﬁ3 are parameters in the proba-
bility density function f(x). There are twelve types of distributions derived
from the Pearson equation; several of which are no longer used. Those most
commonly used are the Pearson type I (normal beta) which may be U-shaped or
J-shaped distribution as noted in Fiqure 11.5.1; and the Pearson type III
(gamma). Pearson V is close to a log-normal, and Pearson IV encompassed the
same region as the Johnson SU distribution. The relevant Pearson equations
appear in Table 11.5.2.

Fitting the Pearson distributions may be lengthy and complex since each
family requires the solution of a different set of equations. Computer pro-
grams exist both for estimating the first four moments, and By and Bos and for
the various forms of the Pearson distribution. This permits the estimated fit
to be compared to the actual data.
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The percentiles of the Pearson distribution often provide the information
required without obtaining the specific distribution. The procedure is

1. Calculate x, @, bl’ b2'

2. Find the tabulated standardized percentile Za for the chosen a by
using bl and b2 instead of B4 and By in the tabulations of Percen-
tiles for Standardized Pearson Distributions found in many statistics
tables. '

3. Determine the estimated « 100th percentile as §, z and X.

An example of the determination of the shape of a continuous distribution
based on an estimation of the first four moments is given in Section 11.5.4 to
illustrate the procedures used.
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11.5.4 Estimation of Moments and Prediction of Distribution

In many instances, the performance of individual components can be modeled
by relatively simple continuous or discrete probability density functions; how-
ever, when these components are combined into a system, the situation becomes
much more complex with performance fluctuating due to variations from component
to component.

(11.1.2) provides an excellent illus-

An example cited by Hahn and Shapiro
tration of the procedures followed in estimating the first four moments and
predicting the approximate distribution. Such problems often are too complex
to permit solution by direct analytic methods such as transformation of vari-
ables. Therefore, approximate methods such as application of the central limit
theorem or Monte Carlo simulation will be used; the first two in this section

and the Monte Carlo in Section 11.8.

11.5.4.1 Central Limit Theorem

The central limit theorem may be applied to linear systems. In this

(11.1.2) consists of a test

and repair facility consisting of six stations used to check out various sys-

instance, the example taken from Hahn and Shapiro

tems. Each system must pass through each station with the time spent at any
station a random variable whose distribution has been estimated from available
data and is independent of the times at other stations. The maximum time to
check a randomly chosen system is to be determined.

This theorem states that the distribution of the average-and, therefore,
the sum-of independent observations from distributions with finite mean and
variance approaches a normal distribution as the number of observations becomes
large. Consequently, this theorem is applicable for linear systems such as the
test-and-repair facility where total checkout time is the sum of the times at
each of the n stations, for the case in which n is large. The normal distribu-
tion is completely specified once its mean, u, and standard deviation, o, are
known. These can be obtained from the random variables Xps Xp eee X

E(xl el TR xn) = E(xl) + E(xz) PR E{xn) =y (11.5.14)
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and, if the variables are uncorrelated,

2

Var (xl el xn) = Var(xl) + Var(xz) LR Var(xn) =0 (11.5.15)

In the problem of the test-and-repair facility assume, for example, that
the distribution for the time in hours spent at the ith station (i = 1,2...6)
is as given in Table 11.5.3. The normal, gamma, exponential, and chi-square
distributions have been used as models for the checkout time at individual sta-
tions, and the parameter values have been specified in each case. (For plots
of the distributions, see Figure 11.8.2.)

TABLE 11.5.3. Assumed Distributions for Test and Repair Time
in Hours at Each of Six Stations

2
1 e_llz(xl'lo) Normal distribution with

VZH p=10 and o0 = 1

Station No. 1 fl(xl) =

2
e-1;2[(x2-20) ’2] Normal distributicn with

1
Ve Vs w =20 and o =42

Station No. 2 fz(xz)

9
Station No. 3 f3lx3) = 6)" (x3}8 = 6x3 Gamma distribution with
I(9) n=9and x =6
Station No. 4 f4(x4) - 1 x4)9 e %4 Gamma distribution with
(10) n=10and x = 1
Station No. 5 fs(xs) = Se'sxs Exponential distribution
with A = 5
Station No. 6 fstxsj = —51——- (x6)4 e'xﬁlz Chi-square distribution
2°T(5) with v = 10
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We are interested in the distribution of total time T = xl + x2 #* x3 + x4
* Xg * Xg spent by system at a facility. The means and variances shown in the

tabulation were obtained for hours at each station:

Station Station Station Station Station Station

No. 1 No. 2 No. 3 No. 4 No. & No. 6
Mean 10 20 1.5 10 5 10
Variance 1 2 0.25 10 0.04 20

Substitution of the station means and variances into 11.5.14 and 11.5.15
yields a system mean of (10 + 20 + 1.5 + 10 + 0,2 + 10) = 51.7 hours and a
variance of 1 + 2 + 0,25 + 10 *+ 0.04 + 20 = 33.29. From the central limit
theorem, the total test and repair time can thus be approximated by a normal
distribution with a mean, u, of 51.7 hours and a standard deviation, o, of
\f§§?§§ = 5.8 hours. From the properties of the normal distribution, we can
now say that the chances are nine out of ten that the checkout time for a ran-
dom system will not exceed u + 1.280 hours, 95 out of 100 that it will not
exceed p + 1.65¢ hours, and 99 out of 100 that it will not exceed u * 2.33¢
hours. Hence, the approximate 90, 95, and 99 percent upper limits are 59.1,
61.2, and 65.2 hours, respectively.

This problem involved a six-element system, rather than one with "very
many elements." More important, the variances of the individual elements are
far from equal, and the total variance is highly dominated by the variances of
the times at stations 4 and 6. Therefore, the applicability of the central
1imit theorem in this problem is questionable. The adequacy of the normal dis-
tribution approximation will be compared with those obtained by the method of
moments and Monte Carlo.

Exact knowledge of the distribution for each of the component variables
is not essential, since all that is needed to use 11.5.14 and 11.5.15 are the
means and variances.

11.5.4.2 Generation of System Moments

The method for the generation of system moments, sometimes referred to as
statistical error propagation or the delta method, will now be described.
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Let the relationship between system performance z and the component vari-
ables xl. Ko ees X be given by the function z = h(xl, Xo wen xn). For exam-
ple, in the case of the six-station test-and-repair facility z = x1+ X9 + Xq +
Xy + Xg 12 xs-that is, total checkout time is the sum of the times at each of

the times at each of the stations.

Let E(xi) be the mean or expected value for the ith component variable and
let uk(xi) denote its kth central moment (or moment about the mean). Simi-
larly, E(z) and "k(z) denote the expected value and the kth moment about the
mean for system performance, respectively. The problem is to obtain an esti-
mate of E(z) and uk(Z) for k = 2, 3, and 4, based on a) data on the component
variables from which estimates of E(xij and uk(xi) for i = 1,2...n can be
obtained and b) knowledge of the system structure h(xl. Xy «ns xn).

The method consists of expanding h(x,, Xy «ue xn) about E(xl), E(xz} e
E(xn), the point at which each component variables takes on its expected value,
by a multivariable Taylor series. Assuming that the component variables are
uncorrelated, the final expression for mean system performance, retaining terms
up to second order, 1is

E(z) = b [E(x)s E() v E)] + 3 55 28 var(x)  (11.5.16)
zZ) = [ Xp)s Elx5) «on Elx, ] 3 & » Va (xi o Ys
i

2 denotes azhlaxi evaluated at E(xr)--that is, with the E(xr)

where azﬁ!ax.
! 3

substituted for X for r = 1,2...n. For example, if h(z) = xlx22x3

2

'::1;7 - [e(x))] [etp]? [6E0x)] (11.5.17)

Henceforth, aZEYaxiz is written without the bar on h--that is, as azh!axiz.

Equation 11.5.16 requires knowledge or estimates of the means and vari-
ances for each of the component variables.
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Note that estimating mean performance by substituting the component means

into the system equation--that is, setting
E(z) = h [E(xl), Efks} <o E(xn)]

--provides an exact result when all second- and higher-order partial deriva-
tives are zero; for example, when system performance is a linear function of
the component variables, as in the test-and-repair facility problem. However,
the expression is only approximate in the general case.

The Taylor-series expansion for the variance of system performance, assum-
ing the component variables to be uncorrelated, and retaining terms up to third
order, reduces to

™ (ah + = fah \ {3k
var(z) - 3 (%;;) var (xp) + 32 (g;;) (;izg) 0%} (11.5.18(a))

where Mg (xi) is the third central moment for the ith variate and all deriva-
tives are evaluated at their mean values. Often, the last term is omitted and
only the following expression is used:

n
Var(z) = 3 (ih—)z Var(x;) (11.5.18(b))

a1 \ %y

which is frequently a satisfactory approximation.

Expressions for the third and fourth central moments for system perfor-
mance--that is, u3(z) and u4(z)——may be derived in a manner analogous to that
for the variance. The resulting expressions, retaining only the lowest-order
non-zero terms, are

n ” 3
ua(z) = ;gi (3;?) uylx,) (11.5.19)
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i ah 3 +5Z Z ah
Ll i (K) Bgtrys ¥ (3:)
453

>

ah e
(3?) Var(x;) Var(x;)  (11.5.20)

The preceding methods are now applied to the test-and-repair facility
problem in Table 11.5.3. Total checkout time z is represented by the 1inear
function 2z = X1 + Xy * X3 + X4 + Xg + Xg where X is the time at the ith
station (i=1,2...6) with assumed statistical distributions given in

Table 11.5.3. Then,

32 ]
‘ﬁ-.-=1' = 1.2:.:5
§
and
2
i—g =0 Yo Lidni B
ax

Thus, 11.5.16, 11.5.18(a), 11.5.19 and 11.5.20 reduce to

6
E(Z) = z (x'l)

i=1
b

Var(z) = 2. Var(x;)
i=1
6

u3(2) - E 93(’11‘)

and

b

”4(2) = 2: u4(xi) + 52: E:Uar (x;) Var (x.)
i=1 i J 1 J

¥ > )
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The third and fourth central moments for the distributions of time at each
station can be obtained from Table 11.5.3 by the methods of Section 11.5.3.1.
The resulting values, together with the means and variances are

Station Station Station Station Station Station
No. 1 No. 2 No. 3 No. 4 No. 5 No. 6

Mean 10 20 1.5 10 0.2 10

Variance 1 2 .25 10 0.04 20

u3(xi) 0 0 0.08 20 0.02 80

"4(xi) 3 12 0.23 360 0.01 1680
Thus,

E(z) =10+ 20+ 1.5+ 10+ 0.2+ 10 = 51.7

Var(z) =1+ 2 + 0,25+ 10 + 0.04 + 20 = 33.3

100.1

ug(z) = 0+ 00.08 + 20 + 0.02 + 80

+

p4(z) = (3 +12 + 0.23 + 360 + 0.01 + 1680)

+6 [1(2 +0.25 + 10 + 0.04 + 20) +2(0.25 + 10 + 0.04 + 20)
+0.25(10 + 0.04 + 20) + 10(0.04 + 20) + 0.04(20)]
= 3864.7

. 100.1
and V?l = W = 0,52

_ 3864.7

B - 3.49
2" (33.3)°
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Using only the upper tail in a Pearson distribution approximation, we find
that total checkout and repair time will exceed a) 59.4 hours 10 percent of the
time, b) 62.0 hours 5 percent of the time, c¢) 67.4 hours 1 percent of the time.
These results compare with the corresponding values of 59.1 hours, 61.2 hours,
and 65.2 hours that were obtained by invoking the central 1imit theorem; total
time had been assumed to be normally distributed. It is noted that although
there is a close correspondence for the 90th and 95th percentiles, the diver-
gence increases for the 99th percentile, thus illustrating the fact that the
normal distribution approximation is frequently least adequate at the extreme
tails of a distribution.

By locating values of By = 0.27 and B, = 3.49 in Figure 11.5.1, it can be
seen that the checkout problem may be approximated by a Johnson SU distribution
and the methods discussed in Section 11.5.4 for estimating the parameters for
this distribution based on the calculated moments can be used. Alternately,
the Pearson IV distribution can be used. The third possibility cited previ-
ously is to use the percentile values for the upper tail in a Pearson distribu-
tion approximation.

In the case of a Johnson SU distribution, where u, o, Bl' and B, are
known, the following procedure is used. Generally, the four parameters y, n,
A, and e are unknown. However, they can be estimated using information such as

(13:1.2)

found in Table V of Hahn and Shapiro. This procedure is based on the

method of moments.

1. Obtain X, 8,'Vtﬁ and b, from available data. The last two values
were obtained previously and used in determining that SU was the
appropriate Johnson distribution family.

2. Values of estimates ¥ and n can be obtained from \/bl and b2 using
Table V cited above.(ll'l'z) The tables permit interpolation. For
greater accuracy an iterative method is available.
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3. Calculate

>0

- g (11.5.21)

T

« W+ % ot sinn (%) (11.5.22)
n

>

=

and

m

where

) (11.5.23)

=

I\Jh—l

u-exp(

Recalling that
Mean E(z) = 51.7
Var(z) = 33.3 o =5.77
u3(z) = 100.1
ug(2) = 3864.7
b, /2 = 5,112 = 0.52; 8, = 0.27
b

9 ¥ By = 3.49

Interpolating in tables of Johnson functions will yield

f=4.7)
) by extrapolation
-5 = 4.2)
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1

= exp l? = exp —w = 1.05
A 4.7

E

5.77 |
1 SALaN L
7 (1.05 - 1) 1.05 cosh 2 =37 ¥ q

>3

=

- %‘%&E - 30.94

>

™
"

51.7 + 30.94 [1.05”2 sinh (Z%f,)]

19.46

[
L

Therefore,

1 1 X - ¢
f3‘.X) - 'nuz [ 2,1,2 exp -2'(7"' n lnl( X )

(2 (x - :)2 3
, 112 2]
* [(* - ‘) + 1] (11.5.12)
4.7 1 1
fa(x) e, = <o 2 172 exp | - 2—(—4.2 + 4.7 1n
(2") " [(x - 19.46)2 + 30.94°]

st e ")
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fa(x) = 1.87 : 77 e |{* 2.1 - 2.35 1n ‘(ﬁ-gﬁlgiiﬁ)
[(x-19.46)2 + 957.3]

w1

The preceding equation could be solved for the distribution. Up to this
point, variables have been assumed to be uncorrelated. Correlation between
components occurs when the random value taken by one or more components in a
system is related to the random value of one or more other components in the
same system. For example, in the test-and-repair problem the times are corre-
lated if a defect that causes above-average checkout time at one station also
leads to above-average times at other stations.

Expressions for system performance when component variables are correlated
can be obtained in a fashion analogous to the uncorrelated case. The results
are given in Appendix 7B of Hahn and Shapiro.(ll‘l'z)
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11.6 STRENGTHS AND WEAKNESSES OF VARIOUS CONTINUOUS DISTRIBUTIONS

Wirsching and Jones(ll‘s'l) examined the influence specific probability

density functions can have on the values of probability estimates in the tails
(20-4c) regions. Both the upper tail and the lower tail were examined. As
will be seen, the values are very sensitive to the statistical distribution
selected. Since we are concerned with the possible overlap of the upper tail
of one function with the lower tail of another—for example, stress versus
strength——this sensitivity to the pdf selected can be very important.

(11.5.1) o amined normal, log normal, Gamma, Weibull,

Wirsching and Jones
Type I Extreme Value distributions of Maxima, Fréchet, a modified exponential
and a power function. In addition, the values for a Camp-Meidell inequality

were used.

The parameter used in the comparisons was the coefficient of variation, C,
defined as o/u where ¢ is the standard deviation and u is the mean. The spe-
cific value of o used is defined in terms of a parameter K, which is calculated

as follows:
P0 = probability of some low probability event
Po=P (D>V)
where D = specific statistical distribution
Vo = in essence, the area under the pdf curve
uD = Mmean
9 = standard deviation
P0 =P (D> up * K cD)
or
K="Y0" "
°D
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and K is used as the multiplier of the standard deviation. Figures 11.6.1(a)
and (b) compare upper and lower tails at a fixed value of the coefficient of
variation of 0.25 at the same values of mean and standard deviation.

The relative order for the various cases ranging from the largest to the
smallest values are as follows:

C =0.10

Lower tail = Cm > P > W >N >G > LN > EVD
Upper tail = Cm > EXP > F > EVD > LN > G > N > W
C = 0.25

Lower tail = CM > P > N > W > G > LN > EVD
Upper tail = CM > F > EXP > EVD > LN > G > N > W

The Camp Meidell (C-M) inequality is defined as

PIX =4 [2 Ko /| ¢=—== ; K»>0 (11.6.1)

With regard to the various relationships, the Camp-Meidell is considered
too weak for design purposes. The Fréchet distribution is considered to lack
physical significance in the context of engineering practice. The exponential
distribution gives essentially the same values as the Fréchet and is suggested
for use in the upper tail because of its ease of use. The power distribution

is suggested as a quasi-upper bound for the lower tail.

Nelsontll's‘l)

incomplete failure data. He proposes specific rules to follow to develop

suggests specific procedures for hazard plotting from

appropriate probability paper. He notes sources of error either due to the
form of probability paper used or to the continuous functions used. Deviation
from a straight line may be due to either source of error. Curves that are
not straight regardless of paper may indicate two or more failure modes with
different distributions of times to failure.

11.6.2



0.1

U 0.01
= CAMP -MEI DELL

F - FRECHET \
BXP - EXPONENTIAL
EVD - EXTREME VALUE DIST, \

0.001 = |\ . \oc NoRMAL

(a)

0.1

0.01

LX)

0.001

(bl

FIGURE 11.6.1. Tail Probabilities for Common Statistical Models Having
the Same Mean and Standard Deviation (Coefficient of

Variation (%)z 0.25); (a) Upper Tail, (b) Lower Tail
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11.7

FUNCTIONS FOR TESTING SIGNIFICANCE

A statistical test of a distributional assumption provides an objective

technique for assessing whether an assumed model provides an adequate descrip-

tion of observed data. The following basic steps are usually involved:

Step 1.

Step 2.

Step 3.

A number known as a test statistic is calculated from the
observed data.

The probability of obtaining the calculated test statistic,
assuming the selected model is correct, is determined. This is
frequently done by referring to a table of percentiles of the
distribution of the test statistic.

If the probability of obtaining the calculated test statistic

is "low," we conclude that the assumed model does not provide

an adequate representation. The definition of "low" depends on
the user's preferences and the consequences of rejecting the
model. A probability of 0.10 or 0.05 or less is frequently said
to be "low." If the probability associated with the test sta-
tistic is not "low," then the data provide no evidence that the
assumed model is inadequate.

It should be clearly understood that, although this procedure permits us
to reject a model as inadequate, it never allows us to prove that the model is

correct.

In fact, the outcome of a statistical test depends highly upon the

amount of available data--the more data there are, the better are the chances
of rejecting an inadequate model. If too few data points are available, even a
model that deviates grossly from the assumed model frequently cannot be estab-
lished as inadequate.

A myriad of statistical tests to evaluate distributional assumptions have
been evolved. Some are valid for specific models; others are applicable for a
wide range of distributions. Many of the procedures require exact knowledge of
the values of each of the parameters in the model. Because in most engineering
problems the parameters are not known, but must be estimated, such tests will
not be considered here.
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Once the distribution function of a stochastic variable is known, the mean
and standard deviation can be determined. For a normal distribution 68.3 per-
cent of the probability is within #l¢ around the mean and 99.5 and 99.7 percent
of the probability are within u *# 20 and u * 30, respectively.

Chebycheff's theorem gives some information about an inverse problem. To
what extent do the mean and the standard deviation characterize the distribu-
tion when we do not know the mathematical form of the distribution function?
Chebycheff's theorem (or inequality) permits the determination of very conser-
vative bounds if the distribution is unknown. Basically, it says, "The proba-
bility of determining a value of the standardized variable which is numerically
less than or equal to a specified number a is larger than 1 - 1lk2.“ Another
way of expressing the theorem is for any distribution with finite mean and
variance, at least (1 - llkz) times 100 percent of the probability is in the
range *ko around the mean. For most distributions at Teast 75 percent of the
area under the distribution curve is within u £ 20 and at least 88.9 percent
is within u * 30.

Another inequality test is the Camp-Meidell discussed in Section 11.6.
If the distributions of two stochastic variables are not known, an upper bound
value can be estimated. The Camp-Meidell theorem provides a stronger proba-
bility statement than Chebycheff's theorem. However, it is subject to the
restriction that the distribution(s) be unimodal and have a high order of con-
tact with the abscissa at #=, The Camp-Meidell inequality for X is

PIIX =u | 2Ko < 53 K>0

2.25K

11.7.1 Distribution of Variance Ratio

An exact test for the hypothesis that one variance is equal to another,
or 012 = azz, was developed by R. A. Fisher. This test is known as the vari-
ance ratio, V- or F distribution.

If 512 and 522 are two stochastically independent variables, both having
2

S” distributions with parameters (02, fl) and (oz, fz), respectively (f is
degree of freedom), so that
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2 2%
a

the variance ratio will be

s.2  x%/f
P L s
P bR e

F-distribution tables are available to test linear regressions, the signifi-
cance of correlation ratios, linearity of regressions, etc. The F-distribution
is related to the incomplete beta function, which in turn is related to the XZ
function,

11.7.2 Students' t Test

If X is a random variable following a normal distribution with mean zero
and variance unity and X2 is a random variable following an independent xz
distribution with v degrees of freedom, then the distribution of the ratio
XI(azlv)li2 is called Stgden{;; t distribution with v degrees of freedom.

The probability that X/a"/v) will be less in an absolute value than a
fixed constant t is

A(tl\l) = Pr{/(—z—lx—)m /( t]
a v

Students t or the t distribution is a specific probability density func-
tion and tables of t-distribution percentiles commonly are included in statis-
tical tables.
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In the t-test, t is defined as

where X is the mean of a sample, u is the population mean, and _%TF is the
n

estimated standard deviation of the mean. The Student t-test may be used for
testing the significance of the difference between two means, the significance
of a regression coefficient, the significance of the difference between two
regression coefficients, etc.

The precision of X as an estimate of the normal distribution mean u when
is unknown can be obtained from a confidence interval usually expressed in
terms of 0.90, 0.95 and 0.99 confidence levels where these are derived from the
t-distribution.

The precision of the estimate of the normal distribution parameter u is
done through a confidence interval for u calculated as

Xe (tCL, n-l);%?'!

where X and S are estimates of mean and standard deviation and toy s n-1 is
given in most statistical tables for confidence levels CL = l-a = 0,90, 0.95,
0.99.

11.7.3 The W Tests

The W tests to evaluate the assumption of a normal (or log-normal) and an
exponential distribution will be presented. The chi-squared test can be used
for any distributional model, including the normal and exponential. However,
for these two cases the W tests are generally more powerful--that is, they pro-
vide a better chance of rejecting an incorrect model. Thus, when the data are
limited, it is generally advisable to use the appropriate W test, rather than
the Chi-squared test, to evaluate the assumption of normality or of
exponentiality.
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11.7.3.1 Test to Evaluate the Assumption of a Normal or Log-Normal
Distribution

(11.1.2) to be an effective procedure

for evaluating the assumption of normality against a wide spectrum of non-

The W test is shown in Reference

normal alternatives, even if only a relatively small number of observations are
given. For example, if 20 samples are taken from a process that is actually
exponentially distributed, the chances are about 80 out of 100 that by applying
the W test we shall correctly conclude that the normal distribution does not

(a)

give a reasonable representation.

To use the test for a random sample of size n, when n < 50, we proceed as
follows:

Step 1. Rearrange the observations to obtain the ordered sample from
smallest to largest.

Step 2. Compute

= |

2
2 -
s - .

11(x1 )

where X is the data mean.

Step 3. If n is even, set k = n/2; if n is odd, set K = (n - 1)2. Then

compute
K
b= i>=:1 An-i+l (*n-iv1 ~ *1)

her f :
where the values of a .,

statistical texts for n = 3...50. When n is odd, x
enter into this computation.

1 for i = 1...k, are given in various

K+l does not

(a) This result is for a 5 percent test--that is, we are ready to take a one-
in-twenty chance of wrongly claiming the model inadequate when the under-
lying distribution is in fact normal.
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Step 4. Compute the test statistic

=
I
URJD'
(%]

Step 5. Compare the calculated value of W with the percentiles of the
distribution of this test statistic. This gives the minimum
values of W that we would obtain with k, 2, 5, 10, and 50 per-
cent probability as a function of n, if the data actually came
from a normal distribution. Thus, small values of W indicate
non-normally. For example, if the value of W is less than the
5 percent tabulated value, there is less than one chance in 20
that the sample could have drawn from a normal distribution.

We might then conclude that the assumption of a normal distribu-
tion does not appear to be reasonable.

11.7.3.2 Test to Evaluate the Assumption of an Exponential Distribution—

Origin Known (WE Test)

The exponential probability density function can be generalized into a
two-parameter model where one parameter, A, scales the distribution and the
second parameter, u, defines the distribution origin--that is, the point above
which all observations lie. The resulting probability density function is

F{x ke ) = et (¥ - ”), P X<mw, —® <p<w; A>0

In the following discussion it will be assumed that y 15 known to equal
zero. This leads to no loss of generality. If u = 0, but is known, we sub-
tract u from each observation. The resulting variable will have an origin of

Zero.

The procedure for assessing whether a random sample could reasonably have
been drawn from an exponential distribution with an origin of zero is known as
the HEO test.
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11.7.3.3 Test to Evaluate the Assumption of an Exponential Distribution--
Origin Unknown (WE Test)

The procedure, known as the WE test, can be used to test the assumption
+ - 0
that a given sample of 7 to 35 observations came from the exponential dis-
tribution, when the values of both parameters, u and A, are unknown.

11.7.4 The Chi-Squared Goodness-of-Fit Test

The oldest, most commonly used, and perhaps most versatile procedure for
evaluating distributional assumptions is the chi-squared goodness-of-fit test.
To use this test, the given data are grouped into frequency cells and compared
to the expected number of observations based on the proposed distribution.
From this comparison a test statistic that approximately follows a chi-square
distribution only if the assumed model is correct is calculated. The test
statistic will tend to exceed a chi-square variate if the assumed model is not
correct. Thus tables which give percentiles for the chi-square distribution,
may be used to determine whether the data provide evidence contrary to the
assumed model. The specific calculational procedure is described below.

The major advantage of the chi-squared test is its versatility. It can be
applied simply to test any distributional assumption, without our having to
know the values of the distribution parameters. Its major drawbacks are its
lack of sensitivity in detecting inadequate models when few observations are
available, and the frequent need to arrange the data into arbitrary cells,
which can affect the outcome of the test.

Operational Instructions. The chi-squared test is used as follows:tll'l'z)

Step 1. Estimate each of the unknown parameters of the assumed distribu-
tion. To be theoretically correct, the method of maximum 1ike-
lihood should be used after the data have been arranged in
frequency cells. For practical convenience, however, the vari-
ous techniques indicated in this book for estimating parameters
may be applied to the original data.

Step 2. Divide the data into k classes or cells and determine the proba-
bility of a random value from the assumed model falling within
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Method a

Method b

each class. We shall consider two methods for doing this: the
first is applicable if the data are initially arranged in fre-
quency classes or can be naturally assigned to such classes.
This would be the case when the observations are from a discrete
distribution, such as the Poisson. The second method applies
when the data are not initially tabulated in classes.

The number of cells, k, will be the number of classes of the
tabulated data subject to the restriction that the expected
number of observations in each cell under the assumed model
(see below) is at least five. If this number turns out to be
less than five for any cell, the cell should be combined with
an adjoining cell or cells so that the expected number in the
combined cell is at least five.

Let CL, and CU, denote the lower and upper bounds of the ith
frequency cell. The distribution of the assumed model (using
the estimated parameters) is then used to estimate.

Pr {CL, < %< CUi) X WES 2 R

--that is, the probability of a random observation falling
within each class is estimated.

In this case the choice of k is more arbitrary. When the number
of observations, n, is large (say, over 200) one possible rule
is to take k as the integer closest to

k' = 4 [0.75(n-1)%] 1/5

For moderate values of n a good rule is to make k as large as
possible, subject to the restriction that it must not exceed
n/5. The cell boundaries Xps X «oe X are determined from the
cumulative distribution for the assumed model (using the esti-

mated parameters) as the values such that
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Step 3.

Step 4.

Step 5.

Step 6.

2 k -1
Pr(x s_xl) = 1/k, Pr(x < xz} = e Prix < xk-l} = %
The lower bound of the first cell and the upper bound of the
last cell are the smallest and largest values that the random
variable may take on. We have thus set up the cell boundaries

in such a way that the probability of a random value falling
within a given class is estimated to be 1/k for each class.

Multiply each of the cell probabilities by the sample n. This
yields the expected number E of observations for each cell under
the assumed model. For Method 2a, we obtain E, by multiplying
the probabilities by n. For Method 2b

n <
Ei=-k'"1=l’230.k

If the data are not initially tabulated, count the number of
observed values in each cell. Denote this number as Mi’ where
i=1, 2 ... k. Otherwise, determine the M, directly.

Compute the test statistic

2

2 (™ - E3)

X =1zl_r_
= 1

Note that for Method 2b this expression simplifies to
2

K
2 _k
X==(3 H.) -n
- (1:1 :

Compare the computed value XZ with the tabulated percentiles
for a chi-square variate using k - r - 1 degrees of freedom,
where r is the number of parameters that were estimated in
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Step 1. High values of X2

signify that the observed data con-
tradicts the assumed model. For example, if the above calcu-
lated value X2 exceeds the 0.95 tabulated value of chi square,
the chances are less than one in twenty that the data could have
emanated from the assumed distribution and the model is fre-
quently rejected as inadequate. In this case it is instructive
to compare the actual with the expected frequencies to see which
classes contributed most heavily to the value of xz. This
provides an indication of the nature of the deviations from the

assumed model.

The chi-squared test will be used to evaluate the reasonableness of an
exponential model for time-to-failure. In this example the data are not
naturally grouped and thus the second method of setting up frequency classes
is applicable.
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11.8 MONTE CARLO SIMULATION

Monte Carlo simulation is another method for obtaining information about
system performance from component data. This method has also been referred to
as synthetic sampling or empirical sampling. It consists of "building" many
systems by computer calculations and evaluating the performance of such synthe-
sized Systems.(ll'l‘z)

If the relationship between the component variables and system performance
is known, system performance can be calculated from the component measurements
without actually building the systems. It is possible to obtain synthetic mea-
surements on components by drawing random values from each distribution. These
random values can then be used to calculate the performance of synthetic sys-
tem. This procedure, the so-called Monte Carlo method, is shown graphically
in Figure 11.8.1. T e availability of high-speed computers that can economic-
ally and rapidly synthesize the performance of complex systems has led to the
popularization of Monte Carlo procedures.

INPUT 1:
STATISTICAL DISTRIBUTION FOR
EACH COMPONENT VARIABLE
)

SELECT A RANDOM VALUE FROM
EACH OF THESE DISTRIBUTIONS e r——

3 REPEAT
o CALCULATE THE VALUE OF SYSTEM m‘;
; PERFORMANCE FOR A SYSTEM
RELATIONSHIP BETWEEN Lo cOMPOSED OF COMPONENTS WITH  f—®
COMPONENT VARIABLES THE VALUES OBTAINED IN THE
AND SYSTEM PERFORMANCE PREVIOUS STEP
OUTPUT:

SUMMARIZE AND PLOT RESULTING
VALUES OF SYSTEM PERFORMANCE
THIS PROVIDES AN APPROXIMATION
OF THE DISTRIBUTION OF SYSTEM
PERFORMANCE,

FIGURE 11,8.1. Flow Chart of Monte Carlo Simulation Method
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Before we discuss the details for obtaining random values from designated
distributions, we apply the method to the six-station test-and-repair facility
problem in Section 11.5.4. The distribution of checkout time at the first sta-
tion was assumed to be normal, with a mean of 10 hours and a standard devi-
ation of one hour. A random value is selected from this distribution--say,
11.3 hours. This represents the checkout time for the first synthetic system
at station 1. Random values are similarly obtained to represent checkout times
at each of the remaining stations, as follows: station 2, 17.5 hours; sta-
tion 3, 1.9 hours; station 4, 6.3 hours; station 5, 0.3 hours; and station 6,
9.2 hours.

Thus, the total checkout time for the first simulated system is
46,5 hours. The process is illustrated in Fiqure 11.8.2. This procedure is
followed a total of 100 times, each time drawing new random values.

Monte Carlo simulation is another method for obtaining information about
system performance from component data. This method has also been referred to
as synthetic sampling or empirical sampling. It consists of "building" many
systems by computer calculations and evaluating the performance of such synthe-
sized systems.(ll'l‘z)

If the relationship between the component variables
and system performance is known, system performance can be calculated from the
component measurements without actually building the systems. It is possible
to obtain synthetic measurements on components by drawing random values from
each distribution. These random values can then be used to calculate the per-
formance of synthetic systems. This procedure, the so-called Monte Carlo
method, is shown graphically in Figure 11.8.2. The availability of high-speed
computers that can economically and rapidly synthesize the performance of com-
plex systems has led to the popularization of Monte Carlo procedures.

The resulting values obtained by a high-speed computer are summarized in
Figure 11.8.3. This histogram provides an approximation to the distribution of
system checkout time. From the generated values, estimates of maximum checkout
time can be obtained. For example the 90th and 91st longest checkout times are
58.8 and 59.4 hours, and hence the estimate of the 90th percentile obtained in
the manner described is 59.3 hours. The 95th percentile is similarly estimated
as 61.0 hours. These values compare closely with the corresponding values cal-
culated in Section 11.5.4.
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FIGURE 11.8.3. Checkout Times for 100 Simulated Systems

It is possible to estimate the moments from the Monte Carlo values and use
these in a Pearson or a Johnson distribution approximation., Actually, the
moments calculated from the Monte Carlo values are very close to those obtained
by the method of generating system moments, and therefore a similar approxima-
tion would be obtained.

Although uniform and normal variates are available on cards and tape, it
is sometimes more economical of both computer time and memory to obtain such
values directly, and programs have been developed for this purpose. The
resulting values are frequently called "pseudorandom" since they are obtained
by a deterministic mathematical expression rather than by some physical
mechanism.

11.8.4



Statistical tests can be applied to the generated values to determine
whether they represent the desired distribution adequately.

Because Monte Carlo simulation involves random values, the results are
subject to statistical fluctuations. Thus, any estimate will not be exact but
will have an associated error band. The larger the number of trials in simu-
lation, the more precise will be the final answer, and we can obtain as small
an error as desired by conducting sufficient trials. In practice, the allow-
able error is generally specified, and this information is used to determine
the required trials. A typical Monte Carlo problem is the estimate of the pro-
portion of the population between two limits or above or below some specified
value, based on the results of n trials. This problem is the same as estimat-
ing the parameter p of a binomial distribution.

It is possible to determine the approximate sample size for a Monte Carlo
study. In doing so we must initially specify E, the maximum allowable error
in estimating p; 1 - a, the desired probability or confidence level that the
estimated proportion p does not differ from p by more than #£E; and p', an
initial estimate of p.

For example, we might want to conduct sufficient Monte Carlo trials to be
95 percent sure that the proportion p of the population between two specified
values (or above or below some specified value) does not differ by more than
E = 0.05 from the final estimated value, assuming an initial estimate p' =
0.80. A trial-and-error procedure for determining n would then be as follows.

[f 1000 Monte Carlo trials had been conducted and 800 of these, or 80 per-
cent, fell within the initially specified range, the resulting 95 percent con-
fidence interval for p is 0.775 to 0.825. Similar intervals for 400 trials and
200 trials, each with 80 percent of the resulting observations within the spe-
cified range, are 0.755 to 0.84 and 0.74 to 0.85, respectively. Because we
wish to estimate p within #0.05 with 95 percent confidence, somewhat more than
200 trials are required. Note that the length of the error range is smaller if
the sample percentage is above 80 percent and larger if it is between 50 and
80 percent. Thus, the chosen sample size might be found to be either slightly
too conservative or slightly too liberal after the trials have actually been
conducted (see later discussion).
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The following expression, based on the normal distribution approximation
to the binomial distribution may also be used to estimate the number of trials;

{1 -p) .2
232 (11.8.1)

where £ and p' have been previously defined and 21_312 designates the (1-a/2)
100 percent point of a standard normal distribution. For example, if the
desired confidence level is 1 - o« = 0.95, then a = 0.05 and 2) of2 = 1.96;
and if 1 - «a = 0.99, then a« = 0.01 and Zl—uIZ = 2.58. This approximation is

generally adequate, except when np or n{l-p) is less than 5.

The use of Equation 11.8.1 to determine n requires an initial estimate
of p, the very quantity to be determined by the Monte Carlo study. The largest
sample size is required when p = 0.5. Thus, when nothing is known initially
about the magnitude of p, the estimate p' = 0.5 leads to the most conservative
sample size. Sometimes it might be advantageous to conduct some preliminary
Monte Carleo trials to obtain an estimate p', which would then be used to deter-
mine the additional required number of trials.

To determine initially the required number of trials we must specify

E

the maximum allowable error in estimating

l-a

the desired probability or confidence level that does not dif-

fer from u by more than #E,

an initial estimate of the process standard deviation.

Q
"

The approximate number of Monte Carlo trials is then found as

z a'
n =(1;§’3-——) (11.8.2)

where 2 _o/2 is the (1-a/2) 100 percent point of a standard normal
distribution.

The adequacy of this expression depends on how close the estimate o' is to
the true standard deviation g.

11.8.6



From the preceding, it is evident that the usual statistical methods for
obtaining confidence bands on estimates or parameters and determining the
required number of observations to obtain a desired degree or precision are
directly applicable in a Monte Carlo analyses.

The assumption of normality of system performance, based on the central
1imit theorem, is strictly applicable only when system performance is the sum
of the effects of many component variables, with no single one having a domi-
nant variance. Even for the nonadditive systems the method of moments often
is used to calculate the average and variance for system performance, which is
then assumed to be normally distributed. This assumption is sometimes reason-
able when performance is affected by a number of variables whose effect on sys-
tem performance are of similar magnitude and the functional relationship is not
"too nonlinear." However, indiscriminate assumptions of normality could lead
to erroneous conclusions. In a particular case it is not always clear whether
a normal distribution will yield a reasonable approximation without generating

higher system moments.

Monte Carlo simulation has more intuitive appeal than does the generation
of system moments and consequently is easier to understand. The desired preci-
sion can be obtained by conducting sufficient trials. Also, the Monte Carlo
method is very flexible and can be applied to many highly complex situations
for which the method of generation of system moments becomes too difficult.
This is especially true when there are interrelationships between the component
variables,

A major drawback of the Monte Carlo method is that there is frequently no
way of determining whether any of the variables are dominant or more important
than others. Furthermore, if a change is made in one variable, the entire
simulation must be redone. Also, the method generally requires developing a
complex computer program; and if a large number of trials are required, a great
deal of computer time may be needed to obtain the necessary answers.

Consequently, the generation of system moments in conjunction with a
Pearson or Johnson distribution approximation is sometimes the most economical
approach. Although the precision of the answers usually cannot be easily
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assessed for this method, this approach often does provide an adequate approxi-
mation. In addition, the generation of system moments allows us to analyze the
relative importance of each component variable by examining the magnitude of
its partial derivative. As a result, it might be desirable to set more strin-
gent tolerances on those components that contribute most heavily to the system
variance,

Also, unlike Monte Carlo, the generation of system moments does not neces-—
sarily require any assumptions concerning the form of the component distribu-
tions. For example, in the circuit problem only the estimates of the moments
of the component variables were required, rather than the complete component
performance distributions.

For these reasons the practicality of the procedure of systems moment
should be examined before resorting to Monte Carlo methods in evaluating system
performance from component data. Perhaps a given situation is so complex that
Monte Carlo simulation provides the only workable tool. On the other hand,
when the method of generation of system moments can be applied, it provides a
cheaper and more refined approach.

One important application of Mente Carlo simulation has been in the esti-
mation of the reliability of complex systems by Monte Carlo simulation, using
a computer to "build" a large number of synthetic systems. For each system,
the performance of each component is evaluated by picking a uniform variate
over the interval (0,1) and comparing it with the required reliability. For
example, a reliability of 0.9 is synthesized by denoting a failure every time
a random value of 0.9 or above is obtained and otherwise denoting a success.
The procedure is repeated many times, and the estimated reliability is the
proportion of successful systems to the total number simulated.

Reliability problems can be programmed simply on a high-speed computer.
There are many other application of Monte Carlo simulation in analyzing complex
operational situations, such as in the evaluation of inventory-management rules
and the operation of transportation facilities.
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Such methods are also used in theoretical statistics when it is not possi-
ble to find the distributions of some variable directly. For example, the dis-
tribution of the W statistics can be approximated by Monte Carlo methods.

Monte Carlo simulation can be a powerful tool. As in any other method,
the validity of the answers depends on the adequacy of the input data. There-
fore, careful attention must be given to the development of a realistic
description of the underlying physical situation to serve as input to the Monte
Carlo analysis.
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11.9 BAYESIAN RELIABILITY ESTIMATION

Many of the tools used in reliability estimation have been developed in
previous sections of Chapter 11. For example, the discrete (Section 11.4) and
continuous distributions, (Section 11.5) hazard functions, (Section 11.3) esti-
mation by both maximum 1ikelinood and method of moments (Section 11.5.3) have
been covered previously.

Since reliability is the inverse of failure, it can be defined as

R(x) =1 - F(x) (11e8s1)

The various tools cited in the first paragraph are used in Bayesian esti-
mates. Recalling the figure in Section 11.1, if sufficient data exist, we can
determine reliability by nonparametric analysis of data. The more common case
of moderate to limited data can be handled with classical inferential statis-
tics. Finally, when little or no data exist, we can use Bayes and empirical
Bayes. These latter two will be discussed in this section,

11.9.1 Bayes' Theorem

Kaplan and Garrick(11.9.1J

quote vaynes' as best defining probability,
"Probability theory is an extension of logic which describes the inductive
reasoning of an idealized being who represents degrees of plausibility by real
numbers." The numerical value of any probability (A/B) will in general depend
not only on A and B, but also on the entire background of other propositions
that this being is taking intoc account. A probability assignment is "subjec-
tive" in the sense that it describes a state of knowledge rather than any
property of the "real world"; but it is completely objective in the sense that
it is independent of the personality of the user; two beings faced with the

same total background of knowledge must assign the same probabilities.

In essence, probability is a numerical expression of a state of confi-
dence, a state of knowledge--which may be influenced by statistical measure-
ments, if available., If not, then it is the lack of data that influences our
state of knowledge and that is reflected in the numerical values we assign.
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are

We can define terms commonly used in probability theory. Some of these

P(A)--the probability of the occurrence of event A
P(B)--the probability of the occurrence of event B
seS--s is an element of S

S¢S--s is not an element of S

A U B--The union of A and B, or the set whose elements belong to either A
or B or both

AUB = {s:seA or seB)

A N B——the intersection of A and B, or the set whose elements belong to
both A and B

ANB={s:s'eA and seB}

P(A/B)--conditional probability of an event A given that the event B
occurs, or the conditional probability of A given B.

From a basic axiom of probability theory, the probability of two simulta-

neous propositions A and B is

and

P(A NB) = P(A) P(B/A) ({11.9.2)

P(AN B) = P(B) P(A/B) (11.9.3)

"

If the right sides of these two equations are equated

P(A) P(B/A) = P(B) P(A/B) (11.9.4)
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Dividing by P(B) yields

p(ag) = TAALEABIA) (11.9.5(a))
p(A) [PEB[;;A)] (11.9.5(b))

or P(A/B)

The final form is Bayes' Theorem.

Bayes' Theorem says that P(A/B), the probability of A given information B
is equal to P(A), the probability of A prior to having information B, times the
correction factor appearing in brackets (11.9.5(b)).

This theorem is both powerful and simple. It shows us how the state of
confidence with respect to A changes upon getting new information.

Basically, the philosophy behind Bayes' Theorem is that two sources of
information exist regarding the parameters of the data model. First, in assum-
ing a prior model for the parameter or parameters of interest, we suppose that
the assumed prior model summarizes and represents the totality of knowledge
available concerning the parameter prior to the observation of data. Second,
any observed experimental data contains information about the parameters of the
data model. Bayes' Theorem is a technique for combining the information about
the parameters from both the prior model and the data model into a single
model.

The combined model provided by Bayes' Theorem is called a posterior model
because it represents the state of knowledge about the parameters after (poste-
rior) sample data information is combined with the prior data information.

11.9.2 Prior Models

The assumed probability prior models for parameters may take the form of
the discrete or the continuous distributions of Section 11.4 and 11.5. The
specific selection of a prior model is based on a subjective decision by the
experimenter. Because of this subjectivity, two different experimenters will
not necessarily choose the same prior model because of different assumptions.
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Obviously, the choice of the prior model will influence both analysis and
results. This lack of uniqueness is a criticism of Bayesian methods. However,
in cases where either engineering judgments or previous empirical data are
available and can be expressed in the form of prior models, the Bayesian
approach allows the researcher to incorporate the information into the decision
process.

No rigid rules exist for selecting prior models; however, intuitive guide-
: (11.9.2, 11.9.3)
lines have been suggested.

It should be understood that the Bayesian estimation philosophy treats
statistical parameters as variables rather than constants.

(11.9.3(a))

MacF arland expands upon the various options influencing the

validity of results derived from applying Bayes' Theorem:

e If the prior probabilities are known, Bayes' Theorem becomes a
simple, error-free truism.

e If the prior probabilities are not completely known but are carefully
and cautiously selected, estimated and employed (in terms of the
guidelines discussed later), then Bayes' Theorem can be successfully
utilized to extend the power of reliability inference.

e If the prior probabilities, being in fact unknown, are capriciously
and arbitrarily adopted for use in Bayes' Theorem, the end results
of Bayesian manipulation may be inaccurate and misleading.

e [t is apparent that the key to successful use of the Bayesian method
resides in the appropriate choice of the prior probability distribu-
tions. A well considered engineering judgment such as is suggested
by MacFarland(ll'g‘a‘(a)) should answer several of the reservations

cited by Easterling.(11-9-3(9))

An examination of several of problems to which Bayes' Theorem was applied
indicates that most of those where the reader has some belief in the conclu-
sions are based on a partial knowledge of the probable shape of the probability
density function. In some instances, one wonders why an inferential statistic
approach was not selected rather than the Bayesian approach.
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11.9.3 Bayesian Inference

MacFarland(ll‘g'3(a)) discusses the three basic types of Bayesian infer-
ence; soft, hard and mixed.

The soft Bayesian estimate usually is limited to a subjective development
of the prior distribution to aid in a decision theory approach. Rarely, if
ever, are objective data generated to quantify P (A/B).

The hard Bayesian estimate generally will have a large amount of test data
available--so large that it swamps out the prior even if the prior were largely
incorrect. Basically, one has used an inferential statistic approach without
designating it as such.

The mixed case 1ies between the soft and the hard. Usually, the data are
insufficient to point to errors in the prior distribution. Here the careful
selection of the prior distribution is very important. Such a prior distribu-
tion should meet the criteria suggested by HacFarland:(ll'g'3(a))

e Relative simplicity of use--all things being equal, simplicity of
mathematical manipulation is desirable.

e Simplicity and completeness of interpretation--in general, if the
Bayesian process can be made to yield as an output the resultant
posterior distributions in their entirety, this is superior to an
output Timited merely to a measure of central tendency (such as the
mean of the posterior distribution) and one or two probability
bounds.

e Richness of distributional form—all things being equal, it is better
to be able to depict prior belief in a reasonably full manner, rather
than in a constrained and artificial manner. It is also desirable
that, whenever test results differ widely from prior belief, that
this difference be directly signaled in the posterior distribution
rather than merely merged and blended into a smooth artificial com-
posite of data and prior belief.

e Possession of common sense properties--the Bayesian distribution
should change in a sensible manner under the impact of limited data
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running counter to its initial formulation. Conversely, if the data
essentially confirm the prior distribution (no failures in limited
testing; high reliability initially predicted), then the Bayesian
posterior should essentially resemble the initial prior, Bayesian
probability-bound properties should also be reasonable; both in the
prior, and under the impact of subsequent test data (see below, on
preposterior analysis).

11.9.4 Preposterior Analysis

MacFarland(ll‘g'ata)) discusses the iterative process followed in a pre-
posterior analysis aimed at validating the prior:

e Set up a prior distribution initially considered satisfactory.

e Using the amount of test information ultimately expected to be avail-
able as a base, assume an ensemble of both extremal and anticipated
test results (possibly O successes in ten trials, 5 successes in ten
trials (extremals), and 9 or 10 successes in ten trials (anticipated).

e Put these hypothetical test results through Bayesian analysis, using
the selected prior,

e Study the resulting posterior distributions to see whether or not
they seem reasonable under the impact of the postulated data.

e If they are reasonable, the prior may be employed; if they are not,
readjust the prior and begin again the sequence of preposterior
analysis until the price is satisfactory.

This preposterior analysis (so-called because it examines possible
test results in a Bayesian context before they have actually
occurred, and while it is therefore still possible to suitably
adjust and “"fine tune" the prior) should definitely be employed with
Bayesian reliability formulations.

11.9.5 Conjugate Priors

MacFarland discusses the possible use of conjugate priors. These are dis-

cussed further by Raiffa and Schiaifer,(11:9:4)
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A desirable additional property for the pdf's to have is ease of mathe-
matical manipulation of the prior and subsequently obtained test data within
the framework of Bayes' Equation to yield a posterior distribution., No "free
hand" distribution meets this requirement, and in general many well known
mathematical distributions potentially selectable as priors do not "go
together" well with test data of various types. Normally, such cases require
extensive computer use to yield approximate conjugations of the prior with the
data,

These difficulties have led to the concept of conjugate distributions,

primarily by Raiffa and Sch1aifer(11'g‘4)

who were the major developers of
conjugate prior distributions to meet the needs for probability density func-
tions relatively easy to manipulate mathematically as a prior and also with
test data obtained within the framework of the Bayes' Equation to yield a
posterior distribution. Many of the well known continuous or discrete distri-
butions having potentiality as priors are difficult to handle with test data;
in many cases they require extensive computer time to yield a posterior
distribution.

Theirl11-9.4)

criteria:

family of conjugate distributions should meet these

1. Be rich enough so that the decision makers' prior beliefs can be
represented quite closely by at least one of the members of the
family.

2. Go together with test data readily, yielding a posterior distribution
of the same family as the prior. For example, with binomial data,
the Beta family of distributions is the appropriate prior choice
according to the conjugate theory.

Examples of conjugate distributions are given in Table 11_9.1.(11-9-4)

While the conjugate distributions simplify some aspects of the handling of
test data, there may be other problems as noted in comments by

MacFarland.(ll'g'3[a))

d(11.9.3(a))

MacF arlan examined a typical conjugate prior, the Beta Func-

tion for both strong and weak formulations. He argues that such continuous
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TABLE 11.9.1. Distributions of Statistics and Posterior Parameters

Conjugate Distribution
Prior Distribution of Statistic of Posterior
Process Distribution Conditional Marginal Parameter
Bernoulli beta binomial beta-binomial e
Pascal beta-Pascal —
Poisson negative-binomial -
Poisson gamma-1 gamma-1 inverted-beta-2 ~=
(& known normal normal normal
i normal
Normal { u known gamma-2 inverted-beta-2 inverted-beta-1
o gamma-2
normal-
gamma
o known normal normal normal
i normal
Multinormal
normal- —= == —
gamma
L
rc known normal normal normal
8 normal
Regression
normal- - s <=
gamma

functions suffer serjous limitations for both strong and weak formulations.
For example, a strong prior may lead to overly optimistic conclusions even
after several successive failures. The weak prior suffers from an excess of
strengths if a short test sequence contains no failures, For these and other

(11.9.3(2))

reasons, MacFarland prefers discrete distributions such as the

binomial and his article develops this concept extensively. His conclusions
concerning the key advantages of the discrete binomial distribution are

e Its simplicity and understandability.

e Its flexibility in terms of number and breadth of probability cells.
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e Its freedom from constraint to unimodality. This is of value to the
engineer who would like to quantize his belief that his recently
designed component will "either work or it won't"; and also in subse-
quent analysis where the early appearance of subsidiary peaks often
foreshadows coming events and permits early program attention and
investigation. Neither of these features exists in the continuous
conjugate Beta formulation.

e High visibility--the posterior distribution is totally available for
examination at all times. Most uses of continuous conjugate formula-
tions, on the other hand, often deal at best with one or two
distributional points or average values (e.g., possibly a mean or
probability bound) and nothing else.

There is nothing that restricts the general method to the reliability
realm or to binomial or exponential inference. It can be applied (after suit-
able initial tailoring to the intended purpose) to other distributional forms
and other realms of inference. A1l that is needed is a defined finite parame-
ter space (or what amounts to the same thing, an infinite parameter space of
which some finite subset can be defined as containing all cases of real inter-
est) and the ability to obtain likelihoods on the subsequently observed data,
given the hypotheses considered.

11.9.6 Illustrative Problems

11.9.6.1 Bionominal Estimation of Reliability
(11.9.3(a))

MacFarland utilized an excellent (and simple) illustrative
example within the framework of the binomial estimation of reliability to

demonstrate the use of Bayes' Eguation.

In essence a go, no-go test of a pyrotechnic device was used where go
(success) occurred if it fires and no-go (failure) when it does not fire. Two
lots were available, one with a reliability of R = 0.9, the other R = 0.50;
however, their identities have been lost.

If one lot is randomly selected so that the probability for each lot is
0.50, a single item is selected which fails in test.
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Recalling the Bayes' Equation

P(A/B) = P-\%w (11.9.5(a))

with the following definitions:

A

Pr(A)

Pr(B/A)

Pr(B)

Pr(A/B)

A hypothesis or statement of belief. ("The reliability of this
component is 0.90.")

A piece of evidence, such as a reliability test result that has
bearing upon the truth or credibility of the hypothesis. ("The
component failed on a single trial.")

The prior probability; the probability we assign to the hypothe-
sis A before evidence B becomes available. ("We believe, based
on engineering experience, that there is a 50/50 chance that the
reliability of this component is about 0.90, as opposed to some-
thing drastically lower, e.g., Pr A = 0.5.")

The likelihood: the probability of the evidence assuming the
truth of the hypothesis. ("The probability of the observed
failure, given that the true component reliability is indeed
0.90, is obviously 0.10.")

The probability of the evidence B, evaluated over the entire
weighted ensemble of hypotheses Ai'

The posterior probability of A given the evidence of B.

Defining terms for the example problem,

=
It

= Lot chosen has R = 0.50

0.90

=
I

2 Lot chosen has R
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Then based on selection process,
P(Az) = 0.5
Note that the probabilities in both cases sum to unity a requirement that must

be met in all Bayesian procedures. Figure 11.9.1(a) portrays the prior
distribution.

The test results were
B = one unit was tested and it failed
Then
P(BIAl) = P(single test failure/R = 0.5) = (1 - 0.5) = 0.5
P(BIAz) = P(single test failure/R = 0.9) = (1 - 0.9) = 0.1

Then, if A is partitioned into a set of states (Al, Az G0k An) and if P(Ai) and
P(BIAi) are known for each i, the Bayes' Equation becomes

P(BIAi)
1 1
P(B) = P(B/A;) P(A;) * P(BIA,) P(A,) (11.9.6)
= 0.5(0.5) + 0.1(0.5)
= 0.30
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Finally,

P(A)) P(BIAY) ¢ 5(0.5)

P(AL/B) = —Lpres - 0:30.5) _ 0.833
P(A,) P(B/A,)
P(A,/8) = ZP(B) 2. . 8308 1) | g.167

The prior distribution in Figure 11.9.1(a) has been transformed in this
single test resulting in failure, to the posterior distribution depicted in
Figure 11.9.1(b). While the single test is not absolute, it does lead one to
suspect that the lot with R = 0.9 was not picked.

11.9.6.2 Discrete Distributions

Another example of a Bayesian approach used with discrete distributions
is that of Kaplan and Garrick(ll'g'l) for the transport of spent fuel. A
Bayesian approach was used to establish the relative frequency and probability
of an accident resulting in the release of radioactivity. The format used in
the previous example is repeated here:

Let:

Al stand for the statement, “"The frequency rate is 10_3:
A, stand for the statement, "The frequency rate is 10° )
Aq stand for the statement, "The frequency rate is 10_5"
A4 stand for the statement, "The frequency rate is 10_2"
A; stand for the statement, “The frequency rate is 10~ g
A6 stand for the statement, "The frequency rate is 10_B

Let B stand for the statement, "There have been 4000 shipments with no releases
of radioactivity."

Let:

P(Ai) (where i = 1-6) have the values given in Table 11.9.2 where these
are the prior probabilities assigned to the hypothesis A before the evidence B
becomes available (see Figure 11.9.2). '
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FIGURE 11.9.1(a). Simple Prior Distribution
1.0
— e e —0.833
P(A})
0.5 -
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0 1 L | 1 1 L 1 L
0 0.06 0.90 1.00
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FIGURE 11.9.1(b). Simple Posterior Distribution
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TABLE 11.9.2. Bayesian Calculations

i 1 2 3 4 5 6
A, 1073 107" 107 107° 10~/ 1078
P(A,) 0.01 0.2 0.4 0.3 0.08 0.01
P(B/A,) 0.0183 0.670  0.961  0.99  0.9996  0.99996
[P(B/A.)/P(8)]  0.0202 0.739  1.06 1.098  1.102 1.102
P(AiIB) 0.00020 0.148 0.424 0.329 0.0882 0.01102

PROBABILITY

0.4
0.3
0.2
0.08
0.01 0.01

103 104 105 106 107 18
FREQUENCY RATE

FIGURE 11.9.2. Probability Distribution of Freguency of Releases

P(B!Ai) the probability of the evidence assuming the validity of the
hypothesis. See Table 11.9.2 for values.

P(B) the probability of the evidence B evaluated over the entire spectrum
of hypotheses As.

P(Aifa) the posterior probability of A given the evidence 8.

Determination of P(BlAi) represents a special case of the binomial distribution
where all trials are successful; e.g.,
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P(sra,) = [7] 0% (1 - )™ (11.9.7)
For Ay = 1073 p(B/ay) = (1 - 1073)%000
= 1(0.999)%000
= 0.0183

The probability B or P(B) is determined by
6
P(B) = 2 P(A;) P(B/A;) = 0.907
i-1

The 0.907 can be obtained by plugging the appropriate numbers from Table 11.9.2
into the equation. The values for P(BIAT)IP(B) are obtained by simple divi-
sion and P(AilB) by multiplication.

One can conclude from the evidence of the 4000 shipments without release
that the probability cited at 10_3 is much too high. To a degree this is
true for Az. For the smaller frequencies <10_4 the model provides little
information.

(11.9.1)

Considering the quantity of data available, the authors could have

used inferential statistics rather than Bayesian with the same end results.

11.9.6.3 Probability Density Function

An example more relevant to this report is that discussed by Tang(ll‘g's)

who used ultrasonic results on the detection of surface fatique cracks to
generate the crack size probability density function. The authortll‘g‘s)

attempted to answer the three questions:
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1. How would previous experience, engineering judgment and NDE data be
utilized to estimate the probability distribution of flaw sizes and
density?

2. How would these distributions relate to the detectability and accu-
racy of a particular NDE model?

3. How would these distributions be updated relative to the degree of
repair of flaws subsequent to NDE?

We will examine the answers to the first two questions. Tang(ll'g‘s)

used
data of DeYoung on detection and measurement of fatigue cracks to construct his
model. The original terminology is considered somewhat confusing; however, it
will be retained to permit comparison with the reference. Figure 11.9.3 repre-

sents the actual versus measured crack depths. This fit the equation

Co=a*8C *+¢ (11.9.8)

where Ca and Cm are actual and measured flaw depths; a, B, are coefficients
determined from the linear regression analysis and ¢ represents calibration
error which is a normal random variable with zero mean and standard deviation
o*, These values will depend on the UT equipment, calibration and specimens.

The mean E(Ca) and variance V(Ca) of the equation are

E(Ca]

a*t B E(Cm) (11.9.9)

v(c,) = 82 v(c ) + (o*)? (11.9.10)

As noted in the definitions of the Bayes' Egquation,

P(E,/E;)
P(A/B) = PEJJE,) = P(A) - ZRBIRL = p(E)) - —p%q}— (11.9.11)
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FIGURE 11.9.3. Actual Versus Measured Crack Depth

or, substituting from the definition,

P(crack detected/ C, < Ca 6" d ca) P (Ca & Ca L. ca)

P(E,/E,) = Plcrack detected)

(11.9.12)
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In terms of the density function of the actual crack depth f(ca), the
conditional probability in the preceding equation is equal to the value of the
conditional density function times the interval length for each infinitesimal
interval. This density function f(Ca) is a measure of the relative frequency
of the crack depth Ca. The denominator can be expanded using the theorem of
total probabilities to yield.

P{crack detected!Ca = Ca) f(ca)dca

P(E,/E,) = f(C,)/crack detected d c_ = TPlerack detected]C = €T F(c I,

(11.9.13)

Since the denominator does not depend on Cy after integration, it becomes a
numerical constant, or

fl(Ca) = k P(crack detectedICa - ca] f0 (ca) = kL (ca) f0 (ca) (11.9.14)

where f0 (Ca) is the density function of the depth of all flaws in the weld,

and L(Ca) is the probability of detecting a crack as a function of its depth

Cyo OF equivalent to the detectability curve for the specific NDE method, and k
is a constant. In essence, the family of cracks defined by fo(ca) is passed
through a filter defined by L(ca) which filters out the shallower cracks;
therefore, the output of the filters will be the distribution of crack depths for

those cracks detected, or

| f. {c.)
1*a jristl a
foleyi= Kie, ] =" Ty

(11.9.14)

Here k' is a normalizing constant such that fO(ca) will be a correct proba-
bility density function, or the integral of fD(ca) over the entire range of Ca
will be unity. Note that fl(ca) is a measure of the relative frequency of
actual depths of detected cracks.
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An example of the solution of the problem follows. Based on available
data, the calibration curve comparing actual to measured crack depth is
E(Calﬁm) = 0.0592 + 0.839 Cm for 0 < Cm < 0.,

The detectability of the UT as a function of actual crack depth is given

by
0 C, <0
5c 0 < c, < 0.02
Lo} md, ™ A
gca -0.08 for 0.02 46,8 0.12
1.0 ¢, 3 U2
\

This distribution is given in Figure 11.9.4. Prior to determining the
distribution of flaw depth, the measured data on detected cracks must be
adjusted to actual crack depths using the equation for mean and variance, or

E(Ca) = 0.0592 + 0.839 x 0.05 = 0.10115

V(c,) = (0.839) (0.0004) + (0.0342)° = 0.00145

The distribution of detected crack depth fl(ca) is assumed to be log-
normal. The actual crack depths for all cracks is back figured using the con-
cept of a reverse filter given in Equation 11.9.14. The normalized crack depth
distribution for the total crack population is determined and plotted in Fig-
ure 11.9.5 where it is compared to the plot for detected cracks [fl(ca)].

As noted fl(ca) tends to bias towards deeper cracks because such cracks are
more likely to be detected.

This example provides a basis for back calculating to the original pdf for
flaws in a component. However, caution must be exercised in cases such as
embedded cracks where a simplistic model for crack detection such as given in
Figure 11.9.4 will not apply for larger flaws.
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11.9.7 Continuous Distributions
(11.9.3)

Other authors in the reliability seminar made arguments similar to
those of MacFarland.(ll'g‘a(a)] Schafer and Feduccia(ll'g'3(b)) describe use
of the - goodness-of-fit test to validate prior distribution using eight sets
of field data and inverted gamma prior distributions. Bury(ll'g'3(d)) deter-
mined the hazard function h(x) using a Weibull model suitably modifying the
Weibull parameters by preposterior analyses. A similar approach in determining
hazard rate is described by Stewart and Johnson.(ll'g'a(e))

dilson(11:9:3(F))

examines various continuous strong and weak prior for
various failure rate histories. The coefficient of variation uloz is defined
as T where weak priors will have small values of T, These priors were selected
for each component of the system. Values of T ranged from 4 to several thou-
sand, but with the average for the system near 4-a weak overall prior. The
calculated system failure rates (best estimate and 80 percent upper confidence
1imit) for both the classical and Bayesian methods over the duration of the

program are plotted as Figure 11.9.6.

It can be seen that the Bayesian and classical estimates converged
rapidly, as would be expected in view of the weak prior. The merit of a weak
prior is apparent in this case, since the system did not achieve its predicted
failure rate, i.e., the prior was poorly positioned on the ordinate. Fig-
ure 11.9.7 shows the extent to which the Bayesian measurements would have
proved misleading throughout the entire program had a strong prior (r=41),
similarly located, been employed.

If however, the system had exhibited its predicted failure rate throughout
the test program, then the prior would have been positioned accurately on the
failure rate axis (i = kpredicted)' In this case, and with a weak prior as
in Figure 11.9.8, the Bayesian technigue would have conferred little benefit
over objective measurement. With a strong prior an appreciable narrowing of

the uncertainty interval would have resulted, as seen in Figure 11.9.9.

The study did help to justify both the technique and criteria used for
establishing priors.
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11.9.8 Empirical Bayes

Another approach is to use an empirical rather than a classical Bayesian.

(11.9.3(c))

Lemon discusses such an approach as well as developing the estima-

tors for various distributions given in Table 11.9.3.

In the empirical Bayes situation as in the Bayesian case, an unobservable
random parameter is assumed to occur fitting some unknown prior distribution.
An observable random variable occurs according to some conditional distribu-
tion. The observed value is used to estimate the unobserved random variable
by estimating the posterior distribution and minimizing a squared error loss.

With regard to the empirical approach, it should be noted that many clas-
sical Bayesians have strong reservations as to its validity.

11.9.9 Limitations

Easter]ing,(ll'g'a(g)) who is a classical statistician, discussed his
reservations concerning the Bayesian approach. He argues that statisticians
are tending to ignore the Bayesian approach for real-world problems. His major
point agrees with the controversy concerning selection of the prior. He deni-
grates the so-called soft case where little or no objective data are generated
as being no more than an educated guess. In many of the hard cases, he argues
that classical statistics would yield the same results without the aura of
infallibility some Bayesians adopt. In this regard, MacFar]and's(11'9'3(a))
approach with discrete distributions emphasizes data and mimimizes the model.
The preposterior approach should help.
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