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The National Ignition Facility (NIF) is capable of providing enough energy to explore areas
of physics that are not possible on any other laser system. This includes large-volume, geometri-
cally complex hydrodynamic and radiation hydrodynamic experiments in which traditional, line-
integrated radiographic techniques limit the quality of the results. As an example, we are involved
in divergent hydrodynamic experiments at the NIF, motivated by supernova hydrodynamics, that
cannot be diagnosed in detail with transmission radiography. We initially considered imaging x-ray
scattering for this purpose and it appears feasible [1]. However, a better candidate is fluorescence
imaging as the cross section of photoabsorption in the several-keV range is roughly 100 times larger
than that of scattering. A single layer of the target will be uniformly doped with a fluorescent
tracer, which will be pumped by a sheet of x-rays. The fluorescent intensity will be measured to
create a density map of the doped material as it mixes with other layers. Developing this diagnostic
will create a powerful tool to characterize hydrodynamic experiments with complex geometries.

1 Experimental setup

The fluorescence imaging setup will consist of three components: an x-ray backlighter (“the pump”),
the target, and the detector. Emission produced by irradiating the backlighter will be filtered and
collimated into a thin sheet. This sheet of x-rays will interact with the dopant atoms within a thin
layer of the target by knocking out K-shell electrons. K-shell vacancies will be primarily filled by
electrons from the L shell, producing K-α fluorescence which will be imaged by the detector. See
Figure 1 for a simple schematic of the setup.

2 Target design

The target design used in this analysis is the same as published by Grosskopf et al [2]. Several
different materials and configurations are discussed in a paper in preparation, but for this analysis
we will only consider the Titanium-Foam-Foam (TFF) high-irradiance target. For this example we
only look at solid densities, but the following method could be adapted to use the shocked densities.

The target will consist of three layers (see Figure 2). One hundred kJ of 351 nm wavelength
laser radiation will be delivered to the inner layer of 0.598 mm thick, 4500 mg/cc Ti over 3 ns.
The middle layer, composed of 1.395 mm thick, 500 mg/cc carbonized resorcinol formaldehyde
(CRF) foam, will be doped with a fluorescent material. Doping the middle layer will allow both
internal interfaces to be imaged via fluorescence. The outer layer will be 50 mg/cc CRF foam with
a thickness of 5.499 mm. Each interface has a density drop of one order of magnitude.
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Figure 1: Schematic of setup (top view)
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material, but the radial extent of the material is set to main-
tain the mass scaling relation described above. Lastly, for
the higher irradiance case, the inner diameter of the sphere
is 600 µm, and for the low irradiance cases, the inner diam-
eter is 1456 µm.

The thicknesses of the inner layer is set by the require-
ment that the interfaces be driven by a blast wave. The first
layer must be thick enough to allow the rarefaction that de-
velops after the laser pulse ends to catch the shock before
it reaches the first interface. It was found that the shock
would form a blast wave if the thickness of the first layer
was double the radial distance the shock traveled while the
laser was on. In practice, a series of preliminary runs were
done to find the distance the shock would travel through the
initial material while the laser was on. The first layer was
then given twice that thickness. The mass scaling require-
ments were then used to define the thicknesses of the other
layers. The interfaces between the layers were each given
a perturbation to seed a particular mode of Rayleigh-Taylor
growth. The perturbation had a wavelength of π/50 radians
azimuthally and had a k ∗ a of 1, where k is the wave num-
ber of the perturbation and a is the amplitude. This perturba-
tion is purely illustrative at the present phase of the design;
the actual perturbation to be used for an experiment will be
determined later, informed by simulations of presupernova
convective structure (Meakin and Arnett 2006). In addition,
while the present simulations incorporated nearly spherical
shocks, we would intend as part of an actual experiment to
use a nonconcentric inner layer and/or nonuniform irradia-
tion to launch aspherical shocks.

A silver wedge was placed along the back side of the tar-
get covering all but the surface area where the laser will be
incident. The dense material was placed there to inhibit the
flow of material in the negative axial direction. Containing
the material allowed the shock to maintain sphericity longer
in time. The shock still lost some sphericity because of the
manner in which the laser was incident on the target. Addi-
tional zones with low density were placed in the area from
200 µm ID to the target surface. These zones were to approx-
imate vacuum while allowing the ablating material from the
inner layer of the target to interact with the laser rays while
the laser is on. Figure 2 shows the basic layout of the target
for the simulations.

We chose to run these simulations using a laser pulse that
delivered 100 kJ of 0.35-µm wavelength laser light in 3 ns.
Factors affecting this choice are as follows. First, one needs
enough energy to accomplish the desired experiment. Sec-
ond, experience shows that the actual laser energy needed
to produce a given ablation pressure can be larger by some
factor than a specific simulation indicates, presumably due
to inaccuracies in laser and/or other energy transport. Early
experiments can help to clarify this, but the 100 kJ we use
here might in reality correspond to significantly more en-
ergy. Third, we desire to use less than one-quarter of NIF

Fig. 2 Initial configuration of the laser target

for the drive, and another one-quarter for the diagnostics,
allowing one entire experiment to be done by firing only
half of NIF. We ran simulations covering a range of different
materials and two potential irradiances. The low irradiance
was near that of the previous planar experiments, delivering
100 kJ in 3 ns to the 1.456 mm inner diameter of the target
resulting in an irradiance of around 5 × 1014 W/cm3. The
high-irradiance case also delivered the same laser power to
a 0.6 mm inner diameter, resulting in a laser irradiance of
3×1015 W/cm3. This lead to a factor of 3.3 increase in sim-
ulated ablation pressure over the low-irradiance case.

3 Diagnostic possibilities

An important element of the NIF experiment design is
to consider what diagnostics may prove viable. In previ-
ous experiments we used backlit radiography to image the
Rayleigh-Taylor growth. This worked well in planar systems
where the diagnostic looks down a row of Rayleigh-Taylor
spikes and where a tracer strip of more-opaque material can
be incorporated in the midplane of the target. Such tracer
strips are unlikely to be feasible in the NIF target, because
of a combination of materials constraints and cost. When the
diagnostic looks through a diverging system, the image is
dominated by the spike tips and the bubbles become difficult
to discern. Figure 3 shows a simulated radiograph generated
by CALE graphical tools, at 100 ns for a run using the low
laser irradiance and involving layers of titanium, 500 mg/cc
foam, and 50 mg/cc foam. The perturbations correspond-
ing to the system as simulated in 2D are ring-shaped. While
the Rayleigh-Taylor growth on the second interface is some-
what distinguishable, the streaks created by the spikes blur

Figure 2: Initial target design for divergent hydrodynamic experiments. This model is for the
high-irradiance case (3 × 1015 W/cm2) [2]

3 Measurements

Several measurements can be made utilizing this technique including mass density, flow velocity,
electron density and ionization state. A brief discussion of each measurement follows.

3.1 Density map via fluorescent intensity

If the dopant atoms are uniformly dispersed throughout the middle layer of the target a density map
can be created by imaging fluorescent intensity. This will allow the structure of the two interfaces
to be imaged within the thin pumping layer. Multiple images could be taken of the target at
different times to obtain more information about how the flow and instabilities develop. In order
to use this technique successfully the differences in fluorescent intensity due to changes in density
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must be large enough to detect. That is to say that the intensity shifts must be large compared to
the noise on the detector.

3.2 Flow velocity via particle imaging velocimetry

If the dopant particles in the foam are large enough to be distinguishable in a 2D image they can be
tracked by taking multiple snapshots of the plasma flow. This technique is known as particle imaging
velocimetry (PIV), which is commonly used in fluid flow experiments [3]. Previous studies have
had difficulties producing dopant granules small enough to move freely with the flowing material, a
condition known as hydrodynamic invisibility [4]. Achieving hydrodynamic invisibility will require
smaller dopant granules, in turn requiring an imaging system with higher spatial resolution to track
individual particles.

3.3 Electron temperature and ionization state via blue-shifted K-α lines

Electron temperature along the shock can be measured using an imaging spectrometer. The spectral
resolution of the spectrometer will need to be able to measure the blue shift in the K-α lines. More
research will need to be conducted to see if this is feasible. The energy of the K-α radiation will be
changed by the ionization state and will also need to be considered when looking at small changes
in the spectrum. If these shifts are large compared to both the spectral resolution of the detector
and the spread due to blue shift, the ionization state could be measured.

4 Fluorescent intensity

This section follows the work of N.E. Lanier et al to derive the fluorescent intensity for a given
volume element within the target [4]. Here the appropriate changes have been made for the specified
target geometry. The target geometry is shown in Figure 3, where d1,in and d2,in are the distances
the x-ray must travel through each layer of CRF foam to reach the volume element with side length
dx. Similarly, d1,out and d2,out are the distances traveled through each layer to escape the target.
We only concern ourselves with volume elements within the high density CRF foam because it is
the only doped layer.

Solving for these distances in terms of r and θ we find:

d1,in =
√
R2
i − r2 cos2 θ − r sin θ

d2,in =
√
R2
o − r2 cos2 θ −

√
R2
i − r2 cos2 θ

d1,out =
√
R2
i − r2

d2,out =
√
R2
o − r2 −

√
R2
i − r2

where Rd is the outer radius of the driver, Ri is the radius of the interface between the two
CRF foam layers, and Ro is the outer radius of the low density CRF foam.

The intensity of the pump x-rays that reaches a given volume element within the target, Ielem,
is given by:

Ienter = Ipump,λp exp(−µ1,λpρ1d1) exp(−µf,λpρfd1) exp(−µ2,λpρ2d2)
Ωe

4π
(1)
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Figure 3: Diagram for intensity measurement derivation

where Ipump,λp is the intensity of the pump at wavelength λp, µ1 is the attenuation coefficient
of the low density CRF foam, µ2 is the attenuation coefficient of the high density CRF foam mixed
with the dopant, ρ is the density of the material, and Ωe is the solid angle subtended by the volume
element.

Intensity of fluorescence radiated by the volume element is given by:

Ielem = IenterfKα[1 − exp(−µf,λpρfdx)] (2)

≈ IenterfKαµf,λpρfdx (3)

where fK−α is the fraction of absorbed x-rays that are emitted as K-shell fluorescence, µf,λp
is the photoelectric absorption coefficient of the fluorescent material at the pump wavelength, ρf
is the density of the dopant, and dx is the characteristic length of the volume element. Note that
µ for the fluorescent material is the photoelectric absorption, while it is the total attenuation for
the bulk material. This is because we are only concerned about radiation absorbed by the dopant
atoms because scattered radiation will not contribute to fluorescent signal. The approximation that
dx is very small allows us to take only the first two terms in the expansion of Ielem.

The intensity reaching the detector, Idet,λf , is given by:

Idet,λf = Ielem exp(−µ1,λfρ1d1) exp(−µf,λfρfd1) exp(−µ2,λfρ2d2)
Ωa

4π
(4)

where Ωa is the solid angle subtended by the detector aperture.
Combining the previous equations we arrive at the final expression for the intensity of fluorescent

radiation at the detector:

Idet,λf = Ipump,λp exp[−(µ1,λp + µ1,λf )ρ1d1] exp[−(µ1,λp + µ1,λf )ρfd1]

exp[(µ2,λp + µ2,λf )ρ2d2]fKαµf,λpρfdx
ΩaΩe

(4π)2

(5)
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To calculate the number of photons reaching each spatial resolution element of the detector we
need to estimate the photon flux created by the backlighter. A rough estimate of the number of
x-rays produced is:

Npump =
EL
hν

ηx =
ELλ

hc
ηx (6)

where EL is the energy of the pump laser, h is Planck’s constant, c is the speed of light, ν and
λ are the frequency and wavelength of the pump x-rays, and ηx is the conversion efficiency of the
backlighter. With the assumption that the pump x-rays come in as a sheet, we multiply the x-rays
into bins corresponding to the spatial resolution of the detector:

Ndet = Npump
dx

2Ro
exp[−(µ1,λp + µ1,λf )ρ1d1] exp[−(µ2,λp + µ2,λf )ρ2d2]fKαµf,λpρfdx

ΩeΩa

(4π)2
(7)

where Ro is the outer radius of the target.

5 Simulation results

CRF foam is roughly 93% carbon and 7% hydrogen, oxygen, and nitrogen by mass [5]. Here we
assume that the absorption and scattering of x-rays is not significantly affected by nanostructures
within the foam. This assumption is based on the idea that the wavelength of the x-rays is on the
order of the atomic diameter of carbon (10 keV x-ray: 0.12 nm, carbon diameter 0.14 nm), so we
expect that the interactions occur on an atomic scale rather than a molecular scale.

To estimate the fluorescent intensity it is assumed that the CRF foam is purely carbon. Over the
range of relevant photon energies (5 - 15 keV) the x-ray attenuation is dominated by photoelectric
absorption (see Figure 4) [6]. Incoherent scattering becomes significant near 15 keV and may need
to be considered if high energy x-rays are required.

5.1 Attenuation of pump and fluorescent x-rays

Using equation (5) we can calculate the x-ray attenuation for each point in the pumped plane. Here
we have taken Ipump,λpfKα

ΩeΩa
(4π)2

to be unity for simplicity. Note that these simulations did not use

the approximation made by equation (3) due to the minor difference in complexity.
These simulations show that higher energy x-rays are attenuated less by target material. Note

that moving to higher energy pump x-rays results in a lower number of pump x-rays due to the
higher energy cost per photon.

5.2 Effect of varying dopant density

The dopant density must be high enough to achieve an acceptable fluorescent intensity at the
detector, but if the density must not be so high that the doped material absorbs a significant
fraction of the pump radiation. If the second situation occurs there will be a significant drop in
signal as the pump intensity is reduced in regions further from the source. This effect is shown in
Figure 6.

In these simulations the bottom row shows the fluorescent intensity that reaches the detector
from each point in the pump plane. The ideal case would have a uniform intensity throughout the
middle layer, meaning the same pump intensity reaches each scattering volume. It is clear that 50
mg/cm3 is too high for this reason, but there is only a small difference between the 0.5 and 5.0
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Figure 4: Attenuation coefficient for pure carbon [6]

(a) Ti pumped Sc (b) Fe pumped Mn (c) Zn pumped Cu

Figure 5: Transmission of pump and fluorescent x-rays through each point of the target

mg/cm3 for these elements. Note that the bottom row only shows relative intensities (normalized
to the highest intensity for each case), a quantitative analysis will be needed to determine the
required parameters when the detector requirements are known.

6 Proof-of-principle experiments

6.1 1D Target

Target design by Eliseo Gamboa in internal report shown in Figure 7 [7].
A simple 1D target will be used to provide a proof-of-principle for the fluorescent imaging
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(a) 0.5 mg/cm3 (b) 5 mg/cm3 (c) 50 mg/cm3

Figure 6: (top) Transmission of pump and fluorescent x-rays through each point of the target.
(bottom) Fluorescent intensity reaching the detector normalized to the pixel with the highest
intensity. All figures show Zn pumped Cu.

X-ray fluorescence experiments on Trident

E.J. Gamboa

November 25, 2011

Introduction

Figure 1: Diagram of the target for the Trident
fluorescence experiment

High-energy density physics (HEDP) experiments at
solid density are commonly imaged with x-ray absorption
radiography with backlit pinhole cameras [1]. This robust
technique has a few pitfalls: hot electrons may generate
hard x-rays from the high-z pinhole substrate that are
difficult to shield since the camera must be on axis with
the pinhole. Alternative techniques, like phase contrast
imaging [2] or imaging Compton scattering [3], must con-
tend with small interaction cross sections and hard x-ray
backlighters which lead to low signal levels.

Based on the observation that the photoabsorption
cross section for most materials in the several-keV range
is more than 100 times larger than the scattering cross
section, we propose imaging a HEDP experiment by in-
ducing fluorescence in a mid-Z dopant. Developing this
diagnostic would have strong programmatic applications
from providing an alternative to imaging in NIF hydrodynamic experiments [4] to cross validation of tem-
perature/ionization measurements from x-ray Thomson scattering [5].

Diagnosing a high-energy density system by induced fluorescence was first proposed by Lanier et al [6]. In
this experiment, a shock was driven in a scandia-doped carbon aerogel. The scandium caught was pumped
by helium-like titanium x-rays. Fluoresced K-α radiation was then imaged with a time-gated x-ray framing
camera.

The doped aerogel was prepared by introducing mechanically ground scandia into the carbon solution
prior to gelation [7]. The dopant particle sizes were on the order of 10 µm, which was limited by the grinding
process. While a strong fluorescent signal was observed, the dopant particles were found to be too large to
accurately track the hydrodynamic motion of the aerogel.

The preparation of aerogels with a more homogenous distribution of dopant are possible, but these
processes leave a lower dopant concentration [7]. The high dopant loading (30 mg/cc scandia added to 50
mg/cc CH foam) and the large (25 and 50 µm) pinholes chosen for the framing camera were driven by
photometric considerations.

Subsequent advances in aerogel chemistry has made it possible to synthesize metal-doped organic aero-
gels with metal oxide nanocrystals. In particular, researchers at CEA and LLNL have demonstrated
homogeneously-doped organic aerogels with dopant loadings of several percent by weight [8, 9]. The work at
LLNL demonstrated 8% by weight titanium introduced into a 150 mg/cc carbon aerogel. The titanium was
bound to the aerogel as homogeneously distributed titanium carbonitride nanocrystals with sizes ranging
from 10-100 nm.

By measuring the spectrum of the fluoresced radiation in high resolution, it may be possible to diagnose
the temperature of the dopant through a technique similar to the well established method of absorption

1

Figure 7: 1D target design [7].

techniques described above. 1D shocks have been well studied by the group, providing a good
starting point that will minimize problems unrelated to the fluorescent diagnostic.

Filtering requirements, detector settings, and other important aspects of the experiment can be
worked out with such a target, which will save time and money before moving to the spherically
divergent case.

6.2 Planar divergent target

A divergent explosion experiment may be possible on facilities with less energy than NIF if the
flow is constrained to a single diverging angle. This concept needs to be examined more closely to
determine the laser characteristics required to drive instabilities using this design. See Figure 8 for
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Figure 8: Planar divergent target design

This target may provide a platform to study divergent systems before time on NIF is scheduled.
The angle of divergence and height of the target can be tuned based on experimental goals and
energy available.

7 Conclusions and Future Directions

We have completed a analysis of an x-ray fluorescence diagnostic for a solid density, multi-layer
target in a divergent geometry. We have also designed a proof-of-principle experiment to test this
technique at a smaller facility. It may also be possible to do a scaled target to test the diagnostic
technique at the Omega Laser Facility. The findings in this report are currently in preparation
for publication by University of Michigan graduate student Michael MacDonald. Michael has
presented these results at the American Physical Society Division of Plasma Physics Meeting,
the Michigan Institute for Plasma Science and Engineering Symposium and the Defense Threat
Reduction Agency Basic Research Technical Review. Finally, we plan to apply for experimental
time at smaller facilities (laser facilities and light sources) in order to test this technique. A more
specific experimental configuration will have to be detailed for each type of facility.
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