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Abstract—In this work, we present Experiment Explorer (EE), 

a framework for recovering provenance that uses provenance-

compatible research processes and a lightweight, user-friendly 

metadata search tool. EE facilitates the capture of recovered 

provenance and file relationships and incorporates new files to 

support provenance recovery over time.  Our case study at a 

research laboratory suggests that EE is effective in connecting 

distributed provenance information and in increasing the 

accessibility of related experiment files.  Our scalability 

analysis also indicates that EE’s tool support can scale to 

hundreds of thousands of heterogeneous files. 
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I.  INTRODUCTION  

More scientific research now involves the generation and 
analysis of heterogeneous data sets.  Multiple instruments, 
analysis tools, and scripts are used to collect and analyze 
data.  The knowledge regarding the origin of a data set or the 
processing applied to a data set is referred to as data 
provenance.  Data provenance is necessary in assessing a 
data set’s integrity and in supporting repeatability of analyses 
or experiments.  However, obtaining provenance is a difficult 
task, especially for data sets that have already been reduced 
or aggregated from their raw form—some of the context of 
the data may have been lost.  Data provenance may be 
obtained from experimental conditions and data processing 
or reduction.  Deficiencies in data provenance related to 
experimental conditions may arise from mundane technical 
reasons (e.g., a loose cable) or fundamental reasons (e.g., not 
monitoring a critical parameter because its importance is not 
known at the time of the experiment). For example, the 
growth of sites exposed to laser was studied for many 
decades before it was discovered that the temporal pulse 
shape was important. In experiments conducted prior to this 
discovery, only the duration of the pulse was recorded.   

Current provenance techniques often capture provenance 
during an analysis or experiment run  by logging the steps 
that were followed or the analysis modules that were invoked 
[1, 2, 3].  Many of these techniques use scientific workflows 
where researchers pre-specify the experiment design as a 
workflow and a log of the workflow execution provides the 
provenance of the data produced at the end of the execution 
[1, 4].  Other techniques record commands or events while 
the dataset is being processed [2, 3, 5] . 

To support the use case of recovering provenance where 
processing logs may not be available, we present Experiment 
Explorer (EE).  EE allows users to recover provenance by 

incorporating provenance-compatible research processes and 
by enabling researchers to search for experiment-related 
information, possibly scattered across heterogeneously-
represented files, that provide clues to the provenance of a 
data set.   EE leverages a lightweight and user-friendly 
metadata search tool to aid researchers in uncovering 
provenance, which requires minimal training time and usage 
overhead from them.  EE also allows researchers to capture 
the recovered provenance and to incrementally support 
provenance recovery over time.  Moreover, EE can be used 
in conjunction with recording provenance techniques in 
cases where incomplete provenance has been captured (e.g., 
recording took place only in some parts of the entire data 
processing).  We previously introduced EE as a metadata 
provenance search [6].  In this paper, we elaborate on how 
EE can be used to support the recovery of data provenance. 

The contributions of this paper are as follows: 1) a 
technique for recovering provenance, 2) a means of 
increasing the accessibility of related experiment files, and 3) 
a means of capturing recovered provenance and file 
relationships  for future reference.  In addition, our case 
study at a research lab suggests the effectiveness of our 
technique in locating distributed provenance information and 
in raising the visibility of relevant experiment files. 

The rest of the paper is organized as follows.  In the next 
section, we discuss challenges in providing provenance 
support to research in general, with an example of support 
for the optics inspection and analysis group at  Lawrence 
Livermore National Laboratory (LLNL).  We then introduce 
our approach in Section 3.  We provide details regarding our 
tool support in Section 4 and discuss evaluation results in 
Section 5.  We compare our work with existing techniques in 
Section 6 and close the paper with   future work. 

II. MOTIVATION 

The utility of scientific data is ultimately limited by its 
provenance. Aggregating data into sets requires that the 
provenance of the individual data points is compatible. When 
data are collected at the same time, compatibility is typically 
ensured by good experimental hygiene, even if critical 
aspects of provenance are not documented, or even not 
known to exist as it is the same for each data.  However if 
data from different experiments or different experimenters 
are to be combined, then it becomes critical to ensure the 
provenance is sufficient and compatible.  We now provide an  
overview of challenges encountered in scientific research 
which effective data provenance can assist. 



 
  

Figure 1.  Hierarchical relationship between experiment files 

 Fast-paced and adaptive research environment: 
Research efforts in highly competitive fields or which 
support a larger project must be highly adaptive.  Though 
most programs have well defined deliverables with due dates 
many months or years in the future, situations emerge from 
time to time which must be addressed immediately.  A 
researcher often responds to new project needs or publication 
of related discoveries by repurposing existing data and 
analysis.  Such adaptability is greatly facilitated by   
provenance techniques that are lightweight, with minimal 
setup and training time. In addition to short term priority 
shifts, research labs are also highly adaptive to advances in 
current technology and changes to tools. Using new 
architectures and tools requires documenting the old and new 
environments as part of the metadata. 

Numerous heterogeneous experiment files:  Each 
experiment run produces hundreds of files and multiple 
experiments are conducted for each hypothesis.  Individual 
researchers working on related topics conduct their own 
experiments with techniques and analysis algorithms 
optimized to isolate particular experimental parameters. 
Thus, the number and type of experiment files quickly 
grows, making it difficult to manually search through files. 
Using off-the-shelf search tool for some of these formats, 
such as binary or image files, is inadequate because these 
tools are designed to search across distributed and unrelated 
files and there is no utilization of the relationships between 
the different files and experimental objects. 

 Accessing experiment files: Often researchers would 
like to amalgamate data from several data sets to create and 
test hypotheses. Compiling data sets without the aid of a 
provenance recovery tool requires researchers to search 
manually for the appropriate files.  If the researchers are 
fortunate enough to be looking for an attribute that was used 
to categorize the experiment, they are able to gather a large 
data set and only incur the time it took to locate the data file.  
Otherwise, the experimental details must be manually 
retrieved from lab books, scripts, or correlated experiment 
files, which can be a time-consuming process.  

III. APPROACH & APPLICATION 

To address the challenges discussed in the previous 
section, we present EE and apply it to the specific case of 
correlating laser induce damage data generated in a number 
of labs for NIF optics inspection and analysis group at 
LLNL.  Provenance recovery is a technique that 
approximates the provenance of a data set based on available 
information (e.g., researcher notes, scripts, hypotheses).   EE 
facilitates the recovery of provenance by incorporating 
provenance-compatible research processes and enabling 
researchers to piece together distributed provenance 
information.  While the provenance is an approximation, it 
may be “close-enough” for researchers to fill-in the missing 
gaps.  Once provenance has been recovered, it can be 
captured for future reference.  Additionally, EE supports 
incremental provenance recovery over time.   

A. Incorporating Provenance-Compatible Research 

Practices and Conventions  

The analysis process, which is part of the overall 
experiment process, is a collaborative effort, requiring the 
contributions of material science specialist, data analysts, 
and physicists. The workflows as well as the set of artifacts 
produced remain consistent across experiments.  

Figure 1 shows the artifacts produced over the course of 
an experiment. (Note: an artifact is any file produced during 
a research process.)  The process begins with a hypothesis 
that is used to derive an experiment design. Along with the 
design a detail template, or provenance template, is created 
providing a central overview of the experiment attributes as 
data is analyzed.  As scientists move through the workflow, 
raw experiment data are produced, labeled as image in the 
figure. When the images are analyzed, a derived image 
feature workbook is created, which contains information 
such as fluence map.    

As part of the process, this provenance template  is filled-
in by researchers.  Some of this information is obtained from 
the workflow and hypotheses, while others are derived from 
analysis. Attributes, which may be experiment design 
parameters  (e.g., average fluence or average site separation), 
are also recorded in a provenance template.  

All the artifacts produced for an experiment are stored in 
a folder labeled with the experiment sample name, to support 
provenance recovery.  For example, hundreds or thousands 
of image files can result from one experiment. Each file is 
named in a way that captures metadata such as location of 
the damage image. In addition, a metadata file is generated 
for each experiment file, which includes author, date, 
experiment sample name, keywords, and category.  This 
metadata provides a connection between each file and the 
associated experiment sample or among related files based 
on provenance-specific fields.  Because the provenance 
template is stored at the top level sample name folder, the 
keywords, category, author, and date can be automatically 
extracted from the provenance template.  This template can 
be manually used to locate experiments performed at certain 
dates, performed by specific scientists, or used fluence 
ranges between X and Y, etc. 



 

Figure 2.  Architecture of EE's search tool 

B. Using a Lightweight Metadata Search 

Once the metadata is created for every experiment file, 
researchers may now proceed with recovering provenance 
using a metadata search tool.  First, we index the provenance 
template and the metadata associated with each file.   The 
provenance template is an Excel workbook containing an 
experiment summary sheet, a high level data overview sheet, 
and the server location for the experiment sample.  In order 
to search for experiment artifacts that span the entire data 
server, we first provide a means of relating the files.  As we 
mentioned, all the experiment artifacts are stored within a 
folder with the experiment sample name.  Thus, one way 
files can be related is by examining the path of an 
experiment file to obtain the experiment sample file name.  
Once the sample file name is obtained, the metadata for each 
file can include the experiment sample name.  This metadata 
can then be re-indexed. 

To address the challenge of searching through 
heterogeneous artifacts, we index different types of data 
using artifact-specific indexing components.   We use 
artifact-specific indexing components to extract the 
metadata.  The metadata follows a uniform format, enabling 
the metadata from various artifact types to be indexed in a 
similar fashion. Consider the following example: 

Shot plans are documents requesting a particular set of 
laser exposures including the sample to be exposed, the 
location on the sample, and the number and type of laser 
exposures.  A new file is detected by the indexing 
component as a result of comparing the past directory 
structure with the current directory structure. The artifact 
analyzer consults a set of models that reflect the conventions 
of the researchers. The file location, file naming pattern, 
extension, and structure  match those of a shot plan.  

The analyzer extracts the experiment name and the 
indexer searches for it. In this case, one result is expected 
because a shot plan file belongs to only one experiment. 
Upon success a link to this file is added to the experiment 
index document and the experiment is re-indexed. 

We can also obtain the provenance of derived features. 
As the derived feature image workbook is modified on the 
server, it is re-indexed as described in our example above. 
By utilizing the file hierarchy shown in Figure 1, features 
from the workbook can be related to the experiment, which 
can then be related to the provenance template. 

C. Capturing Recovered Relationships and Provenance 

After the metadata for various files has been generated 
and indexed, researchers may search for experiment files for 
a given experiment sample name or a given attribute or even 
files created on the same date as the experiment.  When 
search results are returned, researchers may directly access 
the experiment file by following a link from EE’s search 
result, making the relevant files accessible to researchers.  

In addition, since the search and access to files are 
integrated, it becomes straightforward to capture the search 
terms used and the files opened by users.  The search terms 
can be captured to log how data sets are correlated.  
Capturing the correlations and the provenance of experiment 
files allows researchers to reflect upon their past search 

activities.  This record can help them redo their past search 
activities or identify unexamined correlations.   

D. Supporting Provenance Recovery Over Time 

As time goes on, new hardware and software tools may 
be used to process the data.  EE can accommodate these 
changes over time since it depends on the research processes 
and the metadata generated for each file, not the technology 
used for processing or analyzing data.  New software tools 
may also produce new file formats that EE must 
accommodate.  This can be handled by EE by creating a new 
component to index the new file format. 

Over time, new experiment files will also be added into 
the file system.  A version control system [7] can be used to 
track new files within the server folder. This way, new or 
modified artifacts can be indexed. 

IV. TOOL SUPPORT 

We now describe the design and current  implementation. 

A. Recovering Provenance with EE 

In order to match the distributed system and collaborative 
work within the optic inspection and analysis group, 
Experiment Explorer is comprised of components following 
a 3-tier client server architecture, as shown in Figure 2. Two 
web applications are integrated with the data server to form a 
lightweight metadata search tool. The data server contains 
experimental artifacts and metadata describing them, as well 
as an index of the metadata and a set of version controlled 
server snapshots. Experimental artifacts are found on the lab 
server, but accessible by the components shown in the 
application server. The metadata that describes these artifacts 
are stored as XML documents formatted as Apache Solr 
update instructions. Fields within the metadata documents 



 
Figure 3.  Experiment Explorer Search Tool 

 

are recorded to match the Solr schema, enabling directed 
indexing. The Solr core folder contains the index as well the 
hardcopy of the metadata. The version controlled snapshots 
are used to detect changes on the server and trigger indexing 
of new or modified experiment associated files. 

At the client, two pages allow users to manually index 
and search for experiments. In order to maintain extensibility 
and adapt to the addition of new types of experiment related 
files, both pages are constructed dynamically based on 
indexed fields. When new fields are added to the index they 
become available for user input. Currently, those fields 
corresponding to an experiment overview are the only ones 
indexed, as shown in Figure 3. In order to keep newly added 
fields from overrunning the page, a selection drop down will 
provide access to the additional fields.  

When a user clicks the search button, scripts gather the 
field-specific input and format a query that is posted to the 
Solr query servlet of the application server shown in Figure 
2. Results are indicated by the fields that best differentiate 
experiments from one another. Some of the fields point to 
files located on the server. These server locations are 
formatted into links. When clicked, they call a servlet 
responsible for delivering the specified file to the client.  

The index description editor allows researchers to 
manually index artifacts. Many of the functions found on the 
search page are also used in the editor. Additionally the 
editor is able to load fields from an indexed experiment and 
those found in an experiment overview located on the server. 

Components in the application server represent 
components called by the client and an indexing component 
that responds to changes on the data server. As mentioned 
above, EE integrates two web applications. The first, Apache 
Solr, is used to manipulate and access the index. The second 
is composed of the remaining java servlets, which are 

responsible for manipulating and accessing the data server. 
One exception to this is the servlet responsible for logging 
user actions, such as queries issued and files requested. A 
record of files opened from links in the client is used to 
direct priority in the indexer. 

The indexer is used to find and index new or modified 
artifacts on the server and is called at regular intervals. To 
handle frequent changes to the server, files accessed from the 
client are given the highest priority when responding to 
differences between versions of the server snapshots. In 
addition, a queue of outstanding unindexed files is 
maintained in order to throttle server access by the indexer. 
This queue is produced by making comparisons between the 
different version controlled server snapshots found in the 
data server area of Figure 2. The server snapshots do not 
contain actual files but file system information starting at the 
highest level folder designated for experiment files. 

As we discussed, the process of indexing new artifacts 
relies on conventions followed by the researchers in 
formatting and naming data on the server. These conventions 
are specified by the models shown in the data server area of 
Figure 2. The models are used by the indexer to link the 
artifact to the experiment overview by sample ID. 

B. State of Implementation 

Currently, EE’s search tool supports the following: 
searching for experiment metadata (e.g., provenance), 
linking experiment files included in the search results, and 
capturing search terms and files opened by researchers. We 
plan to implement the following functionality: relating files 
to the experiment sample name with an indexer, displaying 
captured relationships between experiments’ files based on 
artifact models, and integrating a version control system to 
automate the capture of future artifact metadata. 



V. EVALUATION 

We now discuss evaluation of EE’s search tool through a 
case study with a group at NIF and a scalability analysis.   

A. Case Study at the LLNL 

An evaluation was performed within the optic inspection 
and analysis group at NIF.  Five subjects participated in the 
study, including scientists and data analysts.  The files 
indexed by EE were spreadsheets which contain the 
overview of the various experiments conducted in the lab 
and pointers to the locations of the various files.  For the 
study, only a subset of the overview files was indexed in EE.  
Prior to the study, subjects were provided with training, 
including documentation and video tutorials on using the 
tool.  During the study, subjects were asked to perform a 
search task that they might perform while conducting their 
research. Feedback was obtained via interviews. 

We sought answers to the following research questions: 
Q1: Is EE’s search tool easy to use?  Can it be 
incorporated into the research process at LLNL? 
Q2: Does EE’s search tool provide relevant experiment 
files? 
Q3: Does EE enable researchers to determine which 
experiments were related to which files? 

Q1: Subjects were asked to compare EE’s search tool 
with previous search techniques.  Subjects were asked to rate 
EE on a scale of 1 to 5, with 1 as exceptional and 5 as 
unacceptable.  On average researchers rated the acceptability 
of time spent learning the software at 1.6, the time spent 
using the software at 1, and the time spent finding relevant 
files at 1.2.  Three subjects even pointed out that the feature 
they like about the tool is ease of use. 

The subjects were generally pleased with EE’s search 
capability.  Three of the five subjects said that they would 
use the tool to perform their research, while one user said 
that he would use the tool if his suggested changes were 
incorporated.  Previous search techniques involved manually 
traversing folders on a server or asking a colleague regarding 
the location of files.  Since there are numerous files, these 
previous techniques were time-consuming.  

Q2: On the average, subjects found the experiment they 
were searching 84% of the time.  When asked how often 
links to the actual overview files were missing, they  
answered 0%. 

Q3: While the entire experiment artifacts were not 
available for the study, the overview files which were 
indexed, contains pointers to the experiment artifacts.  
According to one subject, once she obtains the experiment 
overview from EE’s search tool, she can find a given 
experiment artifact at least twice as fast without the tool.   

All of the interviewees agreed that the experiment 
overview was important information regardless of what type 
of exploration they performed. In terms of direct links from 
the results page, three of the five researchers felt that the 
addition of the data overview for an experiment would 
support a more efficient exploration. The fifth wanted all of 
the artifact links embedded directly into the overview file. 

 Discussion: In general the researchers were pleased with 
EE’s tool support.  One of the researchers said, “Like this 

idea of organizing and indexing my experiments.  
Productivity and sharing is much easier this way.”  Another 
researcher said, “It was very fast and the fields were relevant 
to the searches that we normally make.”  In addition, the 
results show that the tool is easy to use (with average ratings 
of less than 2.0).  The results also indicate that all (except for 
one subject) would use the tool.  This suggests that the tool 
would benefit the fast-paced adaptive research environment 
of the optics inspection and analysis group at LLNL.   

Areas for improvement within the search software 
included support for range queries, richer logical support for 
interpreting user input, and limiting possible input for fields 
that have a small set of possible field data. All of the 
researchers expected to have the system show a preview of 
the most likely input as they typed, indicating that support 
for fast incremental exploration be supported directly from 
the search page.  The users would also like to be able to 
directly link to the experiment files once an experiment 
sample name has been obtained from EE. 

B. Scalability Analysis 

A scalability analysis was also performed. Over five 
hundred thousand metadata documents were created and 
indexed, twenty five thousand documents at a time, on a 
machine with an i7 processor and 6 GB of RAM. Indexing 
time at each step took around 5 minutes. However, even at 
five hundred thousand documents, the search still performed 
in near real-time, taking 40-70ms to deliver results. 
Restarting the server increased the search time to 120ms and 
leveled back down to 40-70ms after 3 searches. Searching 
with two integer fields and a date field resulted in an average 
of 12 documents being returned from over 500,000 
possibilities, which are the correct documents. This was done 
over 20 runs with different known numbers.  

VI. RELATED WORK 

Provenance techniques generally record provenance as 
the data is being processed.  These techniques are often 
associated with workflows [1, 8, 4].  Other recording 
techniques include capturing using interactions [2, 5] or 
listening to system-level events [3].  Different levels of 
provenance may also be recorded [9].  A distinction between 
prospective provenance, i.e., specification of the process as 
in a workflow, and retrospective provenance, e.g., log of 
execution, has also been discussed [10].  Recovering 
provenance is complementary to both techniques. 

One key aspect to EE is the crafting of research processes 
that are provenance compatible.  Others have also suggested 
process-centered approaches that revolve around the use of 
services and tools [11] or around collaboration steps [4].  
Another technique collects provenance based on 
coordination points in distributed enterprise workflows [12].  

Metadata has also been used to represent or link different 
types of data. These links between different types of data 
may be represented as an RDF graph [13].  Provenance 
metadata may also be represented as an RDF graph that can 
be queried [14].  Discovery techniques exist for discovering 
metadata via recommender systems [15] or discovering data 
using metadata [16].  Data provenance which has been 



registered to a service may also be later discovered [9].   
Tools that capture metadata include XMC-Cat and Taverna. 
XMC-Cat relies on workflow cyber infrastructure to capture 
metadata as associated data is generated [17].  Taverna 
captures metadata by observing processing units and it  
imports metadata from existing entities [18].  In EE, we use 
metadata to search for experiments and their corresponding 
artifacts.  EE can also generate metadata for experiment files. 

There are also various techniques for searching for 
documents.  These involve using string matching techniques 
[19] or incorporating user activity into the search for 
documents [20].  These techniques fall short of searching for 
files that do not have a text representation (e.g., image files).  
Other techniques use a database [21] or map-reduce [22] to 
increase the efficiency.  As we have demonstrated in our 
scalability analysis, EE’s search tool is highly scalable. 

Recovering provenance has been discussed outside the 
field of eScience.  One technique discusses how provenance 
can be recovered from executable software [23].   

VII. CONCLUSION 

In this paper, we provided a technique for recovering 
provenance for data sets that have already been analyzed or 
processed.  This technique, referred to as EE, incorporates a 
provenance-compatible process with a lightweight metadata 
search tool.  EE complements existing techniques which 
record provenance while a data set is being analyzed.  We 
conducted two types of evaluation to assess EE’s tool 
support: a case study at LLNL and a scalability analysis.  
The case study suggests that EE is effective in connecting 
information which provides clues regarding the provenance 
of a given experiment file.    The scalability analysis reveals 
that the tool can easily handle large sets of experiment files.  

In the future, we plan to provide a visualization to help 
researchers more efficiently find related data sets.  We will 
also examine other automated techniques for determining the 
related experiment sample name for a given experiment file. 
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