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Abstract
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large-amplitude discontinuities intersecting the irregular boundary.
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1 Introduction

In this paper, we present an extension of the unsplit method for time-dependent
hyperbolic conservation laws in [7,14] to the case of an embedded boundary represen-
tation of irregular geometries. Our approach is a generalization of the conservative
method in [11], following the ideas in [5,2]. The present method uses the approach
in [8] to construct a method that is formally consistent. Near the embedded bound-
ary, the truncation error is O(h), while in the interior, the truncation error is O(h2),
where h is the mesh spacing. This leads to a method for which the solution error is
O(h2) in L1, and O(h) in L∞. This differs from the methods cited above, which are
formally inconsistent, i.e. have O(1) truncation errors near the embedded boundary.
Our method uses a linear hybridization of explicit conservative and nonconservative
updates combined with the use of the flux redistribution ideas in [5,2,11] to maintain
local conservation. We present results for smooth solutions in two and three space
dimensions that verify that the accuracy of the method is consistent with the trun-
cation error and modified equation analysis. We also present results for strong shock
problems that demonstrate the robustness and accuracy of the method.

2 Notation

Cartesian grids with embedded boundaries are useful to describe finite-volume rep-
resentations of solutions to PDE in the presence of irregular boundaries. In figure 1,
the grey area represents the region

excluded from the solution domain. The underlying description of space is given by
rectangular control volumes on a Cartesian grid Υi = [(i− 1

2
v)h, (i + 1

2
v)h], i ∈ ZD,

where D is the dimensionality of the problem, h is the mesh spacing, and v is the
vector whose entries are all one. Given an irregular domain Ω, we obtain control
volumes Vi = Υi

⋂
Ω and faces A

i±1
2

ed
which are the intersection of the boundary

of ∂Vi with the coordinate planes {x : xd = (id ± 1
2
)h}. We also define AB

i to be
the intersection of the boundary of the irregular domain with the Cartesian control
volume: AB

i = ∂Ω
⋂

Υi. For ease of exposition, we will assume here that there is
only one control volume per Cartesian cell. The algorithm described here has been
generalized to allow for boundaries whose width is less that the mesh spacing.

We recognize three kinds of cells and faces: regular, irregular and covered. Regular
cells are cells within the solution domain away from the embedded boundary. Covered
cells are completely covered by the boundary and are not part of the solution domain.
Irregular cells are cells cut by the embedded boundary. State variables are defined at
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Fig. 1. Decomposition of the grid into regular, irregular, and covered cells. The gray regions
are outside the solution domain.

the geometric centers of regular grid cells, even if a cell is irregular. The classification
for faces is similar. In the most general case, a face is defined as a pair of control
volumes in adjacent cells. In order to avoid the notational complications this would
entail, we will assume that, if a face is covered, then at least one of the cells adjacent
to the face is covered. This is condition is equivalent to assuming a minimum thickness
to the covered regions.

To construct finite-difference methods using this description, we will need several
quantities derived from these geometric objects.

• Volume fractions κ and area fraction α:

κi =
|Vi|
hd

, α
i+

1
2

es
=

A
i+

1
2

es

h(d−1)

• The centroids of the faces and of AB
i ; and n, the average of outward normal of ∂Ω

over AB
i .

x
i+

1
2

ed
=

1

|A
i+

1
2

ed
|

∫
A

i+
1
2

ed

xdA− (i + 1
2
ed)h

xB
i =

1

|AB
i |

∫
AB

i

xdA− ih

ni =
1

|AB
i |

∫
AB

i

ndA

We assume we can compute all derived quantities to O(h2). With just these geometric
descriptors, we can define a conservative discretization of the divergence operator. Let
~F = (F 1...F d) be a function of x. Then

∇ · ~F ≈ 1

|Vi|

∫
Vi

~FdV =
1

|Vi|

∫
∂Vi

~F · ndA

3



=
1

κih

D−1∑
d=0

∑
±=+,−

±α
i+

1
2

ed
F d(x

i+
1
2

ed
) + αB

i ni · ~F (xB
i )

+ O

(
h

κi

)
(1)

where (1) is obtained by replacing the normal components of the vector field ~F with
the values at the centroids.
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3 Stable Evolution of Hyperbolic Conservation Laws

We want to solve a hyperbolic system of conservation laws.

∂U

∂t
+∇ · ~F = 0 (2)

U = U(x, t), x ∈ Ω ⊂ RD (3)

(F 1...FD) = ~F = ~F (U) (4)

U, F d ∈ Rm. (5)

While the algorithm we describe here applies to general systems of hyperbolic conser-
vation laws, we will show results for the case of polytropic gas dynamics in two and
three dimensions.

U = (ρ, ρu, ρE)T (6)

F d(U) = (ρud, ρudu + ped, ρudE + udp) (7)

Here ρ is the fluid density, (u1...uD) = u ∈ RD is the velocity, E ≡ p
(γ−1)ρ

+ |u|2 the
total energy per unit mass, and p the pressure and γ > 1 the ratio of specific heats.

We discretize the solution to (5) in space and time, approximating U by values at
Cartesian cell centers: Un

i ≈ U(ih, n∆t), iεZD. We can also use the quadrature rule
(1) to construct the following conservative discretization of ∇ · F .

(∇ · ~F )C =
1

κih
(
∑

±=+,−

D∑
d=1

±α
i±1

2
ed

F d

i±1
2

ed
+ αB

i
~FB

i · ni) (8)

Ideally we would like to use an explicit finite difference approximation to compute
F s

i+
1
2

ed
≈ F d(x

i+
1
2

ed
), ~FB

i ≈ ~F (xB
i ), and use (8) to compute the discrete evolution of

U .
Un+1

i = Un
i −∆t(∇ · ~F )C

i (9)

The update formula (9) satisfies the following discrete conservation identity.

∑
i∈Γ

κiU
n+1
i =

∑
i∈Γ

κiU
n
i −

∆t

h

∑
i+

1
2

ed∈∂Γ

α
i+

1
2

ed
~F

i+
1
2

ed
· n

i+
1
2

ed
(10)

where Γ is any collection of control volumes, and ∂Γ is the set of cell faces and
boundary faces forming the boundary of Γ. The difficulty with this approach is that
the CFL stability constraint on the time step is at best ∆t = O(hvmax

i (κi)
1
D ), where
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Fig. 2. The arrows indicate the control volumes to which δM would be redistributed from
the central control volume.

vmax
i is the magnitude of the maximum wave speed for the ith control volume. This

is the well-known small-cell problem for embedded boundary methods. There have
been a number of proposals to deal with this problem, including merging the small
control volumes with nearby larger ones [13,6], and the development of specialized
stencils that guarantee the required cancellations in (8) [4,3]. The approach we have
taken to this problem has been to expand the range of influence of the small control
volumes algebraically to obtain a stable method [5,2,11]. The starting point for this

approach is to compute a stable, but nonconservative approximation to ∇ · ~F . One
computes the a flux difference on the full Cartesian cell.

(∇ · ~F )NC
i =

1

h

∑
±=+,−

D∑
d=1

±F
i±1

2
ed

(11)

where the fluxes in this expression are centered at (i± 1
2
ed)h. The initial update uses

a linear hybridization of the two estimates of ∇ · ~F .

Un+1
i = Un

i −∆t(ηi(∇ · ~F )C
i + (1− ηi)(∇ · ~F )NC

i ) (12)

If we choose, for example, ηi = κi, then the small denominator in (∇· ~F )C is cancelled,
and we obtain a stable method. However, the method fails to conserve, in that it does
not satisfy an identity of the form (10). This lack of conservation is measured by the
difference between the mass increment κi(U

n+1
i −Un

i ) given by (9) and that given by
(12).

δMi = −κi(1− ηi)((∇ · ~F )C
i − (∇ · ~F )NC

i )

To maintain overall conservation, we redistribute δM into nearby cells (figure 2):

Un+1
i′ := Un+1

i′ + wi,i′δMi , i′ ∈ N(i). (13)

wi,i′ ≥ 0,
∑

i′∈N(i)

wi,i′κi′ = 1 (14)
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where N(i) is some set of indices in the neighborhood of i. The sum condition (14)
makes the redistribution step conservative: a relationship of the form (10) is satisfied,
with some additional boundary terms corresponding to redistribution into or out of
the domain Γ. In addition, wi,i′ must be bounded independent of (κi′)−1. One example
of a redistribution strategy that meets our requirements is wi,i′ = (

∑
i′∈N(i) κi′)−1,

where N(i) is a set of indices whose components differ from those of i by no more
than one. For problems in gas dynamics involving strong shocks, the following mass-
weighted redistribution has been observed to be more robust [11]:

wi,i′ =
ρNC

i′∑
i′′∈N(i) ρNC

i′′ κi′′
(15)

where ρNC is a nonconservative estimate of the density at the new time.

ρNC
i = ρn

i −∆t(∇ · ~F )NC
i (16)

Our procedure for calculating the fluxes used to compute (∇ · ~F )C assumes that we
have a second-order accurate method for computing fluxes at the centers of cell faces.

F
n+

1
2

i±1
2

ed
= F d((i± 1

2
ed)h, tn +

∆t

2
) + O(h2) (17)

For all noncovered control volumes i. We use these fluxes in (6) to compute (∇· ~F )NC .

To compute ∇ · ~FC , we interpolate the fluxes (17) to the face centroids, following [8].
In two dimensions, we use linear interpolation.

F
i+

1
2

ed
= ηd′F

n+
1
2

i+
1
2

ed
+ (1− ηd′)F

n+
1
2

i+
1
2

ed±ed′ (18)

ηd′ = 1− 1

h
|x

i+
1
2

ed
· ed′|, d′ 6= d (19)

±ed′
= ed′

if nd′

i , nd′

i+ed > 0

= −ed′
if nd′

i , nd′

i+ed < 0
(20)

In three dimensions, we use bilinear interpolation, following [15]:

7



F
i+

1
2

ed
=(1− ηd′′)(1− ηd′′)F

n+
1
2

i+
1
2

ed
+ (1− ηd′′)ηd′F

n+
1
2

i+
1
2

ed±ed

+ ηd′′(1− ηd′)F
n+

1
2

i+
1
2

ed±ed′′ + ηd′′ηd′F
n+

1
2

i+
1
2

ed±ed′′±ed′

(21)

where d 6= d′ 6= d′′, and ±ed′
, ±ed′′

, ηd′ , ηd′′ are given by (19), (20).

If we define Un,exact
i = U(ih, n∆t), then the truncation error is defined to be

τ
n+

1
2

i =
(Un+1,exact

i − Un,exact
i )

∆t
− L(Un,exact)i

where ∆tL(U) denotes the increment of the discrete solution by one time step outlined
above, given data U at the beginning of the time step. This leads to a truncation error
estimate

τ
n+

1
2

i =O(h) if i ∈ N(i′) for some irregular control volume i′

=O(h2) otherwise (22)

This truncation error estimate follows from (1) and the fact that (∇ · ~F )NC has a
truncation error of O(h), independent of κ. From this it follows that the truncation
error of the hybrid method (12) satisfies (22).

The behavior of these methods can be understood from a modified equation analysis.
We expect that the solution to the modified equation

∂Umod

∂t
+∇ · (~F (Umod)) = τ̃ (23)

approximates the numerical solution to one order higher accuracy than the solution
to the original conservation laws do, where τ̃ is the piecewise constant interpolation of

the grid function τn+
1
2 in space and time over each control volume. This suggests that

the reduced order of accuracy in (22) will behave differently depending on whether
or not the irregular boundary is characteristic. In the case that the boundary is
noncharacteristic, a signal is exposed to the O(h) forcing in (23) for a time that
is O(∆t) = O(h), leading to an integrated contribution to the solution error that
is O(h2). In the case that the boundary is characteristic, a signal propagates along
the boundary for an O(1) length of time, leading to an integrated contribution to
the solution error that is O(h). However, that contribution is concentrated along the
boundary, so that the solution error in the interior remains O(h2), leading to an

overall solution error that is O(h2) in L1, O(h
3
2 ) in L2, and O(h) in L∞. For the
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gas dynamics examples considered here, a solid wall boundary is characteristic for
the particle paths, but mostly noncharacteristic for acoustic wave propagation, so we
expect to see convergence rates intermediate between the two limiting cases.

Critical to the success of this approach is the calculation of (∇ · ~F )NC . In control

volumes with κi << 1, (∇ · ~F )NC is almost entirely responsible for the update of

Ui. For that reason, (∇ · ~F )NC must be designed carefully, so that, for example, the
solution on small control volumes comes into equilibrium with the larger ones around
it.

4 Flux Calculation

Given Un
i , we need to compute an O(h2) estimate of the fluxes.

F
n+

1
2

i+
1
2

ed
≈ F d((i + 1

2
ed)h, tn + 1

2
∆t)

Specifically, we want to compute the fluxes at the center of the Cartesian grid faces
corresponding to the faces of the embedded boundary geometry.

For many applications it is useful to perform the flux calculation using nonconservative
variables W = W (U). For the case of polytropic gas dynamics, the primitive variables
are W = (ρ, u, p)T . The quasilinear equations for these variables are given as follows:

∂W

∂t
+

D−1∑
d=0

Ad ∂W

∂xd

= 0 (24)

Ad = ∇UW · ∇UF · ∇W U (25)

We use an upstream-centered Taylor expansion of the solution from the cell center at
the initial time to the cell face at the half-time.

W
n+

1
2

i,±,d = W n
i ±

h

2

∂W

∂x
+

∆t

2

∂W

∂t

= W n
i ±

h

2

∂W

∂x
− ∆t

2

D−1∑
d=0

Ad ∂W

∂xd

(26)
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W
n+

1
2

i+
1
2

ed
= R(W

n+
1
2

i,+,d , W
n+

1
2

i+ed,−,d, d)

where R(WL, WR, d) is the solution to the Riemann problem with left and right states
WL, WR for the 1D equations in the dth coordinate direction.

In computing W
n+

1
2

i,±,ed we follow the approach in [7,14]. We use centered differences with
limiting to approximate the derivatives in the d direction, and a lower-dimensional
Godunov method to approximate the remaining tangential derivatives. In extending
this to the case of embedded boundaries, it will be necessary to replace extrapolation
step (26) on cells that are covered, but adjacent to valid control volumes.

The algorithm is given as follows.

(1)

Wi,±,d = W n
i + 1

2
(±I − ∆t

h
Ad

i )P±(∆d
4Wi)

Ad
i = Ad(Wi)

P±(∆d
4Wi) =

∑
±λk>0

(lk ·∆d
4Wi)rk

where λk are eigenvalues of Ad
i , and lk and rk are the corresponding left and right

eigenvectors.
(2) Transverse predictor step

(i)

W 1D

i+
1
2

ed
= R(Wi,+,d, Wi+ed,−,d, d) (27)

F 1D

i+
1
2

ed
= F d(W 1D

i+
1
2

ed
) (28)

(ii,2D):

W
n+

1
2

i,±,d = Wi,±,d −
∆t

2h
∇UW (F 1D

i+
1
2

ed
− F 1D

i−1
2

ed
) (29)

(ii,3D): For d1 6= d2 6= d

Wi,±,d1,d2 = Wi,±,d1 −
∆t

3h
∇UW (F 1D

i+
1
2

ed
− F 1D

i−1
2

ed
) (30)

W⊥
i+

1
2

ed
= R(Wi,+,d1,d2 , Wi+ed,−,d1,d2

, d) (31)

F⊥
i+

1
2

ed
= F d(W⊥

i+
1
2

ed
) (32)

W
n+

1
2

i,±,d = Wi,±,d −
∆t

2h
∇UW

∑
d′ 6=d

(F⊥
i+

1
2

ed′ − F⊥
i−1

2
ed′ ) (33)
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(iii)

W
n+

1
2

i+
1
2

ed
= R(W

n+
1
2

i,+,d , W
n+

1
2

i+ed,−,d, d) (34)

F
n+

1
2

i+
1
2

ed
= F d(W

n+
1
2

i+
1
2

ed
) (35)

5 Algorithm Details

5.1 Slope Calculation

The notation

CC = A | B | C

means that the 3-point formula A is used for CC if all cell-centered values it uses are
available, the 2-point formula B is used if the cell to the right (i.e. the high side) of
the current cell is covered, and the 2-point formula C is used if the cell to the left
(i.e. the low side) current cell is covered.

To compute the limited differences in the first step on the algorithm, we use the
fourth-order slope calculation [7] combined with characteristic limiting.

∆d
4Wi = ζi ∆̃d

4Wi

∆̃d
4Wi = ∆vL(∆BWi, ∆

LWi, ∆
RWi) | ∆d

2Wi | ∆d
2Wi

∆d
2Wi = ∆vL(∆CWi, ∆

LWi, ∆
RWi) | ∆V LLWi | ∆V LRWi

∆BWi = 2
3
((W − 1

4
∆d

2W )i+ed − (W + 1
4
∆d

2W )i−ed)

∆CWi = 1
2
(W n

i+ed −W n
i−ed)

∆LWi = W n
i −W n

i−ed

∆RWi = W n
i+ed −W n

i

∆3LWi = 1
2
(3W n

i − 4W n
i−ed + W n

i−2ed

∆3RWi = 1
2
(−3W n

i + 4W n
i+ed −W n

i+2ed)

11



∆V LLWi = min(∆3LWi, ∆
LWi) if ∆3LWi ·∆LWi > 0

∆V LLWi = 0 otherwise

∆V LRWi = min(∆3RWi, ∆
RWi) if ∆3RWi ·∆RWi > 0

∆V LRWi = 0 otherwise

There are two versions of the van Leer limiter ∆vL(δWC , δWL, δWR) that are com-
monly used. One is to apply a limiter to the differences in characteristic variables. We
compute expansions of one-sided and centered differences in characteristic variables
and apply van Leer limiter.

∆vL =
∑
k

αkrk

αk =min(2 |αk
L |, 2 |αk

R |, |αk
C |) if αk

L · αk
R > 0

=0 otherwise

αk
L = lk · δWL , αk

R = lk · δWR , αk
C = lk · δW

Here lk = lk(W n
i ), rk = rk(W n

i ). For a variety of problems, including our gas dynamics
example, it suffices to apply the van Leer limiter componentwise to the differences.
Formally, this can be obtained from the more general case above by taking the ma-
trices of left and right eigenvectors to be the identity.

As discussed in [16], for Godunov methods it is necessary to introduce additional
dissipation at strong compressive discontinuities in continum mechanics problems.
Following the approach in [7], we do this using two mechanisms. One, discussed in
Section 4.3, is to add a small amount of antificial viscosity to the fluxes. The other is
to introduce additional slope limiting in places where the steepness of the discontinu-
ity exceeds some threshhold. We compute a flattening coefficient ζi, a multiplicative
factor by which we reduce the slopes. We assume that there is a quantity correspond-
ing to the pressure in gas dynamics (denoted here as p) which can act as a steepness
indicator, and a quantity corresponding to the bulk modulus (denoted here as K,
given as γp in a gas), that can be used to non-dimensionalize differences in p.

ζi = min
0≤d<D

(ζd
i ) if

D−1∑
d=0

∆d
1u

d
i < 0

ζi = 1 otherwise

12



ζd
i = min3(ζ̃

d, d)i

ζ̃d
i = η(∆d

1pi, ∆d
2pi, min3(K, d)i)

∆d
1pi = ∆Cpi | ∆Lpi | ∆Rpi

∆d
2pi = ∆d

1pi+ed + ∆d
1pi−ed | 2∆d

1pi | 2∆d
1pi

min3(q, d)i = min(qi+ed , qi, qi−ed) | min(qi, qi−ed) | min(qi, qi+ed)

ζ(δp1, δp2, p0) = 0 if |δp1|
p0

> d and |δp1|
|δp2| > r1

ζ(δp1, δp2, p0) = 1−R if |δp1|
p0

> d and r1 ≥ |δp1|
|δp2| > r0

ζ(δp1, δp2, p0) = 1 otherwise

where

R =

|δp1|
|δp2| − r0

r1 − r0

and the values we use for the parameters above are r0 = 0.75, r1 = 0.85, d = 0.33.

5.2 Extrapolation to Covered Faces

A covered face is a face whose aperature vanishes. To compute the stable, noncon-
servative divergence of the flux (see (11)), we need a second-order flux at covered
faces. The flux is obtained by solving a Riemann problem at the face. For the side of
the face next to the control volume, we use the extrapolated state from the control
volume. For the other side of the covered face, we must extrapolate from neighboring
values at the same orientation of the face.

Specifically, assume that all i is not covered, but i ∓ ed is covered, so that the face
connecting the two is covered. Then we want to compute Wi∓ed,±,d, given a collection
of values {Wi′,±,d} that are assumed to be defined if α

i′±1
2

ed
6= 0.

5.2.1 Two-dimensional Extrapolation

In two dimensions, extrapolation to covered faces is done as illustrated in figure 3.
First we define the control volumes involved.

iu = i + sd′
ed′ − sded

is = i + sded

ic = i + sd′
ed′

13



where d′ 6= d and sd = sign(nd).

Define W u,s,c, extrapolations to the edges near the control volumes near i.

W u = Wiu,∓,d

W s = Wis,∓,d − sd∆dW

W c = Wic,∓,d

To extrapolate to the covered faces, we use a linear combination of the values defined
above to compute the value along a ray normal to the boundary and passing through
the center of the covered face. We then extrapolate that value to the covered face using
the second-order slopes combined with characteristic limiting described in section 5.1.
In the case where one of the values being used to interpolate corresponds to a value
on the cell adjacent to the covered face in question, (the case illustrated in figure
3) we use a value extrapolated from is (the cell adjacent in the d direction) rather
than i. This choice satisfies the design criterion that the action of the nonconservative
evolution should, over time, tend to make the solution at i tend toward the value of
a locally constant solution in the surrounding cells. This was the design criterion for
computing covered faces in [11]; the procedure given here has the same goal, but using
an approach that produces second-order accurate fluxes. For example, in the case of
a linear equation and the normal pointing in the e1 direction, extrapolation from a
locally constant state to the right of i in figure 3 leads to the solution in i to eventually
take on that constant value. If one used the value at the face extrapolated from i,
the solution would tend to the locally constant value be true only if the advection
velocity were negative; otherwise, the value at i would remain unchanged.

If |nd| < |nd′|:

Wi∓ed,±,d =
|nd|
|nd′|

W c + (1− |nd|
|nd′|

)W u − (
|nd|
|nd′|

sd∆dW + sd′
∆d′

W )

∆d′′
W =

|nd|
|nd′|

∆d′′

2 W n
ic + (1− |nd|

|nd′|
)∆d′′

2 W n
iu , d′′ = 1, 2 (36)

If |nd| ≥ |nd′|:

Wi∓ed,±,d =
|nd′|
|nd|

W c + (1− |nd′|
|nd|

)W s − (
|nd′|
|nd|

sd′
∆d′

W + sd∆dW )

∆d′′
W =

|nd′|
|nd|

∆d′′

2 W n
ic + (1− |nd′|

|nd|
)∆d′′

2 W n
is , d′′ = 1, 2 (37)
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Ae

B

C A

X

Fig. 3. Illustration of extrapolation to covered faces in two dimensions The covered face is
at C. We extrapolate from A to Ae and interpolate between Ae and B to the point X where
the boundary normal intersects the line. We then extrapolate back along the normal to get
to the covered face.

We found that the use of the linear interpolation algorithms (36), (37) to compute the
slopes used in extrapolating to the covered faces led to a more robust and accurate
algorithm than other simpler choices that we considered. The intent is to use slopes
computed at the same cell centers as the values used in the original linear interpolation
in figure 3, and in the same proportions. By using that choice, it appears that no
further limiting of those slopes is required.

If one or both of the faces from which we are extrapolating are covered we drop order.
If only one of the faces is covered we set the extrapolated value to be the value on
the other face. If both faces are covered, we set the extrapolated value to W n

i .

5.2.2 Extrapolation to Covered Face in Three Dimensions

We define the direction of the face normal to be d and d1, d2 to be the directions
tangential to the face. The procedure extrapolation procedure is given as follows.

• Define the associated control volumes.
• Form a 2×2 grid of values along a plane h away from the covered face and bilinearly

interpolate to the point where the normal intersects the plane.
• Use the slopes of the solution to extrapolate along the normal to obtain a second-

order approximation of the solution at the covered face.

Which plane is selected is determined by the direction of the normal. See figure 4 for
an illustration.

If |nd| ≥ |nd1|, |nd2|, we define a bilinear function B that interpolates the 2 × 2 grid
of values.

B(Q, ∆) = A + Bξ + Cη + Dξη − ζ∆i00 (38)
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A = Qi00

B = sd1(Qi01 −Qi00)

C = sd2(Qi10 −Qi00)

D = sd1sd2(Qi11 −Qi00)− (Qi10 −Qi00)− (Qi01 −Qi00)

ξ =
|nd1|
|nd|

, η =
|nd2|
|nd|

, ζ = −1 + sd1ξ + sd2η + (sd1sd2 − 2sd)ξη

sdi = sign(ndi
)

i00 = i + sded

i10 = i + sd1ed1

i01 = i + sd2ed2

i11 = i + sd1ed1 + sd2ed2

B interpolates the values in the (d1, d2) plane in figure 4, with Qi00 the value at A,
Qi00 − sd∆i00 the value at point B, and the remaining values filling in the bilinear
stencil. Using this function, we can define the extrapolated value on the covered face.

Wi∓ed,±,d =B(W·,±,d, ∆
d
2W

n)− B(∆d
2W

n, ∆ ≡ 0)

− sd1
|nd1|
|nd|

B(∆d1
2 W n, ∆ ≡ 0)− sd2

|nd2 |
|nd|

B(∆d2W, ∆ ≡ 0)

d1 6= d2 6= d

(39)

We use the bilinear stencil to interpolate values of both the solution and of the slopes,
except that we use piecewise-constant extrapolation to extrapolate the value of the
slopes from A to B.

The case where one of the tangential directions corresponds to the largest component
of the normal is similar. Assuming |nd1| > |nd|, |nd2|, we define

B(Q) = A + Bζ + Cη + Dξη (40)

with
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A = Qi00 (41)

B = sd(Qi01 −Qi00) (42)

C = sd2(Qi10 −Qi00) (43)

D = sdsd2(Qi11 −Qi00)− (Qi01 −Qi00)− (Qi10 −Qi00) (44)

ζ =
|nd|
|nd1 |

, η =
|nd2|
|nd1|

(45)

i00 = i + sd1ed1 − sded

i10 = i + sd1ed1 − sded + sd2ed2

i01 = i + sd1ed1

i11 = i + sd1ed1 − sd2ed2

Then

Wi∓ed,±,d =B(W·,±,d)− B(∆d1
2 W )

− sd |nd|
|nd1|

B(∆d
2W )− sd2

|nd2|
|nd1|

B(∆d2
2 W )

(46)

If any of the values required to perform the interpolation are unavailable, e.g. because
the cells are covered, we drop order by using a weighted sum of the available values:

Wi∓ed,±,d =

∑
i′ Wi′,±,dκi′∑

i′ κi′
(47)

where the sums are over i′ ∈ {i00, i01, i10, i11}, provided that at least one of the
i′ is not covered. If all of the faces used for interpolation are covered, we set the
extraoplated value to be W n

i .

17



d1

d2

ABC

Fig. 4. Illustration of extrapolation to covered faces in three dimensions. The covered face
is at C. We extrapolate from A to B to form a plane of values in d1 − d2. We interpolate
within that plane to the point X where the boundary normal intersects the plane. We then
extrapolate back along the normal to get to the covered face.

5.3 Artifical Viscosity

For compressive discontinuities in continuum mechanics problems, we add a small
artificial viscosity. This takes the form of an increment to the flux by an undivided
difference of Un.

F
n+

1
2

i+
1
2

ed
:= F

n+
1
2

i+
1
2

ed
−K

i+
1
2

ed
(Un

i+ed − Un
i )

K
i+

1
2

ed
= K0 max(−(Dun)

i+
1
2

ed
, 0)

(Du)
i+

1
2

ed
= (ud

i+ed − ud
i ) +

∑
d′ 6=d

1

2
(∆d

′

ud
′

i+ed′ + ∆d
′

ud
′

i )

∆d′
ud′

i = 1
2
(ud′

i+ed′ − ud′

i−ed′ )|ud′

i − ud′

i−ed′ |ud′

i+ed′ − ud′

i (48)

We modify the covered face with the same divergence used in the adjacent uncovered
face. If i + 1

2
ed is covered, but i− 1

2
ed is not, we set

F
n+

1
2

i+
1
2

ed
:= F

n+
1
2

i+
1
2

ed
−K

i−1
2

ed
(Un

i − Un
i−ed)

This has the effect of negating the effect of artificial viscosity on the non-conservative
divergence of the flux at irregular cells.
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5.4 Computing fluxes at the irregular boundary

The flux at the embedded boundary is centered at the centroid of the boundary xB.
We extrapolate the primitive solution in space from the cell center. We then transform
to the conservative solution and extrapolate in time using the stable, non-conservative
estimate of the flux divergence.

Wi,B = W n
i +

D−1∑
d=0

(xB
d ∆d

4W
n
i ) (49)

W
n+

1
2

i,B = Wi,B −
∆t

2
∇UW (D · ~F )NC (50)

F
n+

1
2

i,B = RB(W
n+

1
2

i,B , ni) (51)

Here RB denotes the solution to the boundary Riemann problem, which takes a value
of W at the boundary and returns a flux that satisfies the boundary conditions.
For continuum mechanics problems in which we are using an artificial viscosity, we
calculate an approximation of the divergence of the velocity at the irregular cell (Du)i

and use it to modify the flux to be consistent with artificial viscosity. The d-direction
momentum flux at the irregular boundary is given by pBnd where pB is the pressure
to emerge from the Riemann solution in equation (51). For artificial viscosity, we
modify this flux as follows:

(Du)i =
D−1∑
d′=0

∆d
′

ud
′

i

pB
i := pB

i − 2K0 max(−(Dun)i, 0)un
i · ni

where ∆d′
ud′

is defined as in (48).
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6 Results

6.1 Convergence Tests

Our test problem is a simple wave propagating in a straight circular channel (a
straight-walled channel in two dimensions). The flow field is a stagnant fluid with
a small perturbation in a single Riemann invariant. We specify an initial profile for
density at time t = 0,

ρ0(x) = ρref (1 + αf(x̄)) (52)

where

f(x̄) =

 (x̄2 − 1)4 if 0 ≤ x̄ ≤ 1

0 otherwise
(53)

with the dimensionless coordinate

x̄ = ~x·n̂/w. (54)

The parameters are α, the amplitude of the wave; w, the width of the wave; and n̂, the
direction of propagation of the wave. The initial pressure is found from the isentropic
relation

ln p0(x)− γ ln ρ0(x) = ln pref − γ ln ρref. (55)

The initial fluid velocity is found by characteristic analysis. The value of the Riemann
invariant

J+ = u +
2c

γ − 1
(56)

is taken from the profile u = u0(x), c = c0(x), while the Riemann invariant

J− = u− 2c

γ − 1
(57)

is taken from the reference ambient conditions u = 0, c = cref. Equating

u0(x) =
1

2
(J+ + J−) (58)

yields

u0(x) =
2

γ − 1
(c0(x)− cref) (59)

The exact solution u(x, t) is obtained by using the profile u0(x+), c0(x+) in (56),
where x+(x, t) = x− (u + c)t, and iterating to convergence of x+.

In the two-dimensional problem, the sides of the channel are at a 30 degree angle
with the x-axis, and the width of the channel is .125. In three dimensions, axis of the
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cylinder is (4, 1, 1) and its radius is 0.0625. The parameters of the pulse are α = 10−4,
w = 0.2, and its direction is along the axis of the cylinder. The finer grid is 256×64×64
and the coarser is 128×32×32 in three dimensions. For the two-dimensional problem,
the grids are 256× 256 and 128× 128.

The truncation error at a given grid resolution, τh, is approximated by

τh =
Uh(∆t)− U e(∆t)

∆t
(60)

where Uh(t) is the numerical solution, and U e(t) is the exact solution evaluated at
grid points. The solution error at a given grid resolution, εh, is approximated by

ε = Uh(t)− U e(t) (61)

Where t is some fixed time interval independent of the mesh spacing. The order of
convergence p is estimated by

p =
log( |ε

2h|
|εh| )

log(2)
(62)

Finally, for the purpose of the convergence study, we have turned off the van Leer
limiters, using instead the linear difference formulas for computing slopes. this allows
us to determine the extent to which the modified equation analysis is valid, without
the contaminating effects of limiters acting at extrema in the interior of the domain.
Similarly, we have also set the artificial viscosity coefficient to zero.

The results of these convergence tests are shown in tables 1 through 12. In both two
and three dimensions, we obtain the expected truncation results in all norms. The
truncation error is first order in max norm, and because of the estimate (22) first
order at irregular cells. Since there are O(nD−1), irregular cells, it follows that the
truncation error should be second order in L1 and O(h1.5) in L2.

The solution error is second-order in L1, as expected, and exhibits behavior interme-
diate between first-order and second-order accuracy in other norms. This is consis-
tent with the modified equation picture of the effect of the truncation error on the
solution error: the boundary is characteristic for the particle paths, but mostly non-
characteristic for acoustic waves, leading both first- and second-order contributions
to the solution error.

6.2 Strong Shock Calculations

We have implemented an adaptive mesh refinement (AMR) wersion of the embedded
boundary solver described above using the same fully conservative method described
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Variable Coarse Error Fine Error Order

mass-density 1.239713e-05 6.472469e-06 9.376179e-01

x-momentum 2.180364e-05 1.240106e-05 8.141054e-01

y-momentum 5.344646e-05 2.449178e-05 1.125797e+00

energy-density 4.339256e-05 2.265505e-05 9.376146e-01
Table 1
Truncation error convergence rates using L∞ norm. hf = 1

256 and hc = 2hf , D = 2

Variable Coarse Error Fine Error Order

mass-density 2.725599e-07 6.900854e-08 1.981727e+00

x-momentum 2.441675e-07 6.253509e-08 1.965133e+00

y-momentum 4.452873e-07 1.134483e-07 1.972702e+00

energy-density 9.539919e-07 2.415380e-07 1.981727e+00
Table 2
Truncation error convergence rates using L1 norm. hf = 1

256 and hc = 2hf , D = 2

Variable Coarse Error Fine Error Order

mass-density 6.701257e-07 2.113327e-07 1.664916e+00

x-momentum 9.718477e-07 3.349814e-07 1.536649e+00

y-momentum 2.309499e-06 8.063959e-07 1.518019e+00

energy-density 2.345529e-06 7.396932e-07 1.664915e+00
Table 3
Truncation error convergence rates using L2 norm. hf = 1

256 and hc = 2hf , D = 2

Variable Coarse Error Fine Error Order

mass-density 2.198289e-05 1.165817e-05 9.150395e-01

x-momentum 2.441534e-05 1.257685e-05 9.570173e-01

y-momentum 3.657839e-05 1.977152e-05 8.875675e-01

z-momentum 3.657839e-05 1.977152e-05 8.875675e-01

energy-density 7.694624e-05 4.080685e-05 9.150394e-01
Table 4
Truncation error convergence rates using L∞ norm. hf = 1

256 and hc = 2hf , D = 3
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Variable Coarse Error Fine Error Order

mass-density 5.532517e-07 1.402915e-07 1.979508e+00

x-momentum 4.926733e-07 1.200369e-07 2.037153e+00

y-momentum 3.884727e-07 9.850097e-08 1.979604e+00

z-momentum 3.884727e-07 9.850097e-08 1.979604e+00

energy-density 1.936452e-06 4.910386e-07 1.979508e+00
Table 5
Truncation error convergence rates using L1 norm. hf = 1

256 and hc = 2hf , D = 3

Variable Coarse Error Fine Error Order

mass-density 2.010660e-06 6.881709e-07 1.546830e+00

x-momentum 2.254747e-06 7.602553e-07 1.568410e+00

y-momentum 1.854337e-06 6.572475e-07 1.496395e+00

z-momentum 1.854337e-06 6.572475e-07 1.496395e+00

energy-density 7.037591e-06 2.408695e-06 1.546830e+00
Table 6
Truncation error convergence rates using L2 norm. hf = 1

256 and hc = 2hf , D = 3

Variable Coarse Error Fine Error Order

mass-density 1.158701e-07 2.706018e-08 2.098265e+00

x-momentum 2.214051e-07 7.641742e-08 1.534715e+00

y-momentum 1.583313e-07 4.180777e-08 1.921104e+00

energy-density 4.055756e-07 9.471992e-08 2.098231e+00
Table 7
Solution error convergence rates using L∞ norm. hf = 1

256 and hc = 2hf , D = 2

Variable Coarse Error Fine Error Order

mass-density 1.843621e-09 4.201618e-10 2.133525e+00

x-momentum 2.429062e-09 5.872275e-10 2.048408e+00

y-momentum 1.452380e-09 3.212463e-10 2.176667e+00

energy-density 6.452813e-09 1.470597e-09 2.133527e+00
Table 8
Solution error convergence rates using L1 norm. hf = 1

256 and hc = 2hf , D = 2
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Fig. 5. Embedded boundary calculation of shock reflection problem in [16]: density field.
The shock Mach number is 10, the ramp angle is 30 degrees, and γ = 1.4. Left: complete
reflection region, showing the AMR grid hierarchy. Right: blowup of double Mach region,
with contours. The problem domain is a 1× .625 rectangle, the effective grid resolution at
the finest level is 1024× 640, and the output time is .064.

in [11]. We use this implementation to compute solutions to time-dependent com-
pressible flow with strong shocks.

In figure 5, we show results for the double Mach reflection test problem in [16] using
an embedded boundary representation of the ramp. In figure 6 we show the same
problem computed using the method in [7] on the grid-aligned configuration in [16].
There are two differences between the grid-aligned and embedded boundary solu-
tions. One is that the grid-aligned case displays signs of incipient Kelvin-Helmholtz
instability in the main contact discontinuity, while the embedded boundary solution
at the same resolution does not. Such a result is not surprising, since the contact
discontinuity in the grid-aligned solution is moving much more slowly in the vertical
direction than the embedded boundary solution, and consequently undergoes less dis-
sipation. The second difference is the signal originating in the grid-aligned case from
the point where the incident shock meets the top boundary. This signal is a numeri-
cal artifact stemming from the mismatch between the discrete traveling wave profile
of the computed shock and the analytic solution imposed as a boundary condition.
The embedded boundary calculation uses a solid wall boundary condition at the top
boundary, which does not lead to such an artifact. Otherwise, the solutions are very
similar. In particular, the leading edge of the jet in the double Mach region intersects
the boundary at right angles in both cases, as it should. This particular feature of
the solution is very sensitive to the details of the solid wall boundary condition, even
in the grid-aligned case, and is a discriminating test of the accuracy of the embedded
boundary representation of the boundary conditions.
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Variable Coarse Error Fine Error Order

mass-density 5.276566e-09 1.109110e-09 2.250197e+00

x-momentum 7.478798e-09 1.873967e-09 1.996711e+00

y-momentum 6.904018e-09 1.577492e-09 2.129804e+00

energy-density 1.846867e-08 3.882026e-09 2.250198e+00
Table 9
Solution error convergence rates using L2 norm. hf = 1

256 and hc = 2hf , D = 2

Variable Coarse Error Fine Error Order

mass-density 3.459602e-07 1.173065e-07 1.560324e+00

x-momentum 5.518585e-07 2.573757e-07 1.100422e+00

y-momentum 3.790191e-07 1.299267e-07 1.544573e+00

z-momentum 3.790191e-07 1.299267e-07 1.544573e+00

energy-density 1.210945e-06 4.106031e-07 1.560317e+00
Table 10
Solution error convergence rates using L∞ norm. hf = 1

256 and hc = 2hf , D = 3

Variable Coarse Error Fine Error Order

mass-density 1.549612e-08 3.785211e-09 2.033461e+00

x-momentum 1.920087e-08 4.955733e-09 1.954001e+00

y-momentum 9.875944e-09 2.831778e-09 1.802210e+00

z-momentum 9.875944e-09 2.831778e-09 1.802210e+00

energy-density 5.423856e-08 1.324875e-08 2.033462e+00
Table 11
Solution error convergence rates using L1 norm. hf = 1

256 and hc = 2hf , D = 3

Fig. 6. Grid-aligned shock reflection calculation. The problem domain is a 1× .25 rectangle,
and the effective resolution at the finest level of 1024× 256. Otherwise the same as Figure
5.
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Fig. 7. Propagation of a Mach 10 shock over an ellipsoidal body – density isosurfaces, and
density on the ellipsoid. Left: early time; right: late time. The color map of the density
values is given on the left of the figure.

Finally, we show a computation in three dimensions of a planar shock reflecting off
an ellipsoidal object (figure 7). This calculation demonstrates the ability of the three-
dimensional algorithm to compute with strong discontinuities intersecting the irreg-
ular boundary.

7 Conclusions

We presented here a new Cartesian grid embedded boundary algorithm for systems of
conservation laws, generalizing the unsplit second-order Godunov method described
in [7,14]. It is formally consistent, with a truncation error that vanishes as the mesh
spacing goes to zero, leading to a method that is at least second-order accurate in L1,
and first-order accurate in L∞. On standard strong-shock test problems, it is robust,
leading to results that are nearly indistinguishable from corresponding grid-aligned
calculations. Using the ideas in [11], we have developed an adaptive mesh refinement
version of this algorithm. With appropriate software support, the present algorithm
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can be used to compute solutions to a broad range of problems in complex geometries.

There are several ways in which the algorithmic ideas described here can be gener-
alized. One is to revisit the hyperbolic free-boundary algorithms in [5,2,12,10]. Such
an approach could potentially lead to more accurate free-boundary methods: for the
case of non-characteristic boundaries, such as shocks and flame fronts, we would ex-
pect uniformly second-order accurate methods in the absence of secondary captured
discontinuities. A second application would be to combine this algorithm with the
finite-volume algorithms for elliptic and parabolic problems in [8,9,15] to solve incom-
pressible or low-Mach number flow problems with irregular fixed or free boundaries,
following the ideas in [1].
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Variable Coarse Error Fine Error Order

mass-density 3.538533e-08 8.544086e-09 2.050153e+00

x-momentum 6.075919e-08 1.965511e-08 1.628199e+00

y-momentum 2.507996e-08 7.694576e-09 1.704621e+00

z-momentum 2.507996e-08 7.694576e-09 1.704621e+00

energy-density 1.238544e-07 2.990567e-08 2.050154e+00
Table 12
Solution error convergence rates using L2 norm. hf = 1

256 and hc = 2hf , D = 3
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