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EXECUTIVE SUMMARY 
The groundwater flow and transport model of the Faultless underground nuclear test 

conducted at the Central Nevada Test Area (CNTA) was accepted by the state regulator and the 
environmental remediation efforts at the site have progressed to the stages of model validation 
and long-term monitoring design. This report discusses the long-term monitoring strategy 
developed for CNTA. Subsurface monitoring is an expensive and time-consuming process, and 
the design approach should be based on a solid foundation. As such, a thorough literature review 
of monitoring network design is first presented. Monitoring well networks can be designed for a 
number of objectives including aquifer characterization, parameter estimation, compliance 
monitoring, detection monitoring, ambient monitoring, and research monitoring, to name a few. 
Design methodologies also range from simple hydrogeologic intuition-based tools to 
sophisticated statistical- and optimization-based tools.   

When designing the long-term monitoring well network for CNTA, a number of issues are 
carefully considered. These are the uncertainty associated with the subsurface environment and 
its implication for monitoring design, the cost associated with monitoring well installation and 
operation, the design criteria that should be used to select well locations, and the potential 
conflict between different objectives such as early detection versus impracticality of placing 
wells in the vicinity of the test cavity. Given these considerations and the literature review of 
monitoring design studies, a multi-staged approach for development of the long-term monitoring 
well network for CNTA is proposed. This multi-staged approach will proceed in parallel with the 
validation efforts for the groundwater flow and transport model of CNTA.  Two main stages are 
identified as necessary for the development of the final long-term monitoring well network for 
the site.  

The first stage is to use hydrogeologic expertise combined with model simulations and 
probability based approaches to select the first set of monitoring wells that will serve two 
purposes. The first is to place the wells in areas likely to encounter migration pathways thereby 
enhancing the probability of detecting radionuclide migration in the long run. The second 
objective is crucial in the short run and is aimed at using this set of wells to collect validation 
data for the model. The selection criteria should thus balance these two objectives. Based on the 
results of the validation process that progresses concurrently with the first monitoring stage, 
either more wells will be needed in this first stage or the second stage will be initiated. The 
second monitoring design stage will be based on an optimum design methodology that uses a 
suitable statistical approach, combined with an optimization approach, to augment the initial set 
of wells and develop the final long-term monitoring network.  

The first-stage probabilistic analysis conducted using the CNTA model indicates that the 
likelihood of migration away from the test cavity is very low and the probability of detecting 
radionuclides in the next 100 years is extremely low. Therefore, it is recommended to place one 
well in the downstream direction along the model longitudinal centerline (i.e., directly north of 
the working point), which is the location with the highest probability of encountering the plume. 
Lack of significant plume spreading, coupled with the extremely low velocities, suggests that 
this one well is sufficient for the first stage. Data from this well, and from additional wells 
located with validation as the prime objective, will benefit the model validation process. In the 
long run, this first monitoring well is going to be crucial for the long-term monitoring of the site 
(assuming that the flow model is validated), as it will be the most likely place to detect any 
plume migration away from the cavity. 
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1. INTRODUCTION 
The Faultless underground nuclear test, conducted in central Nevada, is the site of an 

ongoing environmental remediation effort that has successfully progressed through numerous 
technical challenges. The challenges faced are mainly caused by the substantial uncertainties and 
the lack of sufficient data to characterize a highly heterogeneous subsurface environment. A 
variety of numerical modeling techniques and statistical tools are used to provide the information 
needed to confidently move forward along the remediation path to site closure (Chapman et al., 
2002). Close cooperation between the U.S. Department of Energy (DOE), National Nuclear 
Security Administration; the State of Nevada Division of Environmental Protection (NDEP); and 
supporting scientists from the Desert Research Institute (DRI) has resulted in mutual 
understanding and credible ways of moving forward to site closure despite knowing uncertainty 
will remain. 

Though not immediately obvious, there is an advantage presented by the great depth of 
underground nuclear tests, as compared to more common groundwater pollution problems 
(Chapman et al., 2002). The practical limitations of trying to reduce uncertainty through 
installing and testing characterization wells are more readily accepted when the source of 
contamination is located 1,000 m below ground surface. This is in contrast to some shallow 
groundwater-contaminated sites where the acceptance of uncertainty may be inhibited by the 
ability to install dozens of wells. Yet even at such shallow sites, it is impossible to eliminate the 
uncertainty inherent in subsurface transport calculations and the increase in the number of wells 
may threaten the site’s integrity. 

Validating the stochastic Faultless model will not eliminate uncertainty from the model 
calculations. Confidence in the model must be explained to the public and translated into an 
easy-to-understand statement of acceptable risk, the risk of the incorrect decision (Chapman et 
al., 2002). Key to public acceptance is monitoring. Monitoring can be viewed as the final step 
addressing uncertainty in environmental problems. Groundwater monitoring not only serves to 
build confidence that the system is performing as predicted, it acknowledges the uncertainties 
inherent in the modeling process and the possibility, however remote, of unexpected outcomes. 
Designing a technically robust groundwater monitoring network that samples at optimum 
locations, times, and parameter scales is another nontrivial task (the first being the validation of 
the stochastic CNTA model) ahead for the Faultless site.  

Subsurface monitoring is an expensive, time-consuming, and uncertain process. Because of 
these challenges, monitoring networks should be carefully designed so that the maximum 
amount of information is obtained with available resources. The design of a monitoring network 
consists of defining the number, locations, and sample pattern of sampling sites (Olea, 1984). 
When temporal sampling is relevant, the sampling plan must specify the sampling frequency as 
well. However, prior to any sampling design, one should establish the objective of the 
monitoring program to deal with the question of data collection.  

As pointed out by McLaughlin and Graham (1986), there is frequently confusion over the 
goals of monitoring programs. Major institutional data-gathering efforts, without clearly stated 
goals and objectives, lead to passive groundwater quality monitoring programs that are “data-
rich but information-poor” (Ward et al., 1986; Lee and Jones, 1983a, b). Therefore, defining 
quantifiable objectives is a first step in the design of cost-effective monitoring programs (Mar et 
al., 1986; Bernstein and Zalinski, 1983). Here, second questions can be asked: will field data be 
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used only to characterize the scope of an existing problem, or will they also be used to make 
predictions? Should the monitoring program concentrate on geology, hydrology, or chemistry? 
Often, a single program must simultaneously serve several objectives, which exert conflicting 
demands on limited resources (McLaughlin and Graham, 1986). This, therefore, suggests that 
any systematic approach to monitoring design should be flexible enough to accommodate a 
number of different objectives that are likely to change as more data are collected. 

Once the objectives of the monitoring network have been determined, the next step is to 
decide on the design methodology to best meet these objectives. A large body of literature exists 
proposing different approaches for designing groundwater monitoring networks. Different 
methodologies have been developed for designing monitoring networks that meet a single 
objective, and other methodologies have been developed for meeting multiple objectives. It is 
important to distinguish between the monitoring network objective (or the purpose of the 
monitoring program) and the objective functions that result from the mathematical formulation 
of the design problem. 

 Following this introduction, we present in Section 2 a thorough discussion of the different 
monitoring objectives or purposes and how they may impact the choice of the design 
methodology. Section 3 presents a literature review of the different design methodologies that 
have been developed and used for subsurface monitoring. The important issues and 
considerations that should be accounted for in the monitoring network design are discussed in 
Section 4, highlighting the implications for the CNTA site. A general overview of the proposed 
monitoring plan for CNTA is presented in Section 5, with a discussion of how the monitoring 
plan is linked to the validation plan.    

2. REVIEW OF MONITORING NETWORK OBJECTIVES 

2.1 Objectives of Monitoring Networks 
There is a common need to monitor the subsurface environment with a cost-effective 

network of wells. However, a common need does not imply common objectives. It is the set of 
objectives of a network that determines its specific design (Knopman et al., 1991). These 
objectives are the main factor determining the cost, the level of detail, and the appropriate 
method for the design of a monitoring network (Loaiciga et al., 1992). In general, the well 
network design and selection of well locations should satisfy two broad categories of objectives: 
1) sampling of spatially distributed hydrogeologic variables for the purposes of aquifer 
characterization, and 2) sampling for subsurface pollution monitoring. However, other 
monitoring network objectives include such things as model discrimination (e.g., Knopman et 
al., 1991) and source identification (e.g., Mahar and Datta, 1997).  

Under the general objective of subsurface characterization, monitoring network design may 
be performed for the purpose of characterizing the physical properties of the aquifer (e.g., 
hydraulic conductivity), mapping regional variables (e.g., potentiometric map, water table 
elevation map, or regional groundwater flow), or for parameter estimation. Except for mapping 
regional variables, the other objectives under the physical characterization aspect do not receive 
much attention in terms of sophisticated network design efforts. More often, characterizing 
physical properties or estimating certain parameters is done by selecting sampling locations 
based on hydrogeologic expertise and general knowledge of the site under consideration. 

The more common objective of monitoring networks is related to groundwater quality 
monitoring. Loaiciga et al. (1992) evaluate the various methods for network design available in 



 

 
 

3

the hydrologic literature by considering, among other aspects, the objective of sampling. Their 
review article focuses on groundwater quality monitoring networks. As mentioned earlier, other 
objectives can drive the monitoring network design such as parameter estimation, model 
discrimination, and aquifer characterization. Since the analysis here focuses on the long-term 
monitoring of the CNTA with radionuclide contamination, the review of Loaiciga et al. (1992) 
provides a good starting framework to help understand the issues involved in the long-term 
monitoring of CNTA. Figure 1 shows an augmented classification of the different objectives of 
monitoring networks, which builds around the classification given by Loaiciga et al. (1992) for 
quality monitoring networks and extends it to include the other objectives discussed above.     

Monitoring
Network

Objectives

Aquifer Characterization
Parameter Estimation
Mapping Regional Variables

Source
Identification

Groundwater Quality
Monitoring

Ambient
Monitoring

Detection
Monitoring

Compliance
Monitoring

Research
Monitoring

Model
Discrimination

Plume
Characterization  

 
Figure 1.  Classification of monitoring network objectives (or the purposes of having a monitoring well 

network) 

 
As cited by Loaiciga et al. (1992), Todd et al. (1976) identified four objectives for 

groundwater quality monitoring activities: 1) ambient monitoring, 2) detection monitoring,        
3) compliance monitoring, and 4) research monitoring. Ambient monitoring focuses on 
understanding the characteristics of regional groundwater quality variations over time. This type 
of monitoring is accomplished through routine sampling of wells on a regional basis. The wells 
sampled are often used for public water supply, industrial, or domestic purposes, rather than 
specialized monitoring wells (Loaiciga et al., 1992). Detection monitoring is aimed at identifying 
the presence of certain contaminants as soon as their concentrations exceed background or 
established levels. This type of monitoring is required at and around point and nonpoint sources 
of groundwater contamination. 

Compliance monitoring denotes a stringent set of groundwater quality monitoring 
requirements for chemical compounds at a disposal facility after detecting their presence in 
monitoring wells. Compliance monitoring is enforced to verify the progress and success of 
groundwater cleanup and remediation works. Research monitoring consists of the detailed spatial 
and temporal groundwater quality sampling tailored to meet specific research goals (e.g., 
Knopman et al., 1991).  

A monitoring network for plume characterization is designed such that an existing plume is 
well characterized. The objective here is to delineate the plume extent and the amount of 
contaminant mass within the plume area. The network design objective entails both the 
determination of well locations and of a sampling schedule representing sampling activities for 
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individual wells as a function of time. The goal is to obtain monitoring networks that maximize 
contaminant plume characterization accuracy with a small number of active wells and a small 
total number of wells. 

It is apparent that the long-term monitoring for the CNTA site combines the second and 
third objectives of the groundwater quality-monitoring theme. Detection monitoring provides 
early indications of the migration of radionuclides from the test cavity to the downstream 
direction. At the same time, these data also fall under the compliance monitoring for the purpose 
of assuring that the presence of certain radioactive elements, if confirmed, is characterized and 
understood. 
2.2 Objective Functions 

Given a monitoring objective, the next step is to select a methodology to design the 
sampling network. Some methods for groundwater monitoring network design result in 
mathematical models that yield sampling locations (i.e., the network) and frequency of sampling 
times. Such mathematical models typically seek to optimize a specific criterion of performance, 
or objective function, but the major difficulty in the design process using these models is to 
choose the objective functions that faithfully represent a monitoring objective (Loaiciga et al., 
1992). The main reasons for this difficulty are: 1) the existence of competing criteria that could 
express, at least partly, the monitoring objective, and 2) the dynamic nature of groundwater 
quality monitoring, with possible changes of the monitoring objective over time (Loaiciga et al., 
1992). 

Objective functions that are being used in monitoring network design can be classified as 
either ultimate objectives or surrogate objectives (Loaiciga et al., 1992). Ultimate objectives 
explicitly consider the value of groundwater quality information in achieving monitoring goals 
such as environmental protection (Hsueh and Rajagopal, 1988), the reduction of remediation 
costs, and minimizing exposure risks (Massmann and Freeze, 1987a) or health hazards. 
Surrogate objectives are substitutes for ultimate objectives, and are used in many cases to bypass 
the difficulties posed by the formulation of network design problems in terms of ultimate 
objectives. Examples of surrogate objectives are the minimization of statistical parameters such 
as the variance of contaminant concentrations (Rouhani, 1985) or the minimization of the 
maximum absolute deviation between actual and predicted variables (Loaiciga and Church, 
1990). 

Another important consideration in network design is the dynamic nature of groundwater 
quality programs. In many instances, the network design depends upon the spatial (and also 
temporal) distribution of chemical concentrations in the subsurface, which are often unknown 
before sampling is undertaken. Therefore, network design is typically an iterative process, 
whereby the sampling program (in space and time) must be revised and updated in response to 
changes in information needs and in the gathered data (Loaiciga et al., 1992). This is consistent 
with our proposed iterative validation-monitoring-refinement cycle, which will be discussed later 
in Section 5. 

In summary, the choice of a criterion of performance, or objective function, is perhaps the 
most important step in the design of groundwater quality monitoring networks.  Although there 
is not a single best criterion, the selected criterion must be intimately linked to the overall 
monitoring objective (ambient, compliance, detection, or research), and it must reflect the trade-
offs between competing functions (e.g., exposure assessment or prediction of concentration) and 
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account for the uncertainties commonly plaguing the data used in network design (Loaiciga et 
al., 1992). 

3. REVIEW OF MONITORING DESIGN METHODOLOGIES 
The interest in groundwater quality monitoring has increased significantly in the United 

States since the mid-1970s, fueled primarily by federal legislation that includes the Clean Water 
Act, the Safe Drinking Water Act, the Toxic Substances Control Act, the Resource Conservation 
Recovery Act (RCRA), and the Comprehensive Environmental Response, Compensation and 
Liability Act (CERCLA or “Superfund”) (Loaiciga et al., 1992). Loaiciga et al. (1992) present a 
thorough review of groundwater quality monitoring network design. The review performed in 
this report builds on that review and extends it to include the progress made in monitoring 
network design during the past decade. First, is the classification of monitoring network design 
methodologies, provided by different authors, and augmented into a single chart. Then, a 
literature review is presented that covers the description of the basic idea of each of these 
methods and discusses some of the studies that proposed, developed, or used these 
methodologies.  
3.1 Classification of Network Design Methodologies 

A number of methodologies have been proposed over the years for groundwater monitoring 
network design. Loaiciga (1989) identifies three approaches to the design of groundwater quality 
networks: 1) optimization, 2) simulation, and 3) variance reduction. Andricevic (1990) indicates 
that the two commonly used approaches to analyze and design monitoring networks are 
optimization and simulation. Andricevic and Foufoula-Georgiou (1991) categorize the 
monitoring network design approaches into mixed-integer programming approaches (Hsu and 
Yeh, 1989), kriging and co-kriging application (Carrera et al., 1984; McLaughlin and Graham, 
1986), variance-reduction analysis (Rouhani, 1985), nearest neighbor approach (Olea, 1984), and 
methods based on optimization (e.g., Hsueh and Rajagopal, 1988; Loaiciga, 1989; Andricevic, 
1990) and simulation (e.g., Meyer and Brill, 1988; Massmann and Freeze, 1987a, b). 

At the site-specific or local scale, approaches for locating groundwater quality monitoring 
wells can be classified as either network design or network augmentation (Hudak and Loaiciga, 
1992). The difference between these two approaches will be explained later in this section. A 
comprehensive review of the concepts, models, and methodologies used to design groundwater 
quality monitoring networks is available in Loaiciga et al. (1992). They listed two general types 
of approaches to network design, namely the hydrogeologic and the statistical approaches, where 
the latter type can be further divided into simulation, variance-based, and probability- (or risk-) 
based techniques. 

Andricevic (1996) pointed out that the monitoring network design approaches can in 
general be based on geostatistical methods (e.g., Carrera et al., 1984; McLaughlin and Graham, 
1986; Rouhani, 1985; Rouhani and Hall, 1988), optimization methods (e.g., Olea, 1984; 
Loaiciga, 1989; Andricevic, 1990; Hudak and Loaiciga, 1992; Hsueh and Rajagopal, 1988; Hsu 
and Yeh, 1989), methods based on extensive simulation (e.g., Meyer and Brill, 1988; Massmann 
and Freeze, 1987b), the transfer function method (e.g., Andricevic and Foufoula-Georgiou, 
1991), or the Bayesian decision theory methods (e.g., Grosser and Goodman, 1985; James and 
Freeze, 1993; James and Gorelick, 1994). 

These different classifications are combined and this review built on the classification 
shown in Figure 2. The two main categories and their branches identified by Loaiciga et al. 
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(1992) form the basic structure of the classification. However, the different methodologies 
developed under each of the general themes of Loaiciga et al. (1992) are added and each 
methodology associated with either a network design theme or a network augmentation theme. It 
is also important to note that many of the developed approaches belong to more than one of the 
categories in the figure. For example, a probability-based approach may be cast in an 
optimization framework, a variance-reduction approach may be based on kriging or co-kriging, 
and a simulation approach may be linked to an optimization technique. 

Monitoring Design
Approaches

Hydrologic Approach Statistical Approach

Simulation Variance-Based Probability-Based

Global Variance Reduction Optimization

Kriging

Co-Kriging

Nearest Neighbor

Integer Programming

Mixed Integer Programming

Enumeration

Partial Enumeration

Facility Location Theory

Genetic Algorithms

Bayesian Decision
Analysis

Transfer Function

Mostly Network Augmentation

Mostly
Network
Design

Mostly Network Design

 

Figure 2.  Classification of monitoring network design methodologies. 
 

3.2 Network Design Versus Network Augmentation 
Network design involves the determination of a configuration of monitoring wells for a site 

not characterized by existing wells. Network augmentation is a distinctly different problem. In 
the augmentation problem, monitoring wells are added to a pre-existing network for more 
efficient plume characterization. Information on aquifer properties and contaminant 
concentrations obtained from pre-existing wells, and the locations of these wells, are considered 
in the augmentation process. Variance-based approaches (e.g., Rouhani, 1985; Loaiciga, 1989; 
Graham and McLaughlin, 1989a, b) have been established for the problem of groundwater 
quality monitoring network augmentation in local-scale settings. A heuristic approach for 
network augmentation was proposed by Hudak and Loaiciga (1992). The objective of monitoring 
network augmentation is to locate additional wells to gain further information on maximum 
contaminant concentrations and the spatial extent of the contaminant field. 
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3.3 Literature Review 
The basic idea of each design methodology, in the categories shown in Figure 2, is briefly 

discussed in this section. Examples of studies that used these methodologies for monitoring 
network design are presented.  
3.3.1 Hydrogeologic Approach 

The term “hydrogeological approach” is used by Loaiciga et al. (1992) to describe the case 
where the network is designed based on the calculations and judgment of the hydrogeologist 
without the use of advanced statistical methods. More specifically, the number and locations of 
sampling sites (i.e., wells) are strictly determined by the hydrogeologic conditions near the 
source of contamination. As an example, the RCRA guidelines for groundwater monitoring 
(EPA, 1986) require, at a minimum, four groundwater monitoring wells: one well upgradient and 
three wells downgradient from the source of contaminants. 

The hydrogeologic approach is better suited for site-specific studies where a well-
delineated source of contamination exists (Loaiciga et al., 1992). The main objective of the 
hydrogeologic approach is to detect pollution as soon as the contaminant plume leaves the 
confinements of a waste disposal site. Geologic features such as aquifer layering and the 
presence of fractures determine the need for the vertical placement of sampling points. These 
needs are also determined based on the results of the hydrogeological analysis of the 
groundwater flow and contaminant migration from the source.  
3.3.2 Statistical (or Geostatistical) Approaches 

Commonly, geostatistical sampling procedures are based on the maximization of 
incremental information subject to budget constraints. Various geostatistical techniques have 
been used for groundwater quality monitoring network design that may be grouped into three 
classes:  simulation, variance-based, and risk- or probability-based approaches (Loaiciga et al., 
1992). However, as shown in Figure 2, other geostatistical approaches have been developed that 
do not belong to these categories. These include the Bayesian decision analysis and the transfer 
function approach. Also, some of the different methods developed within each of the 
geostatistical categories are shown in Figure 2. As mentioned earlier, some of the approaches 
developed and the studies discussed in the following sections belong to more than one of the 
categories shown in Figure 2. The placement of any study or methodology in any of the design 
methodology categories is done mainly for ease of presentation and for facilitating the 
comparison between different methods. 
3.3.2.1 Simulation Approach 

The conceptual backbone of the simulation approach is based on the traditional Monte 
Carlo analysis of flow and transport in the subsurface. That is, by generating multiple synthetic 
fields of hydraulic conductivity (normally conditioned on field data), for each of which there will 
be a corresponding contaminant field, it is possible to determine the statistical properties of mass 
transport in an aquifer, and thus the reliability of a monitoring network. For any given 
arrangement of monitoring wells and sampling frequency, the simulation approach yields 
important quantities, such as the probability that a contaminant plume might miss all of the 
sampling points and go undetected, i.e., the probability of a false negative. 

Examples of simulation applications in groundwater quality monitoring network design can 
be found in such works as Massmann and Freeze (1987a, b), Meyer and Brill (1988), Ahlfeld 
and Pinder (1988), and Meyer et al. (1989, 1994). The simulation approach to groundwater 
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quality monitoring network design offers an appealing flexibility to examine the efficiency of 
alternative network configurations and sampling frequencies. 

Due to the linked nature of hydraulic conductivity and mass transport distribution 
generation, and the computational requirements, the simulation approach seems better tailored 
for problems involving contaminant monitoring at the field scale, as indicated by previous 
studies (e.g., Massmann and Freeze, 1987a, b). These authors presented a comprehensive 
framework for landfill design that incorporated uncertainty and allowed for the evaluation of 
selected network alternatives. Meyer and Brill (1988) presented a method to generate optimal 
network alternatives in the framework of Massmann and Freeze that maximized the probability 
of detection while minimizing the number of monitoring wells. Some detailed review of the 
studies by Massmann and Freeze (1987a, b) and Meyer and Brill (1988) is provided, as these are 
among the prominent studies that have been published on monitoring network design and will 
form the basic framework for the proposed monitoring design plan. 

Massmann and Freeze (1987a, b) detail a comprehensive framework for design of a landfill 
operation, including monitoring design for release (or failure) detection. Their objective is to 
maximize the net present value of a stream of costs, benefits, and risks. The risks are associated 
with the costs sustained in the event of failure, with failure defined as a concentration measured 
in excess of a standard at the compliance surface. The probability of failure is reduced by the 
presence of a monitoring network operated by the owner/operator of the landfill and located 
between the source and the regulatory compliance surface. Monitoring contributes to the 
objective function by reducing the probability of failure, or equivalently, increasing the 
probability of detection. This framework reflects the notion that, in designing a monitoring 
network, the objective is not merely the acquisition of information but rather the improvement of 
the overall decisions that are made (Meyer and Brill, 1988). 

Massmann and Freeze (1987a, b) integrate monitoring into their framework by calculating 
the probability of detection given a particular monitoring network. Due to the uncertainties in the 
physical system, a deterministic prediction of detection is precluded, and as such, Massmann and 
Freeze (1987a, b) consider uncertainty in the hydraulic conductivity field. Translating 
uncertainty in the parameters into uncertainty in the model output (hydraulic head or 
concentration) is carried out using Monte Carlo simulations. Massmann and Freeze (1987b) use 
limited trade-off information to illustrate a landfill owner/operator’s response to different 
monitoring alternatives. 

While Massmann and Freeze’s framework is quite general, the development of their study 
is specifically suited for a landfill in which the primary design feature is one or more synthetic 
liners in parallel. Also, the emphasis is placed on the design of new facilities and the regulatory 
policies for licensing new facilities rather than on remedial actions at facilities that have already 
caused contamination.  

The monitoring alternatives considered by Massmann and Freeze (1987a, b), however, do 
not seem to be optimal with respect to maximizing the probability of detection. Meyer and Brill 
(1988) thus built on this framework and developed a methodology that can be used to select 
networks that maximize the probability of detection in the face of uncertainty. This method could 
easily be integrated into the framework of Massmann and Freeze (1987a) to generate optimal 
monitoring alternatives (Meyer and Brill, 1988). In addition, the method can be used to obtain a 
detailed description of the trade-off between different network designs and the probability of 
detection. Massmann and Freeze (1987a, b) and Meyer and Brill (1988) define failure of the 
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monitoring system as nondetection of a plume before reaching the compliance boundary.  
Failure, under this definition, can only be avoided if the monitoring wells are located between 
the landfill and the compliance boundary. 

The method developed by Meyer and Brill (1988) involves the use of two independent but 
linked models, a groundwater contaminant transport simulation model and an optimization 
model.  The optimization model used is a form of the p-median facility location problem known 
as the maximal covering location problem (MCLP). The Monte Carlo technique is used with the 
simulation model to translate uncertainty in the simulation model parameters into uncertainty in 
the contaminant concentration distribution. The simulation model determines which well 
locations would detect a given realization of a contaminant plume with a concentration above a 
specified limit. The facility location model is then used to select a fixed number of well locations 
so that a maximum number of such plume realizations are detected. The selected well network 
maximizes the probability of detection. 

The work by Meyer and Brill (1988) introduced an iterative method that combines 
simulation and optimization to arrive at a network configuration that maximizes the probability 
of contaminant plume detection.  In their approach, Meyer and Brill (1988) transform a problem 
of decision under uncertainty (i.e., selection of the best sampling sites given the imperfect 
knowledge of contaminant distribution) into a deterministic optimization problem. This is done 
by first identifying the best set of plausible sampling sites via Monte Carlo simulation. Having 
identified those plausible sampling sites, an integer mathematical programming level was 
developed to select those sites that maximize the likelihood of detection of the occurrence of 
contaminants in the subsurface, while maintaining the size of the sampling network within 
acceptable limits. 

Failure in Meyer and Brill’s (1988) methodology is defined as the detection of a 
contaminant at or outside the compliance boundary, with a concentration higher than a 
predetermined maximum value (a standard). Any plume that will cause a failure should be 
detected inside the boundary before failure occurs. The algorithm, however, distinguishes 
between the detection of plumes that exceed the standard at the boundary and the detection of 
plumes that exceed the standard inside but not at the boundary. In practice, a single well sample 
that exceeds the standard inside the boundary would not be sufficient to determine if the plume 
would exceed the standard at or outside the boundary. Once a plume is detected, the monitoring 
strategy may be reevaluated with respect to new objectives, such as determining the extent of the 
plume.  

It would be feasible to design the monitoring network to maximize the probability of 
detecting only those plumes that would exceed the standard at or outside the boundary. The 
optimal network for this objective, however, will likely be different from the optimal network 
obtained by maximizing the probability of detecting all plumes that exceed the standard, both 
inside and at or outside the boundary.  

In general, there is no economically feasible monitoring network that can be expected to 
detect all possible plumes arising from a particular contaminant source under uncertain 
conditions. There is a probability of detection associated with any specific monitoring network 
and it can be expected to increase with increased density of the network and/or increased 
frequency of sampling. Increasing the probability of detection requires that either more 
monitoring wells be used or that the wells be located farther from the source. The latter case 
results in an increase in the average detected plume area (Meyer et al., 1994). 
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As cited in Meyer et al. (1994), Haug et al. (1990) presented a method for determining well 
spacing around a landfill site based on the simulation of random hydraulic conductivity fields. 
The single objective considered was the probability that a well is located in a high-conductivity 
lens, thereby focusing on fast migration pathways for detecting any contaminant leaks from the 
landfill. 
3.3.2.2 Variance-based Approach 

The second group of statistical techniques uses additional statistical properties of the 
estimated values and their basis is the estimation variance. Thus in variance-based methods, the 
objective is to minimize the estimation variance or some function of it, subject to various 
constraints. The estimation variance has some useful properties, including the fact that it does not 
depend on the values of individual observations, which allow the planner to pose such questions 
as “how much accuracy is gained if additional observations are made at location x or y?” Among 
variance-based approaches are the global method, the variance-reduction analysis, and the 
optimization methods (Loaiciga et al., 1992). 
Global Method 

The aim of this method is to identify the best pattern (e.g., square, triangular, or other 
geometric arrangement) and the best density (the number of points per unit area) of the sampling 
sites. The works of such authors as Olea (1984), Yfantis et al. (1987), and Christakos and Olea 
(1988) present some global (i.e., over the entire sampling domain) indices for the performance of 
a monitoring program, including the average or maximum variance of estimation. Among the 
approaches that can be described as global geostatistical methods are the random search method, 
the systematic search method, kriging-based methods, and co-kriging-based methods. These are 
discussed in the following. 

Frequently, measurement points in network design are located by random search 
procedures. The estimation variance is computed for each set of measurement points and the set 
that gives the smallest estimation variance is accepted (Journel and Huijbregts, 1978). An 
alternative method is the systematic search method, first suggested by Delhomme and Delfiner 
(1973), which is based on the sequential choice of one additional measurement point at each 
stage (Carrera et al., 1984). These two methods do not yield optimal solutions since the selection 
of the measurement points is not performed simultaneously for the final solution to be optimal. 
Hughes and Lettenmaier (1981) suggested the linearization of the estimation variance and the 
solution of a linear programming problem, but this linearization results in suboptimal solution. 
Szidarovszky (1983) then developed an optimization algorithm where the optimal measurement 
point location is selected from a finite set of alternatives.   

Kriging has been extensively applied to groundwater hydrology (e.g., Delhomme, 1979; 
Gambolati and Volpi, 1979; Chirlin and Dagan, 1980; Sophocleous et al., 1982; Clifton and 
Neuman, 1982; Aboufirassi and Marino, 1983; Yeh et al., 1983).  In these studies, kriging was 
used mainly as a tool for the interpolation of either hydraulic conductivities or heads. The kriging 
variance can be utilized as a guideline for optimal sampling. For instance, the area with the 
highest level of estimation uncertainty can be targeted for further monitoring. 

It is well known that one of the most advantageous features of the kriging is that the 
estimation variance, which measures the uncertainty of the estimation, can be computed before 
the actual measurements are taken. This feature suggests its application to the design of 
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monitoring networks for locating points at which the measurements would minimize the 
estimation variance. 

In a general case the procedure involved in the kriging-based network design would be: 1) 
selection of a finite set of points as potential (additional) measurement points, which can be done 
based on actual possibility of sampling, such as in the case of existing wells, or legal limitations, 
such as in the case of private properties, etc., 2) Estimation of the variogram through available 
data, prior experience, etc., and validating it, if possible, 3) solving for optimal set of 
measurement points, and 4) performing a sensitivity analysis. 

Olea (1984) used universal kriging, an unbiased linear estimator with minimum estimation 
variance properties based upon the theory of regionalized variables for sampling design, and 
considered the average standard error and maximum standard error of estimation over the 
sampling domain as global indices of sampling efficiency. This study treated the specific 
problem of sampling mappable geologic properties, the large class of regionalized variables 
whose observations can be regarded as points in two-dimensional space. 

One of the main advantages of the variance reduction or kriging-based approach is that the 
estimation variance does not depend on the measured parameter values, but only on the location 
of the measurement points. Also, this method does not impose any restriction on the kriging 
method, and thus it can be applied to the design of measurement networks of any variable that 
can be considered regionalized. Carrera et al. (1984) also show that this method is not very 
sensitive to small variations in the variogram parameters because it does not rely on the absolute 
value of the variance, but on its relative variation from point to point.  

McLaughlin and Graham (1986) approach the monitoring network design problem by 
estimating information return due to the decrease in predicted concentration uncertainty, which is 
achieved when new wells are added to an existing network. Their study focuses on the problem 
of defining the extent of an existing three-dimensional contaminant plume that is changing 
slowly, compared to the time scale of the monitoring program. Predicted concentration 
uncertainty is derived from a co-kriging algorithm, which estimates the concentration field from 
point measurements of hydraulic conductivity, head, and concentration. The only prior 
information required for implementing this approach is the form of the covariance function 
assumed for the hydraulic conductivity field, and its parameters, the variance, and correlation 
scales. 
Variance-reduction Analysis 

The kriging approach ignores the overall effect of a new measurement on the level of 
accuracy of the estimated field as a whole. In particular, it overlooks the influence of added data 
on the estimation variances of other interpolated values. Rouhani (1985) proposes an algorithm 
to establish a measure for such an influence. This study presents an algorithm for optimal data 
collection in random fields, the so-called variance-reduction analysis, which is an extension of 
kriging. The variance-reduction analysis is usually used to select a sequence of n points from m 
potential sites to maximize reduction in the total variance of estimates. In these procedures, the 
criteria of site selection are such that they give more priority to points with high estimation 
variances, regardless of their estimated magnitudes. These criteria are suitable for cases where 
the estimated value of the variable of concern is not of primary importance. 

The approach adds the sampling site that contributes most to the reduction of the variance 
of estimation error (of the variable of interest) associated with a set of established sampling 
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locations. This is an iterative technique, which adds the additional sampling location that reduces 
the estimation variance the most. The addition continues until the variance of estimation cannot 
be further reduced, or when some other constraints are violated. 

The purpose of the monitoring design in this case is the mapping and understanding of 
regional variables or random fields. The basis of this approach is the use of information response 
functions, which give the amount of information gain at an arbitrary point due to a measurement 
at another site. The search for a groundwater monitoring network configuration starts with a 
number of existing sample wells to which additional wells from a pool of potential sites are 
added, one at a time. The site of each additional well is chosen to produce the largest added 
information until the estimation variance can no longer be (or can only marginally be) reduced, 
or when the marginal gain in statistical accuracy is outweighed by other constraints, such as 
limited budgets.  

Two optimality criteria are utilized for the ranking of potential sampling sites. The first one 
reflects the amount of information gain (i.e., the variance reduction) due to a new measurement. 
The second function is proportional to the expected economic gains (i.e., the loss reduction) due 
to further sampling. Rouhani (1985) proposes the use of loss functions to convert the increase in 
accuracy into a tangible monetary term. The derivation of a realistic loss function, however, is 
not an easy task, as is shown in such works as Bras and Rodriquez-Iturbe (1976a, 1976b) and 
Bogardi and Bardossy (1985). Marin et al. (1989) presented a method for making regulatory 
decisions regarding waste disposal facilities that incorporated uncertainty and allowed for a small 
set of monitoring alternatives to be evaluated based on the predicted reduction in the 
concentration variance. 

Variance-reduction analysis depends only on the covariance function and the geometry of 
points. This property, in turn, implies that the new added values should comply with the 
estimated covariance function. The statistical nature of the variance-reduction approach limits its 
capability to incorporate complex hydrogeologic settings, and it is most useful when the 
environmental variable of interest has a homogeneous and isotropic spatial behavior (Loaiciga et 
al., 1992).   
Optimization Approaches 

In these approaches, the groundwater quality monitoring network design is posed as a 
mathematical programming problem. Therefore, there is always an objective function, such as 
minimizing the estimation variance of groundwater quality indicators such as contaminant 
concentration (Knopman and Voss, 1988a; Loaiciga, 1989). The objective function is normally 
subject to different constraints such as resource constraints, the governing equations of the 
physical processes (e.g., hydrodynamic dispersion), the statistical constraints (e.g., accuracy of 
groundwater quality parameter estimates (Hsueh and Rajagopal, 1988)), and areal coverage of 
the monitoring network. The mathematical programming problem, represented by the 
optimization of the objective function, subject to these constraints, is then solved by appropriate 
algorithms. In cases where the key outputs of the optimization approach are the location of 
sampling sites from a pool of potential sites, the corresponding programming problem usually 
requires the use of integer or binary variables. 

Hudak and Loaiciga (1992) provide an alternative approach to the statistically based 
variance-reduction approaches for groundwater quality monitoring network augmentation. Their 
heuristic approach, based on facility location theory, is defined by the sequence of steps:                
1) defining a grid containing possible monitoring sites, 2) locating the existing well sites on the 
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grid, 3) calibrating the groundwater flow and mass transport model to concentrations obtained 
from existing wells, 4) using the calibrated concentrations as nodal weights in a modified MCLP 
formulation, and 5) solving the formulation for progressively higher values of a covering 
distance threshold until a specified areal coverage is achieved. They used this approach to 
augment an existing network in an aquifer contaminated by an older landfill. 

Meyer and Brill (1988) presented a simulation-optimization method for the optimal design 
of a monitoring network using the MCLP formulation. The groundwater monitoring network 
design presented by Meyer and Brill (1988) considers two objectives only: minimization of the 
monitoring network cost and maximization of the probability of detecting a contaminant before it 
reaches a compliance boundary (Meyer et al., 1994). A third network design objective often 
considered important is minimizing the extent of contamination; a network should detect a 
contaminant leak while the plume is still small. 

Meyer et al. (1994) presented a method that incorporates system uncertainty in monitoring 
network design and provides network alternatives that are noninferior with respect to several 
objectives. A noninferior solution to a multi-objective problem is a solution for which the value 
of any objective cannot be improved without simultaneously making the value of another 
objective worse. That is, noninferior solutions can only be ranked by applying relative 
preferences for the multiple objectives. The design objectives they considered are 1) to minimize 
the number of monitoring wells, 2) to maximize the probability of detecting a contaminant leak, 
and 3) to minimize the expected area of contamination at the time of detection. Meyer et al. 
(1994) argue that few monitoring network design methods presented in the literature have 
incorporated all of the features mentioned above: multiple objectives, uncertainty analysis, and 
generation of noninferior alternatives.   

Meyer et al. (1994) formulated their network design problem as a multi-objective, integer 
programming problem and used simulated annealing to solve it. They also performed a 
sensitivity analysis, which showed that the predicted performance of a given number of wells 
decreases significantly as the heterogeneity of the porous medium increases. In addition, a poor 
estimate of hydraulic conductivity was shown to result in optimistic estimates of network 
performance. One limitation of this method is its large computational requirement. 

Storck et al. (1997) extended the approach of Meyer et al. (1994) to include a fully three-
dimensional model of the aquifer, contaminant transport, and monitoring wells. Each well in 
Storck et al.’s (1997) method is restricted to only one continuous screened interval; however, the 
screened length for each candidate well need not be the same. 

Hsueh and Rajagopal (1988) tried to formulate certain decision components of a 
groundwater quality monitoring strategy in an optimization model and tried to test and compare 
two configurations of this model in the case of the Cambrian-Ordovician aquifer in Iowa. Their 
study has indicated that there is no single or a globally optimal set of sampling decisions that is 
superior to all others under any circumstances.  

Knopman and Voss (1988) developed an approach based on statistical analysis and the one-
dimensional advection equation and applied it to the choice of sampling locations and the 
sampling times in one-dimensional settings. They proposed a multi-objective formulation of 
sampling network design for site characterization and considered three objectives:  model 
discrimination, parameter estimation, and cost minimization. Cleveland and Yeh (1991) 
proposed a dynamic programming approach for configuring and scheduling a monitoring 
network. Other studies (Andricevic, 1990; Tucciarelli and Pinder, 1991; Lee and Kitanidis, 1991; 
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McKinney and Loucks, 1992) have emphasized the role and utility of monitoring network design 
in remediation. 

Hsueh and Rajagopal (1988) used an analytical optimization in the selection of sampling 
sites.  The simulation approach was used by Meyer and Brill (1988) and Massmann and Freeze 
(1987), who focused on the problem of sampling well locations. Besides sampling sites, van 
Geer (1987) and Andricevic (1989) used the simulation to account for a temporal sampling, by 
specifying sampling frequency as well. 

Loaiciga (1989) developed a similar approach using a mixed integer-programming 
framework for the optimization problem and applied the approach to a two-dimensional 
conceptualization of a buried valley aquifer in Butler County, Ohio. Loaiciga (1989) used two 
mixed-integer programming models for designing time-dependent and time-independent 
groundwater quality monitoring networks. The method represents a generalization of the time-
independent kriging formulation to account for time dependence, by specifying the fixed 
measurement frequency within the sampling horizon.  

The optimization techniques employed in Loiciga’s (1989) approach is analytical in nature. 
Whereas the analytical approach is based on a derivation of the first two moments (mean and 
covariance) of spatial-temporal solute concentration, the simulation approach (e.g., Massmann 
and Freeze, 1987a, b; Meyer and Brill, 1988) attempts to reproduce the statistical behavior of 
solute distribution by repeated generation of synthetic plume realizations. 

Andricevic (1990) tried to address the problem of designing a cost-effective groundwater 
flow monitoring network with focus on temporal sampling. He proposed a methodology that 
couples three methods: 1) stochastic groundwater flow simulation with first- and second-moment 
analysis to evaluate the effects of parameter uncertainty, 2) simulation algorithm for obtaining 
the variances of the piezometric level estimates at the end of the sampling horizon, and 3) 
branch-and-bound algorithm for solving the mathematical programming problem of finding an 
optimal temporal monitoring network design. Carrera et al. (1984) used the branch-and-bound 
algorithm for the spatial sampling design.   

Purwar (1991) and Datta and Purwar (1992) presented modifications to the MCLP 
formulation of Meyer and Brill (1988). Hudak and Loaiciga (1993) presented a methodology to 
design a quality monitoring network for early detection of contamination in an uncontaminated 
multi-layered aquifer system, but uncertainty was not considered in the analysis. Hsu and Yeh 
(1988) proposed a mixed-integer programming method and used it for sampling aquifer 
properties. Ben-Jemaa et al. (1994) proposed a multivariate, geostatistical approach for the 
design of monitoring networks and showed its successful application in a real-case study to 
observe aquifer transmissivity and specific capacity. Hudak et al. (1995) presented a monitoring 
network design method in multi-layered regional aquifers by extending the approach of Hudak 
and Loaiciga (1993). 

Montas et al. (2000) used an optimization technique to characterize contaminant plumes in 
stochastic flow fields. The approach incorporated the time dimension directly into the objective 
function, which is maximized using direct partial enumeration guided by physical considerations 
related to transport processes. The result of the model is a set of monitoring well locations and a 
sampling schedule that minimizes plume characterization errors (in terms of plume spatial 
moments) while satisfying constraints on the maximum number of wells and allowable number 
of active wells. 
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Reed et al. (2000) developed an optimization methodology for sampling plan design for the 
purpose of reducing the costs associated with long-term monitoring of sites with groundwater 
contamination. The method combines a transport model, plume interpolation, and a genetic 
algorithm technique to identify cost-effective monitoring plans that accurately quantify the total 
mass of dissolved contaminant. Application of this methodology to an actual field site indicated 
that sampling costs could be reduced by as much as 60 percent without significant loss in 
accuracy of the global mass estimates (Reed et al., 2000).  

The optimization approach is appealing because, in principle at least, it yields optimal 
sampling locations and sampling times while considering a variety of restrictions on the 
sampling plan (Loaiciga et al., 1992). However, some of the most advanced applications 
reported to date (that incorporate the contaminant transport equations as constraints) have 
obvious limitations. Such limitations concern mainly the required simplifications of the 
hydrogeological setting that must be conducted to prevent the network design problem from 
becoming cumbersome. 

A shortcoming of many optimization-based methods for groundwater quality monitoring 
network design is their static nature, i.e., they yield sampling networks that do not consider the 
iterative nature of many typical groundwater quality monitoring activities. It should be noted that 
in all variance-based techniques (i.e., global, variance reduction, or optimization), it is implicitly 
assumed that the results of new measurement do not cause any significant change in the assumed 
statistical structure (e.g., covariance or semi-variogram) of the variable of interest. The 
assumption of the constancy of the statistical structure has been tested by Rouhani and Fiering 
(1986) for variance-reduction analysis. They observed that “even slight levels of simulated noise 
in the input data cause significant changes in the general pattern of the estimated covariance 
function. On the contrary, the instability of the parameter space has a negligible effect on the 
action space (i.e., the results of sampling network design).” Therefore, it may be concluded that 
despite the questionable nature of the covariance constancy assumption, it does not necessarily 
influence the results significantly (Loaiciga et al., 1992). 

Finally, one of the major disadvantages of variance-based techniques stems from the fact 
that in a practical sense, the objective of minimizing the estimation variance is practically 
intangible and not easily understood by decision makers.  For example, while a planner can 
easily evaluate the cost of an additional sampling, the resulting benefits (i.e., improvement in 
accuracy) remain rather elusive (Loaiciga et al., 1992).  In other words, minimization of the 
estimation variance, as desirable as it may be, is not necessarily a realistic goal in sampling 
design. 
3.3.2.3 Probability-based Approach 

In the presented variance-based approaches, the primary objective is to maximize the 
information gain, represented by the minimization of the estimation variance. However, as stated 
by Rouhani and Hall (1988), these approaches give more priority to points with high estimation 
variance, regardless of their estimated magnitudes. Such variance-based criteria are not suitable 
for a typical groundwater quality monitoring activity, where planners not only desire to gain as 
much information as possible, but also to be able to monitor areas where the variable of concern 
exhibits critical values. This implies that the selection criterion should be modified to include 
both accuracy (represented by the estimation variance) and the magnitude of the estimated values 
(such as contaminant concentrations).  
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Rouhani and Hall (1988) proposed a network design problem that incorporates the level of 
the variable in question (e.g., contaminant concentration) and its variance of estimation. To 
accomplish this task, Rouhani and Hall (1988) propose a sampling scheme that is based on three 
ranking criteria. The first one is a variance-reduction criterion, which ranks the potential 
sampling points according to their variance-reduction capabilities. This criterion is primarily 
concerned with the accuracy of the estimated values. The second criterion is the median ranking, 
which considers only the magnitude of the estimates. The third sampling criterion is the risk 
ranking, which is based on both the accuracy and the magnitude of the estimated values. This 
implies that the selection criterion includes both the accuracy and the magnitude of the estimated 
values of the variable of interest. 

This objective can be accomplished by utilizing the risk value as an alternative selection 
criterion. The risk value is defined as the value of the variable of interest whose probability of 
exceedence is α percent.  For example, the risk value for a log-normally distributed variable can 
be written as (Rouhani and Hall, 1988):  

[ ]{ } [ ]{ }( )[ ]2/1)(ln)(lnexp)( xxx ZVarzZEZ αα +=                                     (1) 

where Zα(x) defines the risk value at location x with the probability of exceedence of α percent,  
Z(x) is the random variable of interest at location x, Var ( ) is the variance, and zα is the standard 
normal variable with a probability of exceedence of α percent. 

Therefore, at each round of kriging, the point with maximal risk value is identified as the 
next best sampling site, which will yield an ordered list of points for site selections. As the level 
of risk, α, is reduced, more weight will be given to the variance. It can thus be inferred that 
variance-reduction analysis is an extreme case of risk ranking when variance has the complete 
weight. On the other extreme, when α = 50 percent, we have the median ranking that totally 
ignores the accuracy of the estimates (Rouhani and Hall, 1988). The method is flexible and by, 
for instance, reducing the exceedence probability level, Rouhani and Hall (1988) showed that 
their method would become similar to minimizing the estimation variance.  They also showed 
that their method could identify critical sampling sites, i.e., those with a high likelihood of 
detecting high concentration levels. 

Morisawa and Inoue (1991) presented a network design method that incorporated 
uncertainty and multiple objectives, including the minimization of cost, maximization of the 
probability of detection, and minimization of the expected time to detect a contaminant leak. 
They reduced the problem to a single objective using multi-attribute utility theory (Keeney and 
Raiffa, 1976) and solved for the network with the greatest expected utility using an enumerative 
search procedure. Their procedure guarantees detection of the contaminants given data on the 
probability of detection at different points in the saturated zone. The well selection is 
accomplished using a two-step procedure: 1) a Monte Carlo simulation of flow and contaminant 
transport in the saturated zone, and 2) utilization of  “fuzzy” theory, comprised of a set of 
mathematical techniques to deal with uncertainty in a wide range of man-machine interface 
issues, to assist in the design of a monitoring well network. The procedure requires a 
mathematical description of a four-attribute design problem using fuzzy utility functions and 
fuzzy weights. An optimum monitoring well network is then defined as the network having 
maximum total utility, which is evaluated as a fuzzy expectation of weighted arithmetic sums of 
the four utilities. One result of the simulation is the definition of relationships between the 
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contaminant of interest and precursor materials. The precursor material can then serve as an 
“indicator” for faster detection of contaminant leaked from solid-waste landfill sites. 

Wilson et al. (1992) presented a method that incorporated uncertainty in the contaminant 
source location and can be used to evaluate network alternatives with respect to the probability 
of detection. Datta and Dhiman (1996) proposed a chance-constrained model to design a 
groundwater quality monitoring network. They used the objective of maximizing the probability 
of detecting contamination at locations where a specified standard concentration was exceeded.  
They incorporated the uncertainties by perturbing the response matrix. 

Warrick et al. (1998) probabilistically analyzed monitoring systems for detecting 
subsurface contaminant plumes. They place irregular arrays of monitoring wells in the 
simulation domain and try to evaluate their detection probability of random contaminant releases 
(or releases with nonuniform probabilities of occurring at a particular location) that are elliptical 
in shape. Their analysis results in statistical probabilities of detecting releases of different sizes 
by the set of sampling points. 
3.3.3 Bayesian Decision Analysis 

Decision analysis is the branch of systems analysis that allows for the determination of the 
best alternative from a set of alternative courses of action. It does not claim to provide an optimal 
solution across all the system variables, as do more sophisticated optimization techniques such as 
linear and nonlinear programming; only the best alternative from a finite set of possibilities is 
identified. 

A major difference, in general, between work in sampling network design and work based 
on Bayesian decision analysis, such as the work by James and Gorelick (1994), lies in their 
goals. The goal in optimal network design has been to minimize sampling costs while estimating 
some quantity, such as the water table elevation, to a specified precision. The goal in Bayesian 
decision analysis is to estimate whether additional information will save more money than it 
costs (James and Gorelick, 1994). 

This analysis may become useful in cases when the modeling results are highly uncertain 
and new field activities for data collection are to be designed. Also, in cases when the collected 
validation data indicate model deficiencies and new data are needed to better conceptualize the 
problem at hand. In such cases, the Bayesian decision analysis is used to determine the most 
cost-beneficial characterization activities for reducing model uncertainty or enhancing system 
understanding and conceptualization. 
3.3.4 Transfer Function Approach 

In classical optimization-simulation approaches, numerical modeling of flow and transport 
cannot be avoided and therefore the numerical grid configuration employed in these models has a 
direct implication on the design of the monitoring network. In the geostatistical method (e.g., 
kriging and co-kriging) sampling network design is based on estimating the point or spatial 
averaged variances of the variable of interest. This requires a substantial amount of existing data 
to estimate the sample variogram, particularly to estimate the variogram range (Andricevic and 
Foufoula-Georgiou, 1991). When data are limited, which is usually the case, one alternative is to 
use covariances to describe spatial statistics. The covariances can be estimated either through 
first-order analysis of the flow and transport equations (e.g., Loaiciga, 1989; Andricevic, 1990) 
or by applying inverse Fourier transform on spectra of concentration, head, and hydraulic 
conductivity (McLaughlin and Graham, 1986). To avoid the computational burden involved in 
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these alternatives, Andricevic and Foufoula-Georgiou (1991) presented a sampling design 
methodology that relies on using a transfer function in the frequency domain to act upon the 
concentration spectrum and provide the sampling error variance, which is used as a measure of 
sampling performance. Their methodology does not require numerical solution of either flow or 
transport equations and it relies mainly on the statistics of the concentration field evaluated using 
spectral representation.  
3.4 Comparison of Studies 

Table 1 shows a summary of about 20 studies that focus on monitoring network design. The 
studies are classified in terms of the objective of the monitoring network and the design approach 
developed or implemented. Also, the table provides the information about the application of the 
monitoring design approach to real field problems or hypothetical ones. In particular, the size of 
the studied domain in each study as well as the size of existing and developed monitoring 
networks are presented whenever applicable in Table 1.  

As can be seen from the table, many of the presented studies deal with regional aquifers 
where large numbers of wells exist and provide important data to aid the network design or the 
network augmentation analysis. Also, it is important to mention that all of the studies in the table 
deal with very shallow aquifers (at most 30 m deep) and thus can propose monitoring networks 
with size in the range of tens of wells. The shallow depth of contamination and the associated 
low well installation costs are an advantage when it comes to monitoring network design as will 
be discussed in Section 4.1.  

It is also important to note that most of the studies listed rely on a combination of tools in 
the design process. The classification of design methodologies presented earlier was aimed at 
organizing the discussion and recognizing the breadth of tools and approaches proposed and used 
for network design or network augmentation. It may, therefore, be expected that efficient design 
methodologies rely on combining many of the tools shown in Figure 2. 

4. ISSUES AND CONSIDERATIONS 
It is well known that the collection of data in the subsurface is a time-consuming and 

expensive activity. Limited resources are very often the reason for the inadequate site 
characterization, such that resulting management decisions have to be made in the face of 
incomplete data and insufficient resources (Andricevic, 1996). These decisions can result in a 
costly over-design to compensate for unavoidable uncertainty or a minimal cost solution, which 
can lead to further environmental deterioration. In both cases, there is a clear need to get the 
most out of the data and to allocate future resources for data collection that will provide the 
largest return. It is hoped that this need will be met by implementing a staged approach to the 
long-term monitoring design of the CNTA area as will be discussed later in Section 5. A 
discussion of the major issues and considerations that should be evaluated when designing the 
long-term monitoring plan for the site follows. 
4.1 Cost Issues 

The cost of data collection is typically one of the largest components of the clean-up cost of 
a site. Collection and chemical analysis of a single water sample, for instance, may require 
thousands of dollars (James and Gorelick, 1994). These statements highlight that the cost of 
running the monitoring program is a major element of consideration in most groundwater 
contamination problems in shallow aquifers. In deep subsurface contamination, as is the case for 
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Table 1. Summary of a number of studies on monitoring network design. 

Number of Wells 
Study Monitoring 

Objective Design Methodology Purpose of Study Area of Studied 
Domain Existing Design 

Output 

Comments 

Carrera et al. 
(1984) 

Characterization 
(Augmentation) 

Statistical (ordinary 
kriging) 

Minimize estimation variance of 
fluctuating concentration 2.5×5.0 km2 

5 w/ and 
9 w/o 
data 

4 out of 9 
available 
wells 

Case study is the San 
Pedro River Basin, 
Arizona 

Olea (1984) Characterization 
(Augmentation) 

Statistical (universal 
kriging) 

Improve sampling pattern for 
monitoring water table 800 mi2 244 47 alternative 

sampling  
Equus Beds Aquifer, 
Central Kansas 

Rouhani (1985) 

Characterization 
(Mapping water 
table level) 
(Augmentation) 

Statistical (variance-
reduction analysis) 

Mapping water table and reducing 
its estimation variance 2,048 mi2 84 20 

Groundwater 
Management District 
no. 4 of Kansas 

McLaughlin and 
Graham (1986) 

Plume 
characterization 
(Augmentation) 

Co-kriging and first-
order stochastic analysis 

to get 2
Cσ  

Monitoring groundwater 
contamination NA NA NA No case study 

 

Massmann and 
Freeze (1987a, b) 

Detection 
monitoring 
(Network design) 

Simulation and 
probability 

Studying interaction between 
risk-based engineering design, 
monitoring, and regulatory policy 

0.4×1.0 km2 0 9 Hypothetical case 
study 

Rouhani and 
Fiering (1986) 

Characterization 
(Mapping water 
table level) 
(Augmentation) 

Variance-reduction 
analysis 

Testing the resilience and 
robustness of variance reduction 40×80 mi2 84 10 Northwestern Kansas 

Rouhani and Hall 
(1986) 

Ambient 
monitoring 
(Augmentation 

Variance-reduction and 
risk-based 

Establishing a regional 
monitoring of groundwater 
quality in a shallow aquifer 

90×100 mi2 29 32 potential 
sampling 

Dougherty Plain, 
S.W. Georgia 

Meyer and Brill 
(1988) 

Detection 
monitoring 
(Network design) 

Simulation MC and 
optimization using 
MCLP 

Design a monitoring network that 
maximizes the detection 
probability  

500×600 m2 0 4 to 6 Hypothetical case 

Hsueh and 
Rajagopal (1988) 

Ambient 
monitoring 
(Network design) 

Optimization using 
integer programming 

Modeling groundwater quality 
sampling decisions NA 669 

53 to 124 out 
of the 669 
wells 

Cambrian-Ordovician 
Aquifer, Iowa  

Loaiciga (1989) 
Ambient/detection 
monitoring 
(Augmentation) 

Optimization using 
mixed-integer 
programming 

Design a groundwater quality 
temporal monitoring plan  2.5×1.7 km2 

12 w/ 
data and 
203 
possible 

76 wells (12 
original + 64) 

Bulter County 
Landfill, Ohio 

Andricevic (1990) 

Ambient 
monitoring or 
characterization 
(Augmentation) 

Optimization using 
branch-and-bound 
technique 

Cost-effective network design for 
regional groundwater flow 
monitoring 

7.7 km2 8 4-12 Pomona County 
Basin, California 



Table 1. Summary of a number of studies on monitoring network design (continued). 

Number of Wells 
Study Monitoring 

Objective Design Methodology Purpose of Study Area of Studied 
Domain Existing Design 

Output 

Comments 

Morisawa and 
Inoue (1991) 

Detection 
monitoring 
(Network design) 

Probability-based using 
fuzzy utility 

Optimum allocation of 
monitoring wells around a landfill 
site 

580×940 m2 0 3 to 5 Hypothetical case 

Knopman et al. 
(1991) 

Research 
monitoring 
(Network analysis) 

Optimization using 
direct enumeration 

Model discrimination and 
parameter estimation 315×75 m2 220 

Subsets of 
220 wells 
analyzed 

Cape Cod Tracer Test 
Data 

Andricevic and 
Foufoula-
Georgiou (1991) 

Plume 
characterization in 
3-D 
(Network design) 

Transfer function 
approach 

Design a monitoring network for 
solute concentration 
characterization 

100×65 m2 

depth = 30 m  0 50 to 300 Hypothetical case 

Hudak and 
Loaiciga (1992) 

Detection 
monitoring 
(Augmentation) 

Optimization using 
modified MCLP 

Location modeling approach for 
network augmentation 2.3×1.15 km2 8 10 Bulter County 

Landfill, Ohio 

Meyer et al. 
(1994) 

Monitoring 
detection (Network 
design) 

Optimization using 
simulated annealing 

Network design to provide initial 
detection of contaminant release 100×65 m2 0 1 to 8 Hypothetical case 

Mahar and Datta 
(1997) 

Source 
Identification 
(Network design) 

Optimization using 
nonlinear integer 
programming 

Optimal design of a sampling 
network to identify the source of 
groundwater pollution  

1300×800 m2 0 3 to 30 Hypothetical case 

 
 
Storck et al. 
(1997) 

Monitoring 
detection (Network 
design) 
(Augmentation) 

Optimization using 
simulated annealing 

Network design to provide initial 
detection of contaminant release 

1.0L×0.5L×0.5L 
 
914×610 ×9 m3 

0 
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5 to 17 
 
 
 
5 to 17 

Hypothetical case 
 
 
Environ. Salinity 
Landfill, Illinois 

Warrick et al. 
(1998) 

Monitoring 
detection 
(Network design) 

Probability- and 
simulation-based 
approach 

Analyzing monitoring systems for 
detection of subsurface 
contaminant plumes 

Normalized  
1.0 × 1.0 0 11 to 224 Hypothetical case 

Montas et al. 
(2000) 

Plume 
characterization 
(Network design) 

Optimization using 
partial enumeration 

Contaminant plume 
characterization in stochastic flow 
fields 

50λ×25λ 
λ is the  
correlation scale 

0 3 to 12 Hypothetical case 

Reed et al. (2000) 
Plume 
characterization 
(Augmentation) 

Simulation  and 
optimization using 
Genetic Algorithms 

Estimating total plume dissolved 
mass at a minimum cost 914×914 m2 20 12 to 15 Hill Air Force Base, 

Utah 
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nuclear testing sites, the major element of cost is the installation of wells. In most, if not all, of 
the studies reviewed in this report the depth of the aquifer and thus the well penetration depth 
does not exceed 30 m below ground surface. In such cases, the cost of installing a well will 
typically range from $10,000 to $25,000. Therefore, when a monitoring program is designed and 
a number of wells, between 10 and 20, need to be placed in an optimal manner, the cost 
encountered for installing these wells does not exceed $0.5 million. The situation is completely 
different for deep subsurface contamination. 

At CNTA, the depth of the nuclear test cavity is about 975 m below ground surface. With 
vertical head gradients identified in the CNTA groundwater model in the vicinity of the test 
cavity, the plume of radionuclides is expected to be migrating at deeper than one kilometer. Any 
long-term monitoring wells should therefore be placed to a depth that is at least equivalent to the 
expected depth to the plume migration path. The cost of installing such a well with the health and 
safety programs required at a DOE nuclear test site ranges from about $1 million to a most likely 
estimate of about $1.5 million. With that high level of installation cost, designing a network with 
a number of wells similar to the range shown in Table 1 is prohibitive and may not be a wise 
investment. It should also be noted that the operating costs of a monitoring network for deep 
subsurface contamination might be less than costs for shallow aquifers, because deeper systems 
typically have fewer wells compared to shallow aquifers, and because operational costs are 
insignificant compared to the initial investment in installing the wells.  
4.2 Uncertainty 

A major difficulty in locating monitoring wells stems from the uncertainty that is a typical 
characteristic of groundwater problems. In relation to monitoring network design, the main types 
of uncertainty affecting monitoring network design are the hydrogeological uncertainty that 
governs groundwater flow and contaminant transport, and the uncertainty about the exact 
location of the contaminant leak (Storck et al., 1997). The latter type of uncertainty is not 
relevant to CNTA, as the location of the source of contamination is known with certainty. The 
deep location of the contaminant source for CNTA exacerbates the difficulty imposed by 
uncertainty in a number of ways. First, having sufficient data to construct the groundwater flow 
and transport models, and to estimate the values of the model parameters is rather difficult. The 
cost element plays an important and limiting role when it comes to installing characterization 
wells. Second, the major assumptions and components of the conceptual models (e.g., boundary 
conditions and flow directions) cannot be easily verified. Such verification requires major field 
activities that are both time-consuming and very expensive. There is, therefore, a major element 
of uncertainty and difficulty associated with deep subsurface contamination that is not dealt with 
in shallow aquifer contamination. 

The uncertainty imposed difficulties and the cost issues discussed above allude to the fact 
that the long-term monitoring at CNTA should be a multi-staged program in which wells are 
installed sequentially and model re-evaluation is performed after the collection of new 
information from these wells. As discussed in Section 4.1, it is not possible from a cost 
perspective to design a 10- or 15-well network. However, even if there is no budgetary 
restriction and 10 or 15 wells can be installed, one cannot base this heavy investment on the 
uncertain model results. The basic aspect of the flow model at CNTA, which is the flow 
direction, is not fully confirmed with existing data and thus cannot be used to design an 
extensive monitoring network. Instead, as the validation stage of the CNTA model (Hassan, 
2003) progresses through incremental installation of wells, collection of new information, and 
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evaluation of the model components, the long-term monitoring network will be based on the 
collective information from these wells and will be built over a long time frame.        
4.3 Conflicting Objectives 

As discussed earlier, monitoring programs are usually required to achieve multiple 
objectives, some of which may be conflicting. For example, a monitoring network for the 
detection of subsurface migration of contaminants from a landfill or a waste disposal facility will 
need to meet multiple objectives such as low cost, high detection probability, and early detection 
to minimize contaminated groundwater volume. These objectives conflict because an increase in 
the detection probability is accomplished by either installing more wells (thus high network cost) 
or by placing the wells further from the source, thereby increasing the average volume of 
contaminated groundwater (Storck et al., 1997). Because of this conflict, one optimal solution 
does not exist, and the trade-offs among these objectives should be considered. 

For the CNTA case, the objectives of the monitoring network are to 1) provide a means for 
evaluating the groundwater transport model and its predictions through the validation process,        
2) provide a system for early detection of radionuclide migration rates in excess of what has been 
predicted by the CNTA model, 3) provide a system with high detection probability that takes into 
account the uncertainty in the migration pathways, 4) provide assurance to the public and to the 
regulators that public health is not compromised, 5) achieve site closure and minimize the long-
term risk of public exposure to contaminated groundwater, and 6) achieve all of these objectives 
at a minimum cost, or, alternatively, maximize the return on the invested budget for this effort.  

It can be seen that some of these objectives are conflicting with one another. For example, 
the early detection objective is in conflict with the objective of high detection probability, as the 
former requires wells to be placed near the test cavity where a well slightly off the true flowpath 
may miss the plume, whereas the latter requires wells to be placed farther away from the cavity 
where a more dispersed plume has a higher probability of detection but also contains a larger 
volume of contamination. Moreover, these two objectives are in conflict with the cost 
minimization objective, as they require high density of wells to provide the early detection and 
enhance the probability of detection. It is thus important to prioritize the list of objectives and 
ensure that high-priority objectives are met first. This is discussed further in the proposed multi-
staged monitoring network development presented in Section 5. 
4.4 Design Criteria 

Selection of design criteria to assess the network performance translates mathematically 
into an objective function that should be either minimized (e.g., risk-based or cost-based 
objective function) or maximized (e.g., benefits-based or information gain-based function). The 
selection of a certain objective function that reflects all of the competing monitoring network 
objectives is a major difficulty. This, however, applies to networks that are large enough to 
warrant the effort for evaluating such mathematical objective functions.  

For CNTA, the selection of design criteria will change over a relatively long time frame as 
the long-term monitoring network is developed. Initially, a number of wells will be placed to 
verify the flow directions and the existence of certain geologic units below the test cavity. These 
verification aspects are crucial to the monitoring design process, as they have direct impacts on 
the direction and speed of radionuclide migration from the test cavity. Also, since transport 
prediction extends to a 1,000-year time frame at CNTA, it is most likely that the monitoring 
objectives will change over time, with a hope that the final monitoring network is logically built 



 

 
 

23

through this proposed multi-staged approach. Each incremental addition to the set of monitoring 
wells will have to be designed in such a way that most of the objectives are met and that the 
appropriate mathematical objective function is used when the network becomes large enough to 
do so. 

5. PROPOSED MONITORING STRATEGY FOR CNTA 
In the analysis of sampling decisions, groundwater professionals wrestle with several 

subjective and probabilistic notions such as detection probability, acceptable precision in 
estimates, and the significance of health effects of various compounds. Explicitly identifying, 
deliberating, and building a consensus around such notions would at least lead to socio-
economically acceptable monitoring decisions (Hsueh and Rajagopal, 1988). Given these 
aspects, the issues discussed above, and the literature review of monitoring design studies 
presented in this report, a multi-staged approach for development of the long-term monitoring 
well network for CNTA is proposed. This multi-staged approach will proceed in parallel with the 
validation efforts for the groundwater flow and transport model of CNTA. Figure 3 is a 
schematic flow chart showing the multi-staged monitoring design approach for CNTA.  

The first stage of the plan is to use the hydrogeologic approach combined with the 
simulation and probability based approaches to select the first set of monitoring wells that will 
serve two purposes or objectives. The first, high-priority objective is the collection of data for the 
validation of the groundwater flow and transport model. The selection criteria will thus be 
tailored more toward meeting this objective and facilitating the collection of the most relevant 
data from the most important locations for evaluating the different model components. The 
second objective, which has a lower priority, is to place this set of wells in locations likely to 
encounter fast migration pathways, and thus benefiting from the wells in the long-term 
monitoring of the site. The first stage will be repeated according to the progress of the CNTA 
model validation processes.  

When the research team (DRI), the model sponsor (DOE), and regulators (NDEP) reach an 
agreement that sufficient confidence has been built into the model through the validation process, 
the second and major long-term monitoring stage will start and will be based on an optimum 
design methodology that uses a suitable statistical approach (e.g., probability based) combined 
with an optimization approach. The following subsections provide some detailed descriptions of 
the proposed approaches. 
5.1 First-stage Monitoring Design Approach   

As mentioned above and shown in Figure 3, the first stage monitoring design is intimately 
linked to the validation process and is used to aid in locating the data collection wells that will be 
used for evaluating the model and may also be used for long-term monitoring purposes. The 
design approach relies mainly on the simulation approach (using the existing CNTA model) 
combined with hydrogeologic expertise and probabilistic design methodology. This first stage is 
crucial for the following reason: the validation stage should intuitively precede the monitoring 
stage, because the validation process proposed for CNTA (Hassan, 2003) is a long-term process 
with an uncertain path, and linking the two processes from the beginning maximizes the benefits 
from each well drilled at the site. By keeping in mind that the validation wells will also serve the 
long-term monitoring purpose, one would maximize the benefit from these wells and be able to 
develop an efficient long-term monitoring program for the site closure. 
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Analyze refined model
for new round of
data collection

Continue interactive
process of validation,

refinement and
monitoring (or data

collection)

Select well locations based on model
results and using first-stage design

approach (see Figure 5 of this report)
for locating validation wells

Start

Start analysis for
evaluating the model

 Different calibration and validation
tests are used to evaluate the model

components and the necessary
iterations are performed (details are in

the validation report, Figure 3)

Field work
and data collection activities

Has enough confidence been
built in the model results?

Stop

No

Yes
Design the long-term monitoring plan

taking into account the existing
validation wells using second-stage

design approach

First-Stage Design

Second-Stage Design

Periodically monitor the site and
evaluate monitoring results

 
Figure 3.  The multi-staged approach for the long-term monitoring network design at CNTA and the 

link to the validation approach. 
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As mentioned earlier, the first stage of the development of the monitoring well network 
may be repeated depending upon the progress of the validation process. In each round of new 
well installation and data collection, the hydrogeologic approach combined with the suitable 
statistical approach will be used to locate new wells. The appropriate statistical approach may 
differ from one round of well selection to another depending upon the size of the existing well 
network and whether one can change the problem configuration from that of network design to 
network augmentation. Also, the objectives of the added wells may change over time leading to 
certain design methods becoming more suitable than others. 

For illustration purposes, we hypothesize the problem of the monitoring network design 
(selection of the well locations for the first stage) as shown in Figure 4. The radionuclide plume 
emanating from the source migrates to the north and one would normally place the monitoring 
wells to intercept the plume. The distance along the flow direction between the working point 
(center of the cavity) and the control plane (CP) passing through each monitoring well is denoted 
as xk. Massmann and Freeze (1987a, b) and Meyer and Brill (1988) consider the failure of a 
monitoring network to occur when the monitoring network does not detect the contaminant 
before it reaches a compliance boundary. In fact, the probability of failure in year t, Pf(t), is 
simply the probability that the time until breach of the landfill containment plus the travel time of 
the plume through the hydrogeological environment lies within year t (Massmann and Freeze, 
1987a).  If these components of failure are independent, Massmann and Freeze (1987a) write 

∑
−

=
−−=′′=′=

op

l

tt

t

l
op

l
f ttttPttPtP

0
}{ )()()(                                            (2) 

 
where t is the time for which the calculations are carried out (year), top is the time at which the 
facility is put into operation (year), t ′  is the time until containment is breached (year), and t ′′  is 
the time of travel for the contaminant plume to migrate from the containment structure to the 
compliance surface (year). Massmann and Freeze (1987a) define the probability in Equation (2) 
as the failure probability of the unmonitored facility. For the monitored facility, they define the 
failure probability as  
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where )(tPm
f is the failure probability of the monitored facility at year t (i.e., the probability that 

containment is breached and contaminants travel through the system to the compliance boundary 
within year t without detection), and Pd is the probability of detection by the monitoring network. 

For the CNTA case, we assume that a monitoring well fails if 1) an arbitrary percentage 
(e.g., 20 percent) of the plume mass crosses the CP normal to the mean flow direction and 
passing through the well, and 2) the well does not detect the presence of contaminants. Since 
these two events are independent of one another, one can define the probability of failure in year 
t for a monitoring well located at xj = (xj, yj, zj), as 
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Figure 4.  Schematic diagram showing the location of contaminant plume, monitoring wells, and the 
distances and definitions used in Equations (2) through (4). 

 
where Pf (t; xjk) is probability that the well located at xj will not detect the plume when α percent 
of its mass crosses the CP located at distance xk from the center of the source along the mean 
flow direction (to the north for the CNTA model) in a time frame less than or equal to t years, 

∫
t

k dxQ
0

);( ττ is the cumulative mass arrival to the CP located at xk, Mtotal is the total mass of 

contaminant available in the aqueous phase, and Pdj is the probability of detection by the 
monitoring well located at xj. For example, if the schematic plume shown in Figure 4 splits along 
the two flowpaths shown, Well 1 may not detect the plume, giving a false negative. This will 
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give a zero value for Pd1, which in turn leads to a high failure probability as shown from 
Equation (4). Analogously, we can define  
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where Ps(t; xjk) is the success probability, that is, the probability that the monitoring well will 
detect the plume in year t if α percent of its total mass or less arrives at the CP of the monitoring 
well by year t. It can be seen that for individual wells, the time-dependent probability of failure 
and probability of success are zero at early times and then they both start to increase when the 
plume reaches the CP where the well is located. If a certain percentage of the plume mass crosses 
the CP before the monitoring well detects any contaminants, Pdj is zero and the success 
probability is zero. If the well detects contaminants before α % of the mass crosses the CP, then 
Pdj is 1.0 and the failure probability becomes zero. This binary decision point provides a tangible 
measure of success, which can be expanded to multiple wells.  

The value of Pdj can be determined from the plume migration analysis. A plume will be 
detected by a monitoring system only if the groundwater flow lines passing through the cavity 
also pass through the monitoring well (Massmann and Freeze, 1987a). In the three-dimensional 
model of the CNTA, wells are expected to have multi-level samplers and thus the probability of 
detection is increased, as any plume intersection along the well sampling intervals will lead to 
contaminant detection. This probability of detection by a monitoring well can be determined 
from Monte Carlo simulations used to predict plume migration. The detection occurs when 
particles representing the contaminant mass (using a particle tracking approach for modeling the 
transport processes) pass through any of the vertical cells where the well is located. However,  to 
account for the temporal aspect, to overcome the issue of the classified initial source mass, and to 
allow for comparing different well locations, the area of the t-z distribution of the normalized 
masses (particle masses) for a monitoring well is used as an indicator of the likelihood of 
detection. Thus the detection probability for a monitoring well j can be obtained using Monte 
Carlo simulation as 
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where NMC is the number of Monte Carlo realizations used in the analysis and Wji can be 
obtained as  
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Mji(τ, z) is the resident mass in the monitoring well cell located at elevation z and time τ, zb is the 
bottom elevation of the lowest cell that can be sampled by the well, and zt is the top elevation of 
the uppermost cell that can be sampled.  
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The implementation of the above analysis is done through the following steps (see Figure 
5). The first step is to identify the possible candidate locations, J, for the monitoring wells. As 
mentioned earlier, the validation data collection is the target and thus the general location is 
based on the data needs for validation. However, the exact location will be determined with this 
analysis where the different candidate locations are compared and the optimal location with 
highest success probability (lowest failure probability) is chosen. The second step is to select a 
time frame for the analysis, which is represented by the simulation time scale, T, and the time, t, 
at which probabilities are to be obtained t. The simulation time scale T will be selected such that 
the first-stage wells will be able to detect (or have a high chance of detecting) the plume should 
the validation tests confirm the flow directions currently identified in the CNTA model. In other 
words, the total simulation time should be large enough compared to the time at which 
probabilities are computed, to enable the computation of the first term on the right-hand side of 
Equations (4) and (5). The purpose of selecting a simulation time, T, that is less than the 1,000-
year time scale of the model, is to reduce computational time and allow for using a sufficient 
number of particles to represent the initial mass.  

The third step is to run Monte Carlo simulations and record for each realization the t-z 
distribution of the resident mass (Mji(τ, z) in Equation 7) within the cells occupied by each 
monitoring well.  The integration of this mass distribution gives Wji for each realization i = 1 to 
NMC and each well j. The fourth step is to compute for each candidate well location the 
probability that α percent of the total plume mass crosses the CP, k, passing through that location 
in time t or less. This can simply be obtained by integrating the total mass flux breakthrough 
curve for  each  CP (k = 1, …K with K ≤ J) from time zero to time t. The fifth step is to use 
Equation (5) to compute the success probability for each candidate well location (due to the 
computational burden, only a finite number of candidate locations will be evaluated). The 
locations with the highest success probability will then be selected as potential well locations. 

Although computationally demanding, the approach described above is simple in nature and 
relies on the simulation approach combined with the hydrogeologic expertise and knowledge 
about the site. A number of reasons lead to the use of this simplified design approach as opposed 
to the automated optimization techniques. First, the underlying model structure is generally 
uncertain to justify an elaborate search for “optimal” designs that may actually be no better than 
ad hoc strategies proposed based on familiarity with the site. Second, the optimization 
approaches are sought in cases of designing a monitoring network that consists of many wells 
and the question becomes where the optimum locations are for these wells. For the CNTA case 
and this first-stage design, only two wells are proposed to be placed in the northern direction 
downstream of the test cavity. These two wells are mainly validation wells and the use of the 
above analysis will aid in optimizing the location of each well to enhance future chances of 
success of the monitoring network. However, the first-stage probabilistic analysis will dictate 
how many wells one should place initially and where to place them. 
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CNTA flow model realizations

Select few candidate locations (e.g., 10 to 15 alternatives)
Select simulation time, T
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Run transport simulations using particle tracking from
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CP (k = 1, … K)

j = j + 1

Compute Pdj for each j =1, … J from Eq. (6)
Compute the first probability term on the RHS of (5) for
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highest success probability

Realization i = 1

Candidate location j = 1

Are all potential locations
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No,  j < J

Yes,  j > J

Compute Mji(t, z) from the
RWPT
Compute Wji from Eq. (7)

Are all realizations
 analyzed?

i = i + 1

Yes,  i > NMC

No,  i < NMC

≤

Stop

α

  

Figure 5. A step-by-step description of the first-stage design methodology. 
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5.2 Second-stage Monitoring Design Approach 
When the validation process has achieved its targeted goals (i.e., sufficient confidence has 

been built in the predictions of the CNTA groundwater flow and transport model), a final 
network augmentation problem can be formulated and solved in a sophisticated optimization 
scheme. Based on the long-term objectives of the monitoring network at this point in the process, 
a statistical approach combining simulation and optimization techniques can be used to augment 
the existing set of wells, by selecting new wells for an optimum monitoring network. A 
promising approach that has recently been adapted for monitoring network design is the use of 
genetic algorithms (e.g., Reed et al., 2000) and combining it with neural networks (Hassan and 
Hamed, 2000, 2001) and search theory (Warrick et al., 1998) or probability-based simulation 
techniques. 

A recently proposed long-term monitoring strategy that relies on the capabilities of recent 
evolutionary computational tools such as Artificial Neural Networks (ANN) and Genetic 
Algorithms (GA) for optimizing the monitoring network can be used for the second-stage design. 
Figure 6 shows the proposed second-stage monitoring network design, which is intended to 
augment the validation wells and form the long-term monitoring network for the site.  

The first step of the analysis is to determine the monitoring objectives (for example, 
detection monitoring) and the constraints on the monitoring system (e.g., budgetary limitations). 
With these objectives and constraints, an arbitrary monitoring system can be developed (step 2 in 
Figure 6) and a mathematical objective function will be formulated to incorporate the system’s 
success probability, total cost, and other relevant performance measures. 

Step 3 in Figure 6 involves changing the different constraints affecting the monitoring 
program to obtain a set of monitoring scenarios with associated objective functions. A relatively 
large number of monitoring scenarios must be generated in this step to allow sufficient coverage 
of the distribution of possible scenarios and monitoring capabilities. Some of these monitoring 
scenarios will be highly efficient; some will be highly inefficient; and the rest will fall between 
the two extremes. It is important that the initial monitoring scenarios cover this range of 
possibilities so that the ANN can be trained with a representative sample of the space being 
searched for optimization. 

In step 4, these monitoring scenarios will be used to prepare input-output pairs representing 
details of the monitoring program (e.g., number and location of sampling points, where sampling 
is taking place, geometry of the monitoring network) on the input side and the value of the 
objective function representing monitoring program efficiency on the output side. These data 
will then be divided into three subsets:  training data, testing data, and validation data. The 
training and testing data will be used to determine the architecture and train the neural network 
(step 5 in Figure 6). The validation data will be used to test and evaluate the ability of the neural 
network to generalize the learned relationship to unseen patterns. 

The initial set of monitoring programs represents the first generation of GA analysis (step 6 
in Figure 6) in which multiple spin offs (or generations) can be generated with high probability 
of large fitness scores (e.g., high likelihood of detection). Because GA will only generate the 
input part of new scenarios (e.g., locations and numbers of sampling points), the trained ANN 
can be used to quickly and efficiently predict the objective function associated with those 
scenarios. 
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Figure 6.  A step-by-step description for the second-stage design approach. 
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A large number of GA-generated scenarios can be tested and evaluated using the ANN in a 
reasonable time, which is one of the powerful advantages of combining the two techniques and 
using them in conjunction with the statistical design methodology. The GA model can generate 
an infinite number of generations with progressively increasing fitness scores. Given the 
complexity of the studied problem, we need to fully explore the search space to the extent 
possible. Using the GA will allow creation of a very large number of monitoring programs in the 
close neighborhood of the optimal solution. Computing the fitness score for each of these 
scenarios would require the Monte Carlo solution of the transport problem as well as the 
application of the first-stage design methodology to obtain the detection probability needed to 
evaluate each scenario’s objective function. This is a prohibitive task from both time and 
budgetary perspectives. Therefore, the power of the proposed tools lies in their computationally 
efficient ability to evaluate the extremely large number of scenarios and to compute their fitness 
scores (using the trained ANN model). This results in saving thousands of CPU hours, dramatic 
reduction in the cost of the analysis, and a high likelihood of designing a close-to-optimum 
monitoring program in this stage. 

Step 7 in Figure 6 involves sorting the fitness scores (e.g., objective functions) obtained 
using the trained ANN. This sorting will allow the selection of the top few scenarios that 
achieved the highest performance or objective functions (i.e., high success probability and low 
total cost). These “efficient” monitoring programs will be individually analyzed using the 
statistical approach (simulation- and probability-based approach) as shown in step 8 in Figure 6. 
Finally, the most efficient monitoring program is selected (step 9 in Figure 6) as the final result 
of second-stage design. 
5.3 Final Remarks on the Monitoring Strategy 

Figures 3 through 6 show a step-by-step description of the general framework of the 
proposed monitoring design approach and its relation to the validation approach for CNTA. The 
multi-staged nature of the approach provides great flexibility to incorporate new information into 
the design approach and new objectives as they develop over time. Hsueh and Rajagopal (1998) 
point out that cost-effective solutions are often attained by systems that are built in an adaptive 
framework, constantly changing yet having a basic structure. The proposed approach embraces 
this philosophy, as the basic structure is to build the monitoring network around and including 
the validation wells and to refine the model predictions whenever new data become available 
before locating any new wells.  

An important aspect to recognize here is that the multi-staged approach includes feedback 
loops for feeding the collected data into the model for refining its predictions and reducing 
uncertainty. As a result of these feedback loops and the two-stage design, it is possible that the 
final network may include early wells that are determined later to not provide optimum 
monitoring data. However, such wells will have provided valuable information for validating the 
model and reducing uncertainty in the final monitoring system. 
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6. FIRST STAGE ANALYSIS 

6.1 Model Simulation and Probability-Based Approaches 
In the first stage, a preliminary analysis is performed to locate one well that will serve the 

dual purpose of collecting validation data and serving as a long-term monitoring well. The latter 
objective is achieved by placing the well in a location with high likelihood of detecting the 
migration of radionuclides according to the flow and transport model predictions. The 
probabilistic analysis performed is based on the size-reduced Faultless model as described in 
Pohll et al. (2002).  

The model described in Pohll et al. (2002) is reduced in size from the original model 
(Pohlmann et al., 1999) because previous modeling demonstrated that areas east, west, and south 
of the Faultless land withdrawal area (UC-1) do not contribute to predictions of radionuclide 
migration. The horizontal dimensions of the new domain are 3.6 km × 3.6 km, whereas the 
thickness of the domain is about 1,350 m.. The model domain is centered over UC-1, and like the 
1999 model, is aligned in the north-south direction (Figure 7). Also consistent with the 1999 
model, each cell in the uniform mesh is a cube having an edge dimension of 50 m. 

 

Figure 7.  Map view of model domain showing the finite difference mesh, the locations of the UC-1 
land withdrawal boundary and the related CNTA boreholes (from Pohll et al., 2002). 
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The flow realizations of this new model were used to perform transport simulations and 
obtain the geometric characteristics of the plume as it crosses a number of CPs (CPs). Transport 
simulations are performed using the random walk particle tracking (RWPT) method. The RWPT 
code used in the 1999 model has been substantially updated to improve the handling of the 
spatial variability of dispersion and porosity, improve the velocity interpolation scheme, and 
incorporate a new approach for simulating the matrix diffusion process. This improved code was 
applied to the 2002 model presented in Pohll et al. (2002). 

Traditional random walk methods (e.g., Kinzelbach, 1988; Tompson and Gelhar, 1990) 
usually rely on the assumption that medium properties such as porosity, θ, and dispersion 
coefficient, D, are sufficiently smooth in space. Discontinuities in effective subsurface transport 
properties that may arise in discrete velocity fields of numerical groundwater flow models 
violate this smoothness assumption (LaBolle et al., 2000). Therefore, when θ or D is 
discontinuous, these standard methods fail (LaBolle et al., 1996) because the gradient terms of D 
and/or θ cannot be formally defined. LaBolle et al., (2000) developed generalized stochastic 
differential equations applicable to the case of discontinuous coefficients (e.g., dispersion 
coefficients) and developed a new random walk method that numerically integrates these 
equations. That method is applicable for cases of abrupt changes in transport parameters and 
velocity values. The new random-walk equations proposed by LaBolle et al. (2000) can be 
written as 

[ ] [ ] ZXXVXVXX ⋅∆++∆+=∆+
21)),((2),( tttt ttttt δD  

where the displacement vector δX is defined as  

[ ] ZXVX ⋅∆= 21)),((2 tttDδ  
 

The approach evaluates the advective component of particle movement using the velocity at 
the current particle position, (xt, yt, zt), and at time t. The dispersive component is performed 
using dispersive coefficients evaluated at an intermediate location, (xt + δx, yt + δy, zt + δz), 
where the increments δx, δy, and δz represent dispersive steps from the current location, (xt, yt, zt) 
to the intermediate location (xt + δx, yt + δy, zt + δz). The details of the approach and how it is 
incorporated in the RWPT code are described in Pohll et al. (2002). 

The transport approach described thus far is appropriate for a porous medium; however, the 
conceptualization of the flow system at Faultless includes highly fractured zones, which have 
correspondingly high flow velocities adjacent to unfractured porous zones. A continuum 
approach is applied in the sense that effective fracture properties (high K and low porosity) are 
assigned to the model cells rather than direct incorporation of discrete fractures. As a result, 
particles are tracked through space in the same manner as for a porous medium, but they 
experience high flow velocities when they pass through a fracture cell.  

Although the RWPT code accounts for matrix diffusion and the interaction between fluids 
in the fractures and fluids in the matrix, for the monitoring design analysis here, this process is 
not included in the analysis. This is simply because the interest here is in the geometric 
characteristics of the plume without regard to the values of the mass flux breakthrough curves or 
the values of contaminant concentrations. The results presented here could essentially be 
obtained with matrix diffusion included but with a much larger number of particles than used 
here, which would unnecessarily increase computation time.  

(8)

(9)



 

 
 

35

Many of the transport parameters are treated as uncertain. These parameters include 
effective porosity for each of the three hydrogeologic categories of the Faultless model, porosity 
of the welded tuff matrix, and dissolution from the nuclear melt glass. Additionally, sorption and 
geochemical release parameters are treated as uncertain for transport cases that include sorbing 
radionuclides. However, the focus here is only on the non-sorbing transport (Class #1’s 
radionuclides) and as such no retardation is considered. This is again due to the focus on the 
physical and geometric aspects of the plume as it crosses the selected CPs. 

The transport calculations employ the RWPT method and the three-dimensional Darcy flux 
fields using the same grid discretization and domain size as the groundwater flow model (Pohll 
et al., 2002). The radionuclide source is assumed to be the entire Faultless cavity, which is 
simulated in the model as a cube having edge lengths of 200 m, and within which particles are 
uniformly distributed. The values of the transport parameters that are not treated as uncertain are 
listed in Table 2. The time step length for each realization is calculated within the RWPT code 
using the values of porosity for the three categories associated with that realization. Time step 
lengths are chosen so that the Courant numbers for any realization are less than one to ensure 
that particles are not transported a distance equal to the dimension of one grid cell (50 m) in a 
single time step.  
 

Table 2. Values of parameters that describe the configuration of the transport model and values of 
deterministic parameters. Time step length is variable because it is determined for each 
realization from the maximum velocity. 

Parameter Value 
Location of Source, Nevada Central Coordinates  

Easting (m) 191,675 
Northing (m) 431,075 
Elevation (m AMSL) 885 

Edge Length of Source (m) 200 
Source Mass, M0 1.0 
Northing Coordinates of CPs (m) 431,275   431,325   431,375   431,425   431,475   

431,525   431,575   431,675   431,775   431,875   
Infill Time (years) 30 
Total Simulation Time (years) 1,000 
Time Step Length, ∆t (days) 2.5 to 1,526.8 
Times at which Output is Analyzed (years) 100, 200, 500, 1000 
Longitudinal Dispersivity (m) 0.05 
Transverse Dispersivity (m) 0.005 
Molecular Diffusion 0.0 
Number of Realizations 500 

 
 

The simulation layout is shown schematically in Figures 8 through 10. Figure 8 shows a to-
scale, three-dimensional view of the simulation domain, the cavity location and five CPs located 
at 200, 250, 300, 350, and 400 m from the working point normal to the northwardly flow 
direction (see Table 2 for the northing coordinates of these planes). The figure also shows a 
zoom-in view showing the source and the five CPs, with the y-axis scale exaggerated to clearly 
show the five CPs. A plan view is also presented to show the numbering sequence of the CPs, 
which will help in tying the results to this schematic picture. This plan view is also exaggerated 
in terms of the y-scale. Figure 9 is similar to Figure 8 except that it shows the other five CPs that 
are located at 450, 500, 600, 700, and 800 m from the working point. The last CP that is located 
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at 800 m from the working point is coincident with the northern boundary of the UC-1 land 
withdrawal area. It should be pointed out that the (0, 0, 0) origin in the three-dimensional views 
of Figures 8 and 9 corresponds to the coordinates 189,875 m East, 429,275 m North, and 295 m 
elevation. 

 
 
 

 
Figure 8.  A three-dimensional view (top - to scale) showing the model domain, the cavity and the five 

CPs (CP # 1 through CP # 5), a zoom-in around the cavity and the CPs (right - exaggerated 
scale in the y-direction to allow distinction between control planes), and a two-dimensional 
plan view showing the location of the five CPs relative to the cavity (bottom - again with 
exaggeration in the y-scale).  
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Figure 9.  A three-dimensional view (top - to scale) showing the model domain, the cavity and the five 

CPs (CP # 6 through CP # 10), a zoom-in around the cavity and the CPs (right – exaggerated 
scale in the y-direction to allow distinction between control planes), and a two-dimensional 
plan view showing the location of the five CPs relative to the cavity (bottom – again with 
exaggeration in the y-scale).  

 
Figure 10.  Schematic representation of the plume width and height as particles cross the CP. 
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Transport simulations are conducted for the 1,000-year regulatory time frame. The particles 
representing the radionuclide source are tracked in the space-time domain for the total simulation 
time of 1,000 years. At every time step and for each CP, the dimensions of the plume as it 
crosses a particular CP are obtained and recorded. Figure 10 shows how the plume width, height, 
and centroid (or center of mass) location are obtained for a certain CP. Therefore, for each CP, 
the plume width, height, and (X, Z) coordinates of the plume center of mass are recorded for 
every time step. This output is subsequently analyzed at times 100, 200, 500, and 1,000 years 
after detonation. For any of these four times, the maximum plume width and the maximum 
plume height that were ever attained from time zero until this time are selected for plotting the 
histograms discussed shortly. For the center of mass of the plume as it crosses the different CPs, 
the average value of the center of mass location is obtained by averaging the non-zero values 
from time zero to the current time. The zero values of the center of mass of the plume are 
attained when no particles exist in the vicinity of the CP at the current time step. This occurs due 
to the dispersion of particles and the fact that they do not migrate in a continuous manner.  

Figures 11 and 12 show the distribution of the percentage of total mass that crossed each of 
the 10 CPs at the specific times considered. The number of realizations with mass crossing the 
control plane is presented on the figures as Ntot for each case. For t = 100 years from detonation, 
only 54 realizations (out of 500) had mass arriving at CP # 1, and the fastest migration rate 
among these realizations only led to about 12 percent breakthrough. Again this is based on 
ignoring matrix diffusion, and no radioactive decay is considered. For CP # 10 that is aligned 
with the UC-1 land withdrawal area, only seven realizations exhibit a breakthrough with a 
maximum of less than 2 percent. After 1,000 years, the number of realizations showing 
breakthrough values at CP # 1 becomes 163 and at CP # 10 becomes 95 with a maximum mass 
arrival of about 50 percent in both cases.  

Based on these results, it can be seen that the likelihood of migration (and thus the 
likelihood of plume detection) away from the Faultless cavity is very low. For the nearest CP 
that is located only 200 m north of the working point, only one third of the realizations show 
breakthrough values within the 1,000-year regulatory time frame. This number is likely to 
significantly decrease if one accounts for matrix diffusion and radioactive decay. The farther 
away one gets from the working point the lower the likelihood of detection becomes. Therefore, 
though the location of the monitoring well is based on the physical and geometric characteristics 
of the predicted plume, it is actually very unlikely that any radionuclide migration will be 
detected. However, it is also important to note that this monitoring well will provide valuable 
information for the validation process of the CNTA model. 

In Figures 13 through 16, the distribution of the plume width and plume height as defined 
in Figure 10 is plotted for the different times and the different CPs. It is seen that the plume 
width is in many realizations between 100 and 200 m and the plume height is also around 100 to 
200 m in many realizations. Only in a few realizations does the plume width exceed 500 m. With 
the fractured nature of the densely welded tuff unit that encounters most of the northern 
migration, the actual width and height of the plume may in fact be smaller than predicted by the 
model. This is because the model applies a continuum approach to this problem and for 
realizations involving flow through fractured tuffs, this may overestimate dispersion.        
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Figure 11.  Distribution of the total mass crossing CP # 1 through CP # 5 at different times.  
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Figure 12.  Distribution of the total mass crossing CP # 6 through CP # 10 at different times.  
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Figure 13.  Plume width distribution for CP # 1 through CP # 5 at different times.  
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Figure 14.  Plume width distribution for CP # 6 through CP # 10 at different times.  
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Figure 15.  Plume height distribution for CP # 1 through CP # 5 at different times.  
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Figure 16.  Plume height distribution for CP # 6 through CP # 10 at different times.  
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Figures 17 through 20 show the distribution of the X and Z location of the plume center of 
mass when it crosses the CPs. The figures show that the center of mass in many realizations is at 
about X = 1,800 m from the domain origin, which coincides with the longitudinal centerline of 
the domain. In the Z direction, the plume center of mass is more or less normally distributed with 
a central tendency around Z = 500 m. This is about 100 m below the working point elevation. 
The distribution in the vertical Z direction provides a guidance of where to sample the 
monitoring well for concentration measurements. It should be mentioned, however, that the 
variability of the Z location between realizations is partly a result of the uncertainty in the 
location of the densely welded tuff unit which is built into the CNTA model. Therefore, it is 
important to realize that most of the lateral flow to the north occurs through this welded tuff unit.  
The location of the sampling interval in any well should be tied to the location of the densely 
welded tuff unit when it is encountered in the field. If the unit is not encountered during drilling, 
then one would place the sampling intervals according to the guidance provided by the 
distributions in Figures 19 and 20.  

The small cross-sectional size of the plume and the limited distribution of the center of 
mass location in multiple realizations suggest that an optimum placement can be realized by a 
single well (though even this well will have a low likelihood of plume detection due to the low 
likelihood of migration, as previously discussed). A greater degree of spreading, either through 
dispersion of the plume or variation in plume location from realization to realization, would 
require more wells for adequate coverage. The results also indicate that the location likely to 
encounter plume migration is along the longitudinal centerline of the domain downstream of the 
cavity. For early detection of fast migration pathways, one would place the monitoring well as 
close to the cavity as practically as possible. There are two reasons that limit the practicality of 
being close to the cavity. The first is the increased workers risk incurred by drilling into, or very 
near nuclear cavities where radionuclides can be injected by the blast. The second is that the 
Faultless model was constructed using “far-field” conditions. This means that features specific to 
effects from the nuclear test, such as faults and collapse structures, were not included in the 
model because it was assumed that radionuclide migration in the long term would be dominated 
by the characteristics of the natural groundwater system. Thus the accuracy of the model can be 
expected to be higher at greater distances from the cavity. Balancing the desire for proximity 
with those two considerations will control how close a well can be placed.    
6.2 Hydrogeologic Approach 

The monitoring well selection process described above relies on multiple simulations of the 
Faultless numerical model to identify locations with the highest probability of detecting 
contaminant migration. The model itself is built upon all available hydrogeologic data and also 
incorporates hydrogeologic analysis and intuition applied during the data analysis and calibration 
stages. Thus the hydrogeologic approach is incorporated within the model simulation approach.  

In addition to the application of hydrogeologic knowledge through the modeling, the 
development of the monitoring network for CNTA will also be subject to the hydrogeologic 
approach during implementation. Insight developed from knowledge of the hydrogeologic 
environment will directly affect the final well completions. For example, transport through 
fractures in welded tuff is known to present a possible fast pathway. Though the simulation and 
probability-based approaches indicate that the best vertical location to sample is about 100 m 
below the working point, if a welded tuff unit is identified during drilling, it is likely to present a 
desirable location for a well screen, whether or not it is at that exact vertical location. Other 
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factors that will be considered during drilling and testing any monitoring well are the hydraulic 
heads encountered and the identification of faults or other significant hydrogeologic features. As 
this information will only be available during the field work, it is likely to be incorporated in the 
monitoring well design through the use of the hydrogeologic approach, though it is possible that 
some additional numerical simulations could be performed as data are collected. 

7. CONCLUSIONS 
A multi-staged approach for development of the long-term monitoring well network for the 

Central Nevada Test Area (CNTA) is proposed. This multi-staged approach will proceed in 
parallel with the validation efforts for the groundwater flow and transport model of CNTA as 
described in Hassan (2003). The first stage of the plan is to use hydrogeologic insight combined 
with the simulation and probability-based approaches to select the first set of monitoring wells 
that will serve two purposes or objectives. The first objective is to place this set of wells in 
locations likely to encounter fast migration pathways so that the likelihood of the detection of 
plume migration is enhanced. The second objective is the collection of data for the validation of 
the groundwater flow and transport model, and thus benefiting from the wells in the validation 
process of the CNTA model. The first stage will be repeated according to the progress of the 
CNTA model validation processes. Wells are added sequentially and data are collected and used 
to evaluate the model and refine its predictions. When the research team, the model sponsor, and 
regulators reach an agreement that sufficient confidence has been built in the model through the 
validation process, the second long-term monitoring stage will start. In this stage an optimum 
design methodology should be used and should focus on augmenting the existing well network 
for the purpose of enhancing the probability of detecting contaminant migration away from the 
site boundaries.  

The first-stage analysis is performed for locating the initial set of monitoring and validation 
wells using the refined CNTA model (Pohll et al., 2002). The probabilistic analysis indicated 
that the likelihood of migration away from the test cavity is very low and the probability of 
detecting radionuclides in the next 100 years or so is extremely low. However, this assumes that 
the current model predictions are close to reality. Therefore, it is recommended to place one well 
in the downstream direction along the model longitudinal centerline (i.e., directly north of the 
working point), which is the location with the highest probability of encountering the plume. 
This well will likely benefit the model validation process more than the monitoring process in 
the near future. In the long run, the well is going to be crucial for the long-term monitoring of the 
site (assuming that the flow model is validated), as it will be the most likely place to detect 
plume migration away from the cavity if it happens.    
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Figure 17.  Distribution of the X location of the plume center of mass when crossing CP # 1 through     

CP # 5 as average values from time zero to the given times.  



 

 
 

48

 
Figure 18.  Distribution of the X location of the plume center of mass when crossing CP # 6 through     

CP # 10 as average values from time zero to the given times.  
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Figure 19.  Distribution of the Z location of the plume center of mass when crossing CP # 1 through     

CP # 5 as average values from time zero to the given times. 
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Figure 20.  Distribution of the Z location of the plume center of mass when crossing CP # 6 through     
CP # 10 as average values from time zero to the given times. 
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