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Disclaimer 
 

This report was prepared as an account of work sponsored by an agency of the United States 
Government.  Neither the United States nor any agency thereof, nor any of their employees, 
makes any warranty, express or implied, or assumes any legal liability or responsibility of the 
accuracy, completeness, or usefulness of any information, apparatus, product, or process 
disclosed, or represents that its use would not infringe privately owned rights.  Reference herein 
to any specific commercial product, process, or service by trade name, trademark, manufacturer, 
or otherwise does not necessarily constitute or imply its endorsement, recommendation, or 
favoring by the Untied States Government or any agency thereof.  The views and opinions of 
authors expressed herein do not necessarily state or reflect those of the United States 
Government or any agency thereof. 

 



Final Technical Report Michigan Technological University  DE-AC26-98BC15135 

October, 2002  Page 3 

Abstract 
The project, “Calibration of Seismic Attributes for Reservoir Calibration,” is now complete. Our 
original proposed scope of work included detailed analysis of seismic and other data from two to 
three hydrocarbon fields; we have analyzed data from four fields at this level of detail, two 
additional fields with less detail, and one other 2D seismic line used for experimentation.  We 
also included time-lapse seismic data with ocean-bottom cable recordings in addition to the 
originally proposed static field data.  A large number of publications and presentations have 
resulted from this work, inlcuding several that are in final stages of preparation or printing; one 
of these is a chapter on “Reservoir Geophysics” for the new Petroleum Engineering Handbook 
from the Society of Petroleum Engineers. 

Major results from this project include a new approach to evaluating seismic attributes in time-
lapse monitoring studies, evaluation of pitfalls in the use of point-based measurements and facies 
classifications, novel applications of inversion results, improved methods of tying seismic data to 
the wellbore, and a comparison of methods used to detect pressure compartments.  Some of the 
data sets used are in the public domain, allowing other investigators to test our techniques or to 
improve upon them using the same data. 

From the public-domain Stratton data set we have demonstrated that an apparent correlation 
between attributes derived along ‘phantom’ horizons are artifacts of isopach changes; only if the 
interpreter understands that the interpretation is based on this correlation with bed thickening or 
thinning, can reliable interpretations of channel horizons and facies be made.  From the public-
domain Boonsville data set we developed techniques to use conventional seismic attributes, 
including seismic facies generated under various neural network procedures, to subdivide 
regional facies determined from logs into productive and non-productive subfacies,  and we 
developed a method involving cross-correlation of seismic waveforms to provide a reliable map 
of the various facies present in the area.  The Wamsutter data set led to the use of unconventional 
attributes including lateral incoherence and horizon-dependent impedance variations to indicate 
regions of former sand bars and current high pressure, respectively, and to evaluation of various 
upscaling routines. The Teal South data set has provided a surprising set of results, leading us to 
develop a pressure-dependent velocity relationship and to conclude that nearby reservoirs are 
undergoing a pressure drop in response to the production of the main reservoir, implying that oil 
is being lost through their spill points, never to be produced.  Additional results were found using 
the public-domain Waha and Woresham-Bayer data set, and some tests of technologies were 
made using 2D seismic lines from Michigan and the western Pacific ocean. 
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Executive Summary 
The project, “Calibration of Seismic Attributes for Reservoir Calibration,” is complete, having 
expanded our original scope considerably beyond that which was proposed.  We have applied 
conventional and new methods of analysis and interpretation to four main data sets, including 
one time-lapse data set, and tested some specific technologies on additional data.  

The main results of the project can be classified along these lines: 

� Pitfalls (how to use ‘phantom’ horizons carefully) 

� Unconventional attributes 

� Lateral extent of incoherence 

� Cross-correlation with ‘type’ seismograms 

� Impedance variation within specific layers 

� Detection techniques for pressure compartments and fluid migration 

� Upscaling from sonic to seismic 

� Methodology 

� Recommendations for routine implementation 

� Pressure-dependence of elastic properties 

� New relations based on dry-frame laboratory measurements 

� Importance of inclusion in time-lapse studies 

� Reservoir behavior detected from time-lapse seismic observations 

The public-domain Stratton data provided a challenge in thin-bed reservoir characterization in 
the absence of sonic-log calibration data.  In general, the seismic character of potential 
productive zones is obscure in this data set, and horizons containing the pay zones are typically 
discontinuous.  Previous work by other authors has demonstrated the apparent usefulness of 
simple attributes mapped along ‘phantom’ horizons which were tied at one well through a VSP 
and controlled by a constant offset from a nearby continuously tracked horizon.  We have 
demonstrated in this project that this apparent correlation is often an artifact of isopach changes, 
which dominate the interpretations based on simple attributes and on seismic facies analysis.  
However, if the interpreter understands that the interpretation is based on this correlation with 
bed thickening or thinning, reliable interpretations of channel horizons and facies can be made. 

The public-domain Boonsville data set provided another challenge in thin-bed reservoir 
characterization, in which the seismic character of a productive sand zone appears to be 
indistinguishable from that of a non-productive limestone. In this case, the interplay of 
impedance and thickness conspire with tuning to produce the similarity in most attributes.  This 
problem was attacked with two methods.  In the first method, a technique was developed that 
made use of the well-log interpretations to divide the area into a number of facies, following a 
reasonable geological model;  then the seismic attributes, including seismic facies generated 
under various neural network procedures, were used to further subdivide those regional facies 
into productive and non-productive subfacies.  In the other method, a new technique involving 
cross-correlation of seismic waveforms was developed to provide a reliable map of various 
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facies present in the area; we think this technique holds great promise for other data sets as well, 
and it appears to be extremely robust. 

The Teal South time-lapse seismic data set has provided a surprising set of data, extremely rich 
in interpretation possibilities.  We used the limited log data and excellent seismic data of this 
classical bright-spot reservoir in the Gulf of Mexico to develop a robust seismic petrophysics 
model through waveform (stratigraphic) inversion for acoustic impedance.  We then used this 
model, together with a pressure-dependent elastic modulus relationship, to predict the future 
seismic response of the reservoir, as it was being produced.  Our predictions met the 
observations with uncanny accuracy.  But observations of nearby, unproduced reservoirs also 
indicated a similar response, one that was not predicted with classical reservoir models or 
simulations.  We concluded that these nearby reservoirs are undergoing a pressure drop in 
response to the production of the main reservoir, and that oil is being lost through their spill 
points (as gas comes out of solution), never to be produced.  This set of observations may have 
serious ramifications for engineering and exploitation techniques throughout the Gulf of Mexico. 

The Wamsutter data set provided our most-challenging opportunities. This thin bedded low-
porosity sand within the Almond formation of the western US has demonstrated to other studies 
that conventional seismic attributes are not typically useful in identifying depositional facies or 
productive zones.  We sought unconventional attributes that were designed to identify those 
features which we concluded should be present in the seismic data as a result of knowing the 
rock physics associated with production.  We found that a measure of lateral incoherence applied 
along a phantom horizon, designed to track a sand bar and its distal marine equivalent, provided 
extraordinary correlation with productivity from that sand bar.  We also found that a technique 
we developed to identify high pressure from impedance variations along layers correlates 
strongly with results from the DFM technique of TransSeismic International and may indicate 
pressure compartmentalization not associated with the sand bar; our interpretation is that these 
techniques are indicating zones of high fluid pressure and/or microfracturing.  We also tested a 
variety of techniques of upscaling sonic and density logs to the seismic scale using a thin-layer 
effective medium model, and have significantly improved the tie between synthetic seismograms 
and real seismic data in this data set. 

As part of this project, seismic data from four areas was provided to a private company, 
TransSeismic International, for their proprietary processing.  The Stratton, Boonsville, Waha 
(Woresham-Bayer, West Texas), and Wamsutter data sets were used; the first three of these are 
public-domain data sets, so others can investigate the results independently.  Comparison of our 
results with those provided by TSI is provided in context in this report. 
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Introduction 
The objectives of this project were three-fold:   

• To determine the physical relationships between seismic attributes and reservoir 
properties in specific field studies;  

• to improve the usefulness of seismic data by strengthening the physical basis of the use of 
attributes; and,  

• in the third year of the project, to test the approaches suggested or developed during the 
first two years on at least one new data set.   

This report first briefly summarizes the results of the various tasks of the project, following the 
Project Work Plan.  Then it describes the results of our analyses of each data set in some detail. 
Finally, it summarizes the results and conclusions.  An appendix contains four reports provided 
by TransSeismic International, describing their DFM methodology and results of their studies on 
four data sets. 

Seismic attributes are used in a number of ways.  Currently, the most commonly used attribute is 
the simple seismic trace amplitude along a specific horizon or time slice.  The amplitude, of 
course, is most closely associated with the actual reflection coefficient (for a zero-offset trace), 
and is therefore indicative of the contrast in acoustic impedance above and below the reflecting 
horizon.  Usually, the amplitude is taken at the maximum peak or trough, and is unambiguous in 
its definition.  Sometimes, however, in an effort to increase resolution, the amplitude is taken at 
some other point in the waveform, and this has led to apparent additional insight.  We will argue 
in this report that this insight is misleading, and that such intermediate amplitudes are not reliable 
measures of layer or reflecting-horizon properties.  There is a large number of additional 
attributes that are less commonly used in the industry today, although they all have certain 
advantages.  The reflection strength, instantaneous amplitude, or envelope amplitude have 
removed the effect of internal zero-crossings within a wavelet, and provide a more-robust 
measure of true reflecting properties.  Taken one step further, the integration of reflection 
strength should provide insight into true bed properties, rather than interface properties, but the 
band-limited nature of seismic data prevents this simple application.  Instead, an inversion 
process is required, generally incorporating well-log measurements to provide the background 
trends of acoustic impedance. 

Additional techniques have been used to classify reflections or seismic intervals into groups, or 
facies.  These usually incorporate a sort of neural network analysis due to the complexityof the 
problem, but they may also include other types of clustering analysis or statistical treatments.  
While these techniques can often provide extremely useful insight into correlations that were not 
immediately apparent to the eye, they should be used with great care in order to obtain the 
physical insight sought in exploration and field development. 

In general, we have advocated using a physics-driven approach to seeking appropriate seismic 
attributes for use in any specific study.  That is, one should try to determine, using knowledge of 
rock physics and the seismic data available, which attributes are best-suited to observe those 
features of most importance.  Sometimes these attributes may be conventional ones, such as 
amplitude or acoustic impedance; but in difficult cases, the attributes will turn out to be 
unconventional ones, and must be generated specifically for that data set. 
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This project has been a series of experiments with conventional attributes and unconventional, 
specialized, ones.  The data sets chosen for study were for the most part chosen to be typical 
examples of data used by domestic producing companies; they were never complete in the sense 
of having all the data needed for a truly scientific study, but they were realistic.  We have found 
a number of interesting results, including pitfalls and recommended practices, and have extended 
the study to include time-lapse seismic observations. 

The studies by TransSeismic International (TSI) were contracted in order to provide an 
opportunity to investigate specific case histories of their processing and interpretation methods, 
called DFM, for Dynamic Fluid Method.  This model assumes that most hydrocarbon traps occur 
as a result of fluid movements driven by vertical compaction (or compression) and 
decompression, which in turn provide pressure gradients and perhaps microfracturing.  The DFM 
method is intended to identify those regions which are in a compressing or decompressing state, 
leading to interpretations of fluid migration patterns.  TSI processed and interpreted three of the 
data sets that were used in the main part of the study, and one other public-domain data set 
chosen for its structural elements in a hard rock, which we thought would be an optimal location 
for this application.  

Project Work Plan Tasks 

Task 1: Project Management 
Project management encompassed reporting and project support.  Reporting has been on 
schedule.   Project support remained on schedule after some initial redirection of efforts during 
the first year (resolved by the hiring of additional support personnel in systems administration).  

Training for some of the software packages was accomplished by attending training courses 
conducted by the companies providing the software.  Members of our team take part in training 
on the following packages: 

• GeoQuest GeoFrame products from Schlumberger 

• IC2 from Scott Pickford  

• Stratimagic from Paradigm Geophysical  

• Jason GeoScience Workbench from Jason Geosystems 

• ProMax seismic processing software from Landmark Graphics Corporation 

System administration support training has been taken in the following software suites: 

• Geoframe from Schlumberger 

• Landmark Openworks from Landmark Graphics Corporation 

We also use GXTechnology products, Seismic Micro-Technology, and Hampson-Russell 
products. 

Task 2: Borehole Data 
Borehole data for this project consists of three types: existing log data, existing core data, and 
new core data.  We have made use of all existing data, and have obtained new information on 
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well-completion histories in Stratton field for help in identifying productive intervals in this 
complex field.  We made new measurements on existing core from the Wamsutter area to help in 
characterizing the thin-bed nature of the formation.  And we made novel use of inverted seismic 
data to constrain rock properties where log data was incomplete.  Log data was used for every 
field study.  Production data was used in some of the studies. 

Task 3: Processing 
We have conducted most of the processing of data that is required at MTU using software 
provided by donors; additional processing (for DFM) has been conducted by a subcontractor.   

Our processing efforts have included the following:   

• prestack processing of multiple 2D lines to evaluate acquisition artifacts,  

• poststack processing for attribute extraction,  

• poststack processing for variance/coherence,  

• poststack inversion for acoustic impedance, and 

• synthetic seismogram generation. 

New routines were written using MatLab, C++, or other languages appropriate to the task.  In 
addition, analysis of data included identification of horizons, facies, and other attributes, all of 
which are components of the processing task. 

Task 4: Visualization 
In our project organization, visualization includes the massive effort of data management as well 
as the specific techniques for visualization. We have been able to utilize the 3D visualization 
capabilities of our software packages for interpretation of the data we have processed, and have 
put the processed (DFM) data volumes from a subcontractor into a 3D visualization package for 
easier interpretation.  

Technology Transfer 
Our web site is complete and has been updated regularly (http://www.geo.mtu.edu/spot). We 
have presented a number of oral presentation and posters at various professional society 
meetings and smaller forums.  We have published one paper in The Leading Edge and one in 
Geophysics; a chapter in a book is in press; and several other papers are in various stages of 
preparation and review.  A number of meetings with specific groups with interest in one or more 
of the data sets have been held. 
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Summary of Results 

Reflections are not layer properties: 
We all know that reflections can, at their simplest, be considered to result from the convolution 
of a source wavelet with a reflection coefficient, but we often forget that if the overlying layer 
changes property, the character of the reflection will change.  Inversion of seismic traces for 
acoustic impedance (or elastic impedance for offset volumes) is intended to remove this 
ambiguity, and can work extremely successfully.  In fact, we have made use of trace inversion to 
deduce appropriate input parameters for Gassmann-based fluid substitution and forward 
modeling for time-lapse monitoring.  Inversion, of course, is model-driven, in that the user must 
define which well-log data to honor, determine the limits to put on the possible range of results, 
and decide how to interpolate between well control.  But, in the hands of a highly-trained and 
careful practitioner, we feel that inversion is one of the most important tools available to the 
geophysicist/interpreter. 

Point measurements should not be made off of seismic peaks or troughs: 
In areas of thin beds, the use of point-based attributes (such as amplitude) can be extremely 
misleading without careful calibration.  For example, some data sets have been interpreted in 
terms of seismic amplitude measured at some time above or below a continuous reflector. The 
amplitude so measured may result from the vagaries of wavelet interference, or even just a 
thickening of an intervening bed, and can lead to measurements made at different points on the 
‘flank’ of the reflected wavelet.  The resulting attribute map may resemble a geologic feature, 
but that resemblance may be fortuitous, or caused by a geologic feature other than the one we 
think we are mapping.  

Frequency-domain and time-domain studies simply describe the waveshape: 
In some cases, it is easiest to look at frequency-based results (such as spectral decomposition or 
instantaneous frequency), and in some cases, it is easiest to look at time-domain results (such as 
amplitude, arc-length, or isochron differences).  But we should always keep in mind that these 
are simply ways of analyzing one aspect or another of what is really a complicated (and 
complex) waveshape.   We should use whatever tool or technique is most appropriate for the 
occasion, but it is really the waveshape that we are studying.  Recently, techniques for 
classifying the waveshape, within temporal windows in the data volume, have become available.  
These are based on neural network approaches, and tend to lose physical significance unless used 
with care; modeling and model-driven classification systems are becoming more-widely 
available, helping the interpreter to maintain the link with physical properties of the reservoir. 

The convolutional model is not correct: 
We all know that the convolutional model is an approximation: it assumes that the seismic 
volume is constructed of zero-offset traces, with or without multiples and migration artifacts.  
But we also all know that amplitude-versus-offset is an important tool in pre-stack analysis of 
data.  We often forget, unless reminded, that the final stacked seismic volume or section is a 
result of stacking data from various offsets, with their various amplitudes. The final stacked trace 
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is not equivalent to a zero-offset trace.  And yet, we tend to use it as such much more often than 
we should. 

The synthetic must tie: 
We should place a great emphasis on obtaining a synthetic seismogram that fits the recorded data 
extremely well, or we cannot place much confidence in our interpretation.  This is not often easy; 
all the problems described above conspire to reduce the value of the synthetic seismogram.  But 
if the synthetic does not tie the data, there must be a reason, and it is the task of the prudent 
geophysicist/interpreter to find the reason; it may be due to offset effects, to ignoring the 
effective theory model in upscaling of thin layers, or any number of other effects.  The inversion 
process, by its nature and as implemented in most software packages, forces the user to extract 
from the data a wavelet that is representative of the wavelet that is (likely) present in the data 
(assuming the convolutional model, of course).  This emphasis on wavelet extraction is probably 
one of the reasons that inversion is often so successful in aiding interpretation.  

Multiple attributes can help, or they can hinder: 
Much has been written recently on the likelihood of obtaining spurious correlations if, as is often 
the case, one can combine many dozens of attributes from a few wells in the search for a 
significant relationship. We expect to find, for example, one apparently significant correlation at 
the 95% confidence level from among 20 possibilities – from a RANDOM data set!  In general, 
one should try not to use more than about three ‘independent’ attributes in combination.  

How constrained must we be?  How detailed should our relationships be? 
The scientist in each of us wants to prove the calibration of each attribute beyond a doubt.  The 
pragmatist in each of us wants to find a correlation and use it.  We should all strive for an 
engineering efficiency, where we find the correlation, explain its origin to our satisfaction, and 
then use it to the advantage of our asset team.  But we should always be looking for a possible 
pitfall.  For example, we may find a relationship between a specific attribute and pay in an 
environment where a facies (say, a reef) is either present or absent.  But the use of that 
relationship within a reef facies to determine the actual net pay would be unwise; in fact, the 
relationship may be exactly the opposite within the one facies, and our interpretation would be 
grossly in error.  Occasionally, the quick answer is also the correct answer; but often, and 
perhaps most often, the quick answer is a poor answer. 

What level of rock-physics understanding is required? 
The simplest approach to understanding seismic attributes may often lead to misinterpretations.  
For example, many bright spots are due not to the zero-offset reflectivity, but to the far-offset 
reflectivity added through the stacking process.  An interpretation in terms of acoustic impedance 
alone will be grossly misleading.  Likewise, the effect of pressure changes on the rock dry-frame 
properties may be as important in a time-lapse monitoring experiment as the effect of pressure on 
the fluid phase and properties; often, these effects are in opposition, and ignoring one of them is 
done at great peril. 
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General Conclusions: 
The processing/interpreting geophysicist should approach the problem of extracting 
petrophysical information from seismic data (performing ‘seismic petrophysical’ analysis) from 
two directions, each with parallel processes.  One is the processing of seismic data – this should 
be performed to bring the data as close as possible to true amplitudes, true capture of offset 
effects (often through creation of two volumes: the acoustic, or zero-offset volume; and the 
elastic, or far-offset volume), and, ultimately, as close as possible to true LAYER properties, 
through careful inversion.  Remember, it is the layer property that interests us; it is a quirk of 
nature that provides us with reflections at interfaces instead.  The second direction is the 
understanding of the rock physics involved, and the effect that various physical parameters 
(saturation, thickness, porosity, etc) can have on the seismic waveshape.  We generally 
accomplish this through modeling, and the creation of synthetic seismograms for various 
scenarios, but often the attention is lacking at the detail required to truly understand the effects.  
In any given data set, there will typically be impediments to performing the calibration of 
seismic attributes in a thorough manner, and challenges to overcoming limitations in data 
availibility or quality require a knowledge of the geologic model, of rock physics, of logging, of 
seismic processing and acquisition, and of interpretation techniques.   

Field Studies 
We studied several fields in this project.  The main field studies were at Stratton, Boonsville, 
Wamsutter, and Teal South.  Additional studies were made at Crystal and Waha fields.  These 
are discussed in the following sections. 

Crystal Field 2D seismic data, Michigan 
We made use of a 2D seismic line for which we had prestack (raw field record) seismic data, in 
order to evaluate the usefulness of such data for seismic attribute analysis, and to investigate the 
importance of seismic acquisition artifacts (the seismic acquisition ‘footprint’).  We also hoped 
to be able to actually use this line for attribute analysis over a field that had formed the basis of 
an earlier DOE-supported Class II project. 

The seismic line had been acquired in 1986, and had been processed commercially for a good-
quality poststack section, which had also been used in previous work by us.  Even though the 
poor quality of some in-house reprocessing, without refraction statics, resulted in a line that 
could not be used with confidence for attribute analysis, it did provide us with an excellent case 
for the study of acquisition artifacts because the line was irregularly sampled and because the 
incomplete statics could be considered as an additional acquisition-related problem. Figure 1 
shows some displays of the seismic data in conventional format. 

The Devonian dolomite reservoir comprising Crystal Field occurs at an early time in the seismic 
data, and the fold at this time is low, generally about 6 after mute.  The details of the mute are 
important, because the ground roll can easily be summed into the stacked trace in some CMP 
gathers, and not in others, greatly affecting the amplitude and other attributes of the stacked data.  
The use of vintage data, acquired to identify prospects at one depth (in this case, much deeper) 
and used to investigate a different depth, should be discouraged.  If we followed this line of 
investigation any further, we certainly would have found attributes that were meaningless in 
terms of reservoir properties.  
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Figure 1:  Left side:  A shot gather of the Crystal field data; Right side: a CMP gather. 

We then turned to investigation of 3D visualization techniques for evaluation of 2D prestack 
data, by using rewriting the data as a 3D volume, with offset as the second horizontal dimension 
(CMP location is the first horizontal dimension, and time is the vertical dimension).  In this way, 
we can quickly scan down the data (as a series of time slices) and across the data (in CMP 
gathers, shot gathers, or receiver gathers) and identify artifacts or anomalies of interest.  Figure 2 
shows one such set of displays in a perspective view.  

Figure 2: 3D  view of a 
prestack 2-D line. 
One shot gather, one 
common-receiver gather, 
and one common-midpoint 
gather are shown along 
with one horizontal time-
slice.  The influence of 
acquisition-related 
artifacts is readily 
apparent, in the striping 
and banding of 
amplitudes, as indicated 
by the colors.  This data 
were NMO-corrected and 
muted prior to display. 

We have used this (Crystal 
Field) data set to test 
various techniques for 
recognizing and avoiding 
acquisition footprints, but 
did not pursue its analysis 
any further. 
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High-quality data from a different 2D line 
shows that the usual assumption that stacked 
data is equivalent, in principle, to a zero-offset 
seismic trace is invalid.  Figure 3 shows a 
typical 2D shot gather, demonstrating this. 

Figure 3: Seismic gather from the Pacific 
Ocean. 

 

 

 

 

 

 

 

 

 

 

Stratton Field, South Texas 
The public-domain data set from Stratton field provided the challenge of imaging features below 
seismic resolution, in an effort to identify the channels known to be present in the volume.  Some 
of the channels are readily seen, particularly at shallow  levels, but most channels can only be 
inferred by correlation with well data and through recognition of subtle features on the seismic 
data.   

The Stratton field produces from the Frio formation from reservoirs contained within a series of 
meandering channel-fill deposits.  The Texas Bureau of Economic Geology (BEG), in a project 
supported by the U. S. Dept. of Energy (DOE) and the Gas Research Institute, studied this field 
in some detail (e.g., Hardage et al., 1994), in an effort to use seismic data to aid in identifying 
sources of reservoir compartmentalization.  They also made a subset of the data available for 
public use.  In their study, the BEG found that seismic data could resolve very small channels at 
considerable depth: down to 10 ft (3 m) thick, 200 ft (61 m) wide, at depths greater than 6000 ft 
(1800 m).  They interpreted some channels in the time structures (assuming that they represent 
paleo-topographic surfaces along which the streams flowed).  They also observed some cross-
cutting amplitude features at some reservoir levels, which they presumed to be due to “residual 
effects from the deeper Vicksburg faults” (p.1655, in reference to reservoir level F39).   

The data set is rich in thin-bed effects which change with depth to target.  In a shallow section, 
above the depth range of hydrocarbon production, there are some small distinct channel features 
that can be readily identified, since the thin-bed tuning is less of a problem at these shallow 
depths.  But identifying a channel is not sufficient, as the following discussion shows. 
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Figure 4: Shallow horizon in Stratton data showing apparent stream channels.  
The left figure is colored by time structure (deeper times are blue), and the right figure is colored by 
amplitude.  The amplitude attribute is clearly indicating the presence of some feature not apparent on the 
time structure, and that also appears to have the morphology of a stream.  See Figure 5 for a three-
dimensional view of this paradox. 

Figure 5:  3D view of the shallow 
channel horizon. 
In this image, the 3D view has been 
rotated to provide a perspective view of 
the time structure, and the channel can 
be seen as a local depression or trough 
trending from the upper left (NW) 
corner to the lower right (SE) corner of 
the image.  The amplitudes on this time 
structure provide the coloring, and 
another feature, with the morphology 
of a channel but without an expression 
on the time structure, can be seen as a 
red sinuous body trending roughly N-S.  

 

 

 

 

Conflicting evidence, shown in Figures 4 and 5, consists of two apparent channels, each visible 
by one attribute or another, along the same horizon.  The time structure displays a channel that 
seems to trend NW-SE, while the amplitude display on that same horizon shows another 
apparent channel, running more or less N-S. 

The Stratton field produces from the Frio formation from reservoirs contained within a series of 
meandering channel-fill deposits.  The Texas Bureau of Economic Geology (BEG), in a project 
supported by the Dept. of Energy and the Gas Research Institute, studied this field in some 
detail(e.g., Hardage et al, 1994), in an effort to use seismic data to aid in identifying sources of 
reservoir compartmentalization.  They also have made a subset of the data available for public 
use.  In their study, they found that seismic data could resolve very small channels at 
considerable depth, down to 10 ft (3 m) thick channels, 200 ft (61 m) in width at depths greater 
than 6000 ft (1800 m).  They interpreted some channels in the time structures (assuming that 
they represent paleo-topographic surfaces along which the streams flowed), and also observed 
some cross-cutting amplitude features at some reservoir levels, which they presumed to be due to 
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“residual effects from the deeper Vicksburg faults” (p.1655, in reference to reservoir level F39).  
The cross-cutting amplitude anomaly shown in Figures 3 and 4 of this report is in a very shallow 
horizon, and does not have an obvious relationship to features in strata immediately overlying or 
underlying it, bringing any presumed direct association with deep structure into question.   

The BEG study used high-quality Vertical Seismic Profiling to provide very accurate well ties 
between the seismic data and the productive intervals.  They then used those well ties to 
determine what part of a wavelet corresponded to the thin-bed reservoir interval.  They tracked a 
horizon that was close to the reservoir interval, then extracted attributes for the interval that 
corresponded to the reservoir location; for example, they may have tracked a geophysically 
recognizable horizon that occurred at, say, 1586 ms at the well location, and then extracted the 
amplitude at the time that a reservoir interval occurred, say, 42 ms above that horizon.  That 
extraction rarely occurred at a peak or trough in the seismic data, but at some other location 
within the wavelet.  This approach is pictured schematically in Figure 6.  In addition, the details 
of event-picking constraints can determine some subtle differences in the event location – 
enough difference to provide different attribute values for the same “event”, as shown in figure 
7..  

Figure 6: Schematic diagram summarizing approach used by the Texas BEG in Stratton field.  

Figure 7: Stratton data picked with slightly differing constraints (in blue and green), using 
nearest peak or autocorrelation maximum (left: general view; right: close-up view). 

 

 

 

Reference Horizon, tracked on peak or trough 

Attribute extraction, at level of reservoir 

Fixed time separation 
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We have tried to duplicate this approach used in the BEG study, with mixed success, probably 
due to the limited size of the public-domain data set, compared with the larger volume of data 
with which the BEG based their work.   

We have extended this approach to include a complete wave-shape matching routine.  The BEG 
approach of creating a second horizon at a given time-separation from an easily tracked horizon 
is now straightforward, and readily accomplished on most modern workstation software 
packages.  Additional newer techniques have become available to classify the seismic wavelets 
themselves into different categories, or ‘facies,’ depending on details of their shape.  The 
technique we have applied uses a neural-network approach to divide the wave-shapes found in 
the interval being considered into a (user-specified) number of different ‘facies.’  The maps 
displaying the spatial locations of the different facies can often provide a picture of geologically 
meaningful features, such as channels or crevasse-splays.  We pursued this approach because the 
BEG approach indicates that subtle differences in wave character provide strong clues to the 
location of channels or to the compartmentalization of the reservoirs.  However, just as simple 
attributes can be affected by details of the tracking method used, facies classifications can also be 
affected, as shown in figure 8. 

Figure 8: A comparison of  facies classification based on the differently-picked horizons. 

Figures 9, 10, and 11 show examples of the output from this approach, using a shallow channel 
(the same horizon as shown in Figures 4 and 5) for investigation purposes.  Unfortunately, none 
of the wells penetrate this feature, and we are presently not sure what lithologic properties are 
providing this seismic response.   

 

Figure 9: Seismic facies 
classification map of an 
interval near 840 ms in the 
Stratton data set. 
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Figure 10: Cut-out region of channel, with detailed 
reclassification of facies within this channel. 

 

 

 

 

 

Figure 11: A combination of time 
structure and facies classification. 
in the Stratton data set. 

 

 

 

 

 

 

In their study, the BEG found that seismic data could resolve very small channels at considerable 
depth: down to 10 ft (3 m) thick, 200 ft (61 m) wide, at depths greater than 6000 ft (1800 m).  
They interpreted some channels in the time structures (assuming that they represent paleo-
topographic surfaces along which the streams flowed).  They were generally unable to ‘track’ the 
specific horizon of interest in this thin-bedded environment, partly because not all horizons were 
continuous, and partly because the geologic bed of interest (as indicated in well logs) did not 
correspond to a clear peak or trough.  They made extensive use of ‘phantom’ horizons (our word, 
not theirs, but now in common usage), at a constant offset from readily-tracked horizons, and 
tied at one well where a VSP was conducted.   

Our observations and maps initially were similar to those obtained by the earlier studies 
conducted by the BEG.  However, our interpretation of the physical origin of the features on 
these maps is significantly different from theirs.  We have concluded that most of the features 
recognized from these phantom horizons are in fact due to isopach differences between the 
phantom horizon and the local horizon; these may, in turn, be due to the presence of channels (in 
one case this is clear).  But the attributes themselves are not directly associated with lateral 
changes in horizon properties – instead, the ‘phantom’ horizon crosses true horizons as the 
interbed thickness varies, and the determined attributes naturally change as these beds are 
crossed.  The details are presented in the following summary. 
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BACKGROUND 
The Stratton field is located in South Texas approximately 30 miles southwest of Corpus Christi 
(Figure 12) in Kleberg and Nueces counties.  The 2 square-mile migrated 3-D seismic volume, 
containing 100 inlines and 200 crosslines spaced at 55 feet intervals, sampled at 2 ms in time, 
has been provided by the Texas Bureau of Economic Geology (Hardage et al, 1994) together 
with data from 21 well logs and one Vertical Seismic Profile (VSP).  The data were acquired 
using an 8-120 Hz Vibroseis sweep.  Like many gas fields with a long production history, the log 
suites vary greatly among the wells.  The wells were drilled from the 1950’s to the early 1990’s 
and generally were logged with gamma, resistivity, and neutron logs.  Since sonic logs are not 
available for any wells in the field, we rely on a checkshot derived from the VSP.  There are no 
log data available for the nonproducing shallow channel region investigated here.  We have 
received limited production data provided by the operator Collins & Ware. 

The major producing formations are the nonmarine fluvial Upper Vicksburg and Middle Frio 
formations (Figure 13).  The Upper and Middle Frio contain nonmarine channels; the Lower Frio 
has been described as a coastal plain, and the Upper Vicksburg Formation is thought to be deltaic 
in origin.  The Frio formation is comprised of thin-bedded sandstones and mudstones as thin as 
10 ft.  A series of growth faults in the Vicksburg terminate at an unconformity at the base of the 
Frio.  The horizons and growth faults are identified on a seismic section in Figure 14. 

In this study, we analyzed a shallow non-productive horizon containing an apparent channel, and 
a deeper productive horizon just above the Frio-Vicksburg unconformity. 

 

 

Figure 12 Location of the Stratton Field (adapted 
from Hardage 1995). 

 

 

 

 

 

 

 

Figure 13 Stratigraphic sequence of the Oligocene  
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Figure 14  Seismic section showing the two horizons studied: a channel region at approximately 
842 ms and the primary producing region at approximately 1640 ms in time.  The heavily faulted 
area is due to a series of growth faults in the Vicksburg formation. 

PHANTOM HORIZON TECHNIQUE  
Many of the horizons of the Stratton Field were difficult to track across the entire survey.  To 
address this problem, we followed a suggested procedure outlined by Hardage et al (1994) 
adapted to modern workstations.  A shallow channel region and a deeper producing region were 
chosen as test cases (identified on Figure 14).  A reference horizon was chosen close to each 
horizon of interest and tracked throughout the survey.  Using the VSP data provided, each 
horizon was associated with a specific depth and the time differences between the horizons noted 
at that well. Using this fixed time difference between each reference horizon and its associated 
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target depth/time, a new ‘phantom’ horizon is created.  [This process is equivalent to flattening 
on a horizon and selecting a time slice relative to it.] 

Conventional attributes 
To better image the shallow channel and deeper producing horizons, conventional attributes were 
derived.  Conventional attributes can be divided into point based and interval based attributes.  
Point based attributes include, but are not limited to, amplitude, instantaneous amplitude, 
instantaneous phase, and instantaneous frequency.  These attributes are derived directly on a 
horizon.  Interval attributes involve using a time window based upon an interval of a horizon or 
an interval between a horizon.  Calculations that involve averages over a given time window, 
such as RMS amplitude, are examples of interval based attributes. 

Facies classification technique 
The term “seismic facies classification” can have many different meanings.  For the purposes of 
this study, seismic facies classification is used to describe the process of grouping the traces of a 
survey into a limited number of categories based on the shape of each trace over a fixed time 
window (Poupon et al, 1999).  To perform a seismic facies classification, a horizon and a fixed 
time window surrounding the horizon of interest should be chosen and the amplitudes extracted 
with the associated times. For example, if a 12 ms interval is chosen, with a 2 ms sample rate, 
there will be 7 amplitude values at 0,2,4,6,8,10 and 12 ms in time within the window.  These 
samples are used to compute gradients by calculating the change of the value between samples 
(Figure 15).  For this example, a list of 6 gradient values would be created.  The series is then 
normalized by dividing each value by the largest gradient value.  The series can be thought of as 
a 6 dimensional vector with each dimension having a value ranging between minus one and one.  
These vectors are then obtained for every trace in the survey or area of interest.  Next, a neural 
network process searches for clusters of these vectors, a process roughly equivalent to finding 
clusters of waveshapes.   

Figure 15: Calculating 
normalized trace gradients 
for the facies classification. 

Each trace is then placed 
into a category or class, 
based on these clusters.  
Each trace has been 
classified based on its 
normalized gradient vector, 
and it is primarily the trace 
shape (changes in 
amplitude) that drives the 

classification rather than direct amplitude values. The number of classifications will determine 
the resolution of the trace shape analysis.  As more classes are used, smaller and smaller details 
will become visible in the analysis, which are shown as color changes in a facies classification 
map, but the noise in the image will also tend to increase.  If more detail is needed, the survey 
can be subdivided into multiple regions to improve the classification process.  A smaller region 
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will have fewer traces and will need fewer classifications to provide the same amount of 
information.   

The previous work performed by Hardage et al (1994) limited the analysis to point based 
amplitude observations.  If a point based amplitude analysis can give information about a feature, 
then performing an analysis using the entire trace over a window of time can be expected to 
provide more details about that feature.  Furthermore, if a single instance of time near a horizon 
can give useful information, using a window of time above and below that horizon should be 
able to give even more information.  For example, if the producing region is present either 
slightly above or below a horizon, utilizing a time window that includes these areas may show 
features that might have been missed if the attributes were calculated directly on a horizon.  
Examining the trace shape over the time window could provide clues to the inherent waveshape 
property or properties that are associated with the fluid content.  Using neural network 
technology, the traces (over a certain window of time) can quickly be divided and placed into a 
similar model trace, which can then be used to identify structural features.  Classifying the shape 
of the trace should allow the delineation of more detailed features over a region than using a 
single point based attribute.  The more classes used, the fewer the number of traces in each class, 
and the more detailed the analysis. 

For the first example in the Stratton Field, a channel will be identified, and the facies 
classification technique will be used to later separate the traces based upon differences within the 
trace. 

SHALLOW CHANNEL REGION 
An apparent channel at approximately 842ms can be located in the shallow region of the Stratton 
Field.  This channel is easily identified from amplitude measurements on a time slice (Figure 
16), but a phase change is introduced across this time slice by the gentle dip of the beds.  

Figure 16: The shallow channel region at approximately 842 ms in time.  A phase change occurs 
(from light to dark gray) across the image due to the gentle dip of the horizon. 
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Conventional Attributes on the shallow horizon 

Figure 17 shows the time structure of the interpreted horizon containing the shallow channel.  
Although visible, the channel is not clearly represented on this structural time surface, because 
the channel is consistently about 2 ms later than neighboring traces on the horizon, yet the 
horizon exhibits total relief (due to gentle dip) of about 40 ms obscuring the small time 
differences.  Because the channel differs from the surrounding traces by only 2 ms, the effect of 
the dip must be removed to emphasize these differences.  A number of additional attributes were 
extracted along this horizon, none of which provided a more clear indication of the channel than 
the time structure. 

Figure 17: Structural (time) 
surface of the picked horizon 
outlining the channel. 

 

 

 

 

 

 

Conventional attributes using a phantom horizon 
A continuous horizon (found at 945 ms at well 9) was chosen and named reference horizon A 
(Figure 18).  The time difference between the interpreted shallow channel horizon and reference 
horizon A at well 9 is 101ms.  The time difference was chosen to overly the non-channel facies 
over most of the survey area.  The new phantom horizon was created with the intention of 
removing the general dip structure from the shallower horizon.  Attributes were then calculated 
over this phantom horizon, some of which are shown in Figure 19.  Both the amplitude slice and 
RMS amplitude (which was calculated over a 20 ms window of time centered on the phantom 
horizon) do an excellent job of defining the channel, largely because the phantom horizon gently 
accounts for the dip, while cutting across the channel feature.   

Figure 18: The 
phantom horizon 
created by subtracting 
101 ms from reference 
horizon A. 
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       Left side: Time.                              Center: Amplitude.                        Right: RMS Amplitude 

Figure 19: Attributes of the phantom horizon corresponding to the shallow channel.  

Facies Classification of shallow channel region 
The final approach applied to the channel horizon makes use of the facies classification 
technique. A 20ms time window centered on the phantom horizon was chosen to perform the 
trace shape analysis.  An unsupervised neural network with 14 classifications produced the 
image shown in Figure 20a. 

The relatively clear boundaries emphasize the sinuous form of the channel.  Figure 20b shows 
the model traces used to create the classification.  Notice that a gradual time shift of the wavelets 
has occurred with approximately a 1 ms shift from one classification to the next.  The channel is 
represented by the 13th and 14th classifications shown as dark blue and purple colors on the facies 
map.  In effect, the trace shape of the channel has been classified by a small time delay; the 
facies classification technique is highly sensitive to time shifts. 

Figure 20: Unsupervised 
facies classification of the 
shallow channel region.  

20a (upper figure) shows 
the classification, and 
figure 20b (lower) shows 
the wavelets used in the 
classification. 
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Discussion of the shallow channel region 
In the shallow region, both point-based amplitude attributes and the interval attributes were not 
effective in imaging the channel when performed directly on the tracked horizon. The phantom 
horizon permitted much better identification of the channel than the original horizon, primarily 
due to the time shift involved.  That is, because the channel reflection arrives about 2 ms later 
than the surrounding non-channel horizon, the phantom horizon encounters a slightly different 
phase at the location of the channel, and its amplitudes are correspondingly affected.  The 
difference results in the dramatic color contrast between the feature and the surrounding survey.  
It is this color change that allows the viewer to separate the channel from its surroundings. 

The seismic facies classification technique based on trace shape works for similar reasons.  Each 
trace is classified as a multidimensional vector, with time shifts having a large impact upon the 
classification.  The small time shift results in model traces created by the neural network that 
specifically image the channel.  To image structures with small time changes, both phantom 
horizons and facies classification techniques based on trace shapes can be effective, but the user 
should recognize that the classification based on a phantom horizon may simply be due to 
isopach differences between the features being identified and the reference horizon. 

THE REGION OF GAS PRODUCTION 
For the second portion of the study of the Stratton field, we attempted to image a much more 
subtle case in the deeper region of production.  Assorted well logs and limited production 
information are available for this region.   

In the Stratton field, the F39 horizon is one of the primary producing intervals and appears on the 
seismic data at approximately 1640 ms in time.  Unlike the channel horizon (tracked on 
minimum amplitude or trough), the F39 horizon was tracked using a maximum (peak) 
determined from times provided in Hardage et al (1994) at each of the well locations.  Figure 21 
shows the time structure of this horizon; we see a gently arching structure across the survey.  As 
in the previous examples of the shallow region, amplitude, RMS amplitude, and instantaneous 
frequency were unable to decisively identify any channel or potentially productive zones.  A 
phantom horizon was therefore created to better image this region. 

Figure 21:  Time 
structure on the 
F39 horizon. 
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Conventional attributes using a phantom horizon  
The F39 horizon was difficult to track due to tuning effects.  The phantom horizon technique 
used by Hardage et al (1994) was reproduced here: the F11 horizon was tracked and a phantom 
horizon was created at the level of the F39 horizon at the VSP well (59 ms later; see Figure 3, 
presented earlier).  We then calculated attributes over this phantom horizon.  Figure 22 shows the 
amplitude and RMS amplitude calculated on this phantom horizon.  Examining these attributes 
show strong north-south linear features, and one may be tempted to conclude that these represent 
stratigraphic differences in the F39 horizon. 

 

Left: Amplitude                                                                                      Right: RMS Amplitude 

Figure 22: Attributes on the phantom horizon corresponding to the F39 level.  

Facies classification of the deeper producing region 
Using the Facies classification technique on the phantom horizon and a 25ms time window (20 
ms above and 5 ms below), we see a dramatic time shift in the classifications (Figure 23).  
Investigating these features more closely yields surprising results.  These linear features are not 

channel regions or areas of 
faulting as might be expected; 
they are areas (see Figure 24) 
where the true relief of the F39 
horizon is much greater than 
that of the phantom horizon.  
The linear features are caused 
by the phantom horizon passing 
through alternating peaks and 
troughs.   

Figure 23: Seismic facies 
classification of the F39 
Phantom horizon. 
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Figure 24: Horizons 
associated with 
tracking F39. 

 

Red Horizon: F11, 
used for reference 

 

Green Horizon: 
Tracked F39 horizon 

 

Yellow Horizon:    
Phantom F39 horizon, 
based on the F11 
reference 

To better portray the area between the F11 and tracked F39 horizons, an isopach map was 
created.  Figure 25 shows that the isopach thickens to the west from 29 ms to 66 ms in time.  
These two horizons are not conformable and do not have the same dip; therefore, a phantom 
horizon based on a constant time difference is not advisable. 

 

Figure 25: Isopach of time 
separation between the F11 
horizon and the tracked F39 
horizon. 

 

 

 

 

 

 

DISCUSSION  
To deal with the difficulties posed by non-conformable and/or dipping beds, we offer two 
suggestions.  First, choose a reference horizon that is highly conformable to the horizon of 
interest.  Most often this will be a horizon that is closely adjacent to the interpreted horizon.  An 
isopach map showing the time differences between the reference horizon and the poorly tracked 
horizon of interest will aid in determining the degree to which the two horizons are conformable.  
In some cases, as in the F39 horizon, there are no nearby conformable horizons.  Therefore, 
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attributes must be calculated directly from the poorly-tracked horizon.  We suggest using a 
waveshape-based facies classification scheme.  As with the channel horizon, the gradually 
increasing time separation of the peaks is the driving force behind the classification.  The trace 
shape analysis is very sensitive to time shifts caused by thickening or thinning of the nearby 
horizons.  In the case of the deeper producing region, even anchoring on the horizon to be 
classified, resulted in a classification based on stratigraphic thickening. 

Our second suggestion is to create proportional slices between the two horizons.  This would 
work best for regions that do not have nearby conformable reference horizons.  Two horizons, 
bracketing the poorly-tracked horizon of interest, can be used to create a set of proportionally 
interpolated horizons, which can be used, as phantom horizons that may be fairly conformable to 
the intermediate beds.  These proportional slices will be less affected by conformable horizons 
since the medial slices will be used.  Measuring amplitudes over these proportional slices may 
provide an alternative approach to horizon slicing. 

CONCLUSIONS BASED ON STRATTON FIELD STUDY 
The use of phantom horizons can provide strong assistance to the geophysical interpreter, 
particularly in areas where the level of interest does not correspond directly to a trackable event.  
The use of seismic facies classification schemes can provide additional strong assistance.  But 
both approaches depend strongly on the phantom horizon’s conformability with the horizon of 
interest.  If the events are not conformable, attributes extracted along the phantom horizon will 
correlate more strongly with isopach differences than with true formation properties within a 
specific layer.  On the other hand, if the interpreter recognizes these attributes as such, the 
phantom layer and its attributes can serve as a proxies for those geologic features that cause the 
thickening or thinning, but it is essential that the interpreter recognize them as such. 

DFM STUDY OF STRATTON FIELD 
The Stratton data set has also been analyzed by TransSeismic International (TSI), using their 
proprietary Dynamic Fluid Method (DFM).  Their complete reports are provided an appendix to 
this report, and a brief overview of their technique is provided in a later section of this report, but 
some summary statements are made here concerning their observations in the Stratton field.  The 
DFM technique uses instantaneous frequency and amplitude, removing the quickly-varying 
trends in time by averaging along horizons or time slices, and subtracting those averages.  The 
remaining differences in frequency and amplitude are combined in a special algorithm, intended 
to be indicative of effective pressure (total pressure minus pore pressure).  The areas of low 
pressure (or decreasing pressure, as this is considered to vary with geologic time, and is a 
dynamic phenomenon) are generally colored red in their displays, and indicate prospective zones 
for accumulation of hydrocarbons.  In some environments, such as fractured tight sands, they 
expect to find accumulations, particularly of gas, along the boundaries between the regions of 
increasing and decreasing pressure.  

The DFM interpretation of the Stratton field has indicated the presence of at least one large 
channel at about the 1250 ms interval; TSI identified this from a series of anomalies that they 
feel defines a stress concentration in the overlying and underlying strata from differential 
compaction occurred around the channel feature itself.  They have concluded that the ancient 
streams have followed the edge of blocks present in the deeper Vicksburg strata, suggesting that 
movement on the Vicksburg faults continued at least through Frio time (and may continue even 
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today).  The summary figures supporting these interpretations are included here as Figures 26, 
27, 28, and 29. 

 

Figure 26: DFM results for Stratton 
field along one inline, showing regions 
of low effective pressure in red.. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 27: DFM results for Stratton field 
An apparent channelwas identified (TSI) by its stress concentration (high effective stresses in 
blue) along an interval at about 1250ms, labeled SH2 on Figure 9; Contours are time. 
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Figure 28: DFM results for Stratton field showing the block structur. 
Inferred in the deeper Vicksburg formation.  TransSeismic International has concluded that 
these deep-seated structures control the development of channels throughout later times, and 
their boundaries provide pathways for fluids. 

 

 
Figure 29: DFM results for Stratton field  showing regions of low effective pressure as purple 
3D bodies. 
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Boonsville Field, North Texas 
This study area is the Boonsville Field of the Fort Worth Basin in north central Texas (Figure 
16a). The data set includes 5.5 square miles of 3-D seismic data set and 38 wells with modern 
logs , made available through the Texas Bureau of Economic Geology (Hardage et al., 1996a). 
Here we concerned ourselves within the Caddo sequence of the Pennsylvanian Group (Figure 
30) although other productive sequences also exit in the area.  

Figure 30a: Location map of the Boonsville study area. 

Figure 30b. Traverse seismic line through the main 
delta showing the Caddo sequence. 

 

 

The reservoir characteristics and the related data set meet our basic requirements to ensure 
reaching the research goals.  Some features of the targeted Caddo sequence are: hydrocarbons 
are produced from the thin-bed sandstone reservoirs with thicknesses totaling 0 to 52 net feet of 
the Caddo sequence, with a gross thickness of 80-150 feet; the tight limestones have known 
thicknesses of 0 to 30 feet and appear similar to the thin-bed sandstones at seismic scale;  the 
depositional environment is dominated by a delta system; both the sandstone and limestone are 
embedded in the shale-rich sequence and characterized by higher P-wave velocities and higher 
densities, thus generating higher acoustic impedances; both the sandstones and limestones are 
highly variable laterally and vertically. 

Our primary research goal is to establish a depositional model of the thin Caddo sequence using 
the 3-D seismic data integrated with well data. In this study, we first build a depositional model 
using the well data only, and then examine some existing approaches to the use of seismic data 
for facies analysis, such as trace coherence and classification. A new method will be presented to 
recognize the subtle geological and geophysical features of the Caddo sequence, based on cross-
correlation of seismic traces with one or more traces believed to represent specific depositional 
environments. 

The original work by Hardage et al (1996a) emphasized the importance of karstic features in 
formations below the Caddo sequence.  Some of these features are shown in Figures 31 and 32.  
Our study was concentrated on depostional features and their recognition in the Caddo sequence 
above the karsted formations. 
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Figure 31: 
Coherence 
(variance). 

Image of a 
time-slice 
through the 
Boonsville 
data set 
showing the 
presence of 
karstic 
features, 
including 
sinkholes, 
underlying 
the Caddo 
horizon.  

 

 

 

Figure 32: 3D 
visualization of 
the Boonsville 
data set 

Showing the 
relationship of 
the karstic 
features to other 
reflections and 
the Caddo 
sequence (green 
horizon).  
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Boonsville Field 1: Quantitative seismic facies analysis for thin-bed reservoirs 
In this section, we describe a new pattern recognition model developed to recognize the subtle 
geological and geophysical features of a thin-bed sequence and predict thin-bed reservoirs, based 
on cross-correlation of seismic traces with one or more traces believed to represent specific 
depositional environments. Our approach has the following characteristics: (1) It corrects for the 
possible mistracking of top horizons by searching about a time window specified by the user;  (2) 
It presents seismic facies as continuous values by introducing the modified cross-correlation 
algorithm, as opposed to a limited number of clusters; (3) It more easily performs one or more 
supervised trace pattern recognition and combines each of them into a seismic facies.   

INTRODUCTION 
Using 3-D seismic data integrated with well data to build reservoir depositional model is routine 
work and seismic stratigraphy plays a significant role, albeit in a qualitative fashion. However, it 
is not uncommon for thin sequences to exhibit seismic trace pattern changes that are subtle and 
with ill-defined termination patterns. Our case study area poses an additional challenge: how to 
distinguish thin-bed reservoirs and thin-bed non-reservoirs when they appear similar at seismic 
scale. It is this second challenge that we address in this section. 

The average acoustic impedances of the shale, sandstone, and limestone of the Boonsville Field 
are 30000, 36000 and 40000 ft/s*g/cc respectively (Figure 33), indicating that we could separate 
the sandstone reservoirs from the limestone non-reservoirs if we were capable of identifying 
their acoustic impedance with any confidence. However, the discrimination is very difficult in 
this field because the limestone and sandstone layers appear similar at the seismic scale. 

Figure 33: Sample 
impedance contrasts in 
Boonsville field. 

The fast bed at about 870 ms 
two-way time is limestone, 
and the fast bed at 878 ms is 
a sandstone; the other 
formations are mostly shales.  
The original impedance is 
shown in blue on all traces, 
and the filtered impedance is 
shown in red, using a high-
cut filter as labeled.  Notice 
that below 120 Hz, the 
distinction between the 
limestone and sandstone 
beds is insignificant. 

A sonic well log has a resolution less than 5 feet in comparison with seismic resolution, up to 50 
feet for the Boonsville data set. The frequency bandwidth of the Boonsville 3-D seismic data is 
from 15 to 120 Hz while the frequency bandwidth of the velocity log ranges from 0 to greater 
than 500 Hz. High-cut filtering is required to “upscale” the frequency bandwidth of the well data 
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to the seismic data.  As a result of high-cut filtering, the high impedances of the thin-beds are 
averaged with nearby lower impedances.  The final effect is that the higher impedance of the 
limestone non-reservoir appears to be close to the impedance of the sandstone reservoir.  A more 
complete treatment of the problem would include Backus (1962) averaging of the thin beds, with 
details depending on the frequency content of the wavelet, but the net effect will still be the 
overall reduction of the highest impedance resolved. [This approach is considered later in this 
report, with the Wamsutter data set.] Therefore, two rock types may easily appear similar at 
seismic scale and become difficult to distinguish through the interpretation of a seismic data set 
alone, even though the actual thin-bed impedances are significantly different  

WELL-BASED DEPOSITIONAL MODEL 
The depositional system of the Pennsylvanian Atoka Group has been studied by Thompson 
(1982; 1988), Glover, (1982), and Lahti et al. (1982).  However, these studies were mainly 
focused on the entire Fort Worth Basin.  Hardage et al. (1996b; 1996c) and Carr et al. (1997) 
analyzed the reservoir distribution and depositional subfacies using a few typical wells from this 
study area, but their model is not sufficiently detailed to be useful for facies analysis of this thin 
Caddo sequence. In addition, the tight non-reservoirs were generally not studied even though 
both the limestones and reservoir sandstones exist and appear seismically similar in the 
Boonsville Field. Therefore, a depositional model was established with a concentration on 
reservoir distribution and the discrimination of the sandstone from the limestone. The techniques 
involved include well log trend recognition and lithology determination. 

The well log trends and lithologies analysis are summarized in Figure 34 and the well log trends 
from representative wells are illustrated in Figure 35. The main delta system was recognized in 
the east and the possible second delta system was observed at the northwestern corner, but 
appears to be mostly outside of the study area (Figure 35).  

Figure 34: Generalized well log trends and depositional subfacies and lithologies of the Caddo 
sequence. 
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Figure 35: Representative well log trends and depositional subfacies of the Caddo sequence 
based on well data, with a possible limestone shelf and distributary channel based on seismic 
inversion. Cross-section A-B is indicated by the dashed line, and used in other figures. (Modified 
from Coleman et al., 1982; Thompson, 1982; Emery et al., 1996; Hardage et al., 1996b,; and 

Carr et al., 1997) 

Figure 36: Well correlation and interpretation; flattened on the Bottom Caddo marker. 
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The main delta system was divided into three delta subfacies: distal channel in the east margin, 
proximal delta front in the east, distal delta extending to south and northeast, and interdelta in the 
south and southeast. As depicted in a cross-section through the main delta system (Figure 36), 
the depositional subfacies and reservoir distribution in the eastern oil producing region are 
characterized by the distal channel and the proximal delta front are the depositional subfacies in 
which the thickest sandstone reservoir (up to 52 ft) was deposited; the distribution of limestones 
is limited, but the limestones can be correlated as the GR log trend is similar and correlative; the 
sandstone reservoirs are widely distributed in the delta front subfacies.  

The second delta system observed from the well data was detected at the northwestern corner. 
However, the main delta body remains outside the study area (Figure 35) and the relationship of 
this delta system (or sub-system) with the main delta (sub)system in the east remains unclear.  

The rest of the region is dominated by the prodelta or shelf, filled with shales and limestones. 
The SP log trend is a flat base line while the GR log pattern is a “boxcar”. The “boxcar” 
indicates the prodelta limestone.  No good reservoir sandstone was found in the prodelta 
subfacies, and instead, the shaly sandstones were recognized and no oil was produced from them. 
The maximum known thickness of the limestone in prodelta subfacies is 30 feet at well BY11 
and BY13. However, the simulated acoustic impedance data reveals that a narrow north-south-
oriented thicker limestone zone might exist in the west that will be discussed later. 

SEISMIC TRACE PATTERN AND DEPOSITIONAL MODEL 
Chen et al. (1997) suggested that more than 200 seismic attributes (not all of them are 
independent) would be useful in constructing reservoir depositional model. Other researchers 
(Horkowitz, et al., 1996; Hardage et al., 1996b; Cooke, et al., 1999) claimed that instantaneous 
frequency and/or instantaneous phase are effective at highlighting facies changes. Similarity 
analysis based on multiple point-based attributes, their means and deviations was used to map 
seismic facies (Michelena, et al., 1998). However, these point-based attributes only describe one 
aspect of a complicated seismic trace shape. The trace-based attributes may be a natural solution 
for better defining facies. In this study, two widely used approaches, coherence and trace pattern 
classification will be examined before a new technique is presented and tested.  

Like the well-log trend, seismic trace pattern can be used to define a depositional facies. Notice 
that the patterns of the synthetic traces created from velocity and bulk density well logs do not 
perfectly match the real seismic traces because of different measurement scale, assumptions, and 
noise involved. However, they indicate that different depositional subfacies and reservoir 
distribution correspond to the changes in seismic trace patterns, which is the petrophysical basis 
for using seismic trace pattern to construct depositional subfacies. 

SEISMIC TRACE COHERENCE  
Seismic trace coherence is a measure of lateral changes in the seismic trace pattern and is based 
on a cross-correlation measurement. Bahorich et al. (1995) invented this technique and has since 
been modified by introducing semblance, structural dip and azimuth (Marfurt et al. 1998; 1999). 
Bahorich et al. (1995), Marfurt et al. (1998; 1999), Cooke (1999), and Chopra (2001) 
demonstrated that coherence can be used to define stratigraphic features. Our study suggested 
that the resolution depends upon the scale and the degree of variations in the patterns of 
neighboring traces. In particular, coherence may not be helpful if the changes in the patterns of 
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neighboring traces are gradual, in which case, all of the coherence values are almost identical 
and no features are apparent. Furthermore, because the algorithm compares the neighboring 
traces along inline and crossline directions or traces in small regular-shaped (elliptical or 
rectangular) analysis regions (tessellations) at each iteration, it cannot use specific traces for 
correlation through the volume. 

A coherence cube from the Boonsville data set was obtained (Figure 37; also Figures 31 and 32).  
The delta depositional feature has not been recognized because its variations are subtle; on the 
other hand, the effects of some deep karstic features are apparent in the coherence volume, even 
at the Caddo level. As expected, the stratigraphic or structural features stand out if the changes 
are sharp.  Whenever this is the case we can interpret them in a conventional reflection data 
volume, provided that a coherence cube makes these features more visible for interpretation. 
Overall, coherence seems to be most useful in configuring depositional systems which involve 
significant changes in seismic trace pattern, and in interpreting structures because structural 
deformation often sharply distorts seismic trace patterns.  

 

Figure 37: Seismic coherence 
time slice at 890 ms within the 
Caddo sequence. 

 

 

 

 

 

 

SEISMIC TRACE PATTERN CLASSIFICATION  
This approach classifies all seismic traces in a survey to a limited number of classes using 
mathematical algorithms which vary from conventional cluster analysis to neural network 
classification. One popular algorithm is based on Kohonen self-organization map (SOM) neural 
network recognition (Kohonen, 1990; Gurney, 1992). Poupon et al. (1999) demonstrated its 
usefulness in seismic facies analysis. Basically, in this scheme, each of the model classes 
corresponds to a discrete class of patterns and the problem then becomes a decision process. All 
model classes are “self-organized” and updated at each iteration. The final classes are assigned to 
each trace, each of them is labeled with the corresponding model classes or colors (the lower 
panel in Figure 38). Notice that changing the time of first sample in the series, due to horizon 
mistracking, can significantly alter the vector value.  

The number of model classes for the neural network needs to be optimized by maximum 
difference among each model class and maximum correlation factor. Five, ten, fifteen, and 
twenty classifications were initially chosen with 30 ms tine window, and the ten-classification 
result provided a map that correlated best as the correlation factor is greater than 70% in most of 
the study area. The patterns can be correlated to the depositional subfacies (upper panel in Figure 
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21) if properly calibrated from the well data (Figure 35). Patterns 4-10 were correlated to the 
delta front and patterns 9-10 were compared to the inter-delta subfacies, patterns 4-8 to the 
prodelta subfacies.  Patterns 5-6 in the west represent thicker limestone zone in the prodelta 
subfacies. Again, notice that each of the pattern groups is meaningful with depositional subfacies 
because they were properly correlated to the well-based depositional subfacies. 

Figure 38: Seismic 
trace pattern 
classification 
and correlated 
depostional subfacies 
of the Caddo 
sequence (upper 
panel) and ten trace 
model classes for the 
seismic trace 
classification (lower 
panel, 30 ms window 
from the top Caddo). 

 

 

 

 

 

 

 

 
 

A NEW AGORITHM FOR SEISMIC FACIES ANALYSIS 
We developed a new approach which can: (1) realign a mistracked horizon, (2) discern subtle 
changes in seismic trace patterns, (3) easily perform pattern recognition for user-specified traces 
over a survey, (4) provide continuous output values, and (5) combine and visualize the results for 
multiple trace pattern analysis (posterior-classification). 

The algorithm is a modified cross-correlation model, which is a standard method for estimating 
the degree to which two series are correlated. Consider two series of signals X(i) and Y(i) where 
i = 1, 2, … N.  The cross-correlation, R, at delay d is defined as  

interdelta
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Main delta system 
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where Xm and Ym are the means of the corresponding series and d is the time window for 
possible horizon mistracking. The denominator in the expressions above serves to normalize the 
correlation coefficients such that it ranges from –1 to 1. A value of one indicates maximum 
correlation while zero indicates no correlation. A high negative correlation exhibits a high 
correlation but of the inverse of one of the series. However, this cross-correlation is focused on 
the relative similarity of patterns between two time series rather than absolute similarity. Hence, 
this expression was modified such that it can judge the difference in absolute values within the 
shape. The modified expression is written below, showing an additional factor that computes for 
similarity of amplitude on an absolute value: 
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This algorithm, as implemented, can also correct for possible horizon mistracking by searching 
an amount of time (d samples specified by the user) in order to find the highest value for R. The 
output values for R are continuous from –1 to 1 and provide a value at every trace.  

The input of this model consists of seismic data and horizon file as provided by the user. The 
user needs to define the possible mistracking time window which depends on the confidence of 
the horizon tracking. The users must then input a trace location of interest, usually a trace at a 
well with known lithology and/or depositional subfacies. The program will perform pattern 
processing and output the results, indicating the similarity of all other traces to the one specified 
trace. Results for one trace at a time are shown in Figure 39. 

In general, one-trace pattern recognition provides a good seismic facies map as shown in Figure 
37 derived from well AC3 only, with R values ranging from –0.8 to 1. Three seismic facies types 
are readily identified, and by consulting the well-based depositional model (Figure 18), the 
association with geological facies can be determined with ease. The area of the map with R-value 
correlation above 0.7 indicates that all the trace patterns are close to the trace pattern at well 
AC3, which is indicative of the main delta system (notice that the trace patterns were distorted at 
the northeast corner where karst and faults were developed). Two isolated areas in which the 
correlation is low or negative indicate the inter-delta subfacies. The coefficient in the north is 
also low, ranging from –0.3 to 0.7, and is correlated to the prodelta subfacies. Notice that the 
time window used for the pattern processing is 30 ms starting from the top Caddo sequence, the 
same size as the previous trace classification window.  

Various traces at different well locations were chosen to provide trace pattern processing for 
different depositional facies. Well CWB21-1, also indicative of the main delta system was used, 
and the results are almost identical to the facies map derived from well AC3.  Well IGY31 
recorded the inter-delta subfacies and its corresponding seismic trace pattern correlation results 
are consistent with the well-based map. Notice that other high coefficient values in the central 
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north area were detected where structural deformation (i.e., karst) was also identified with a 
strong correlation to this well, a result that is perhaps coincidental.   

Figure 39: Seismic facies based on new algorithm, using one trace at a time for classification.  

Upper left: based on well AC3.                                         Upper right: based on well CWB21-1.  
Lower left: based on well IGY31                  Lower left: based on trace Inline 76, Crossline 142 

This algorithm enables us to process any trace specified by the user, whether or not it is at a well 
location. The trace at inline 76 and cross line 142 is believed to be located within the thicker 
limestone zone. The high coefficient values indicate the thicker limestone distribution in the 
west. Notice that the trace patterns in the east where the thicker sandstone reservoirs were 
developed also correlate with the limestone-based trace.  Our algorithm can now be extended to 
help remove this apparent ambiguity.  

Although this new approach is capable of producing reliable seismic facies maps using only one 
seismic trace for pattern processing, the results from multiple user-specified trace pattern 
processing can be combined and visualized. The following expression is used to meet this need.  

              R = i * max(R1, R2, …Ri, …, Rn) 

where i is the order of seismic trace chosen to perform the processing and n is the number of the 
traces selected. Ri is the correlation coefficient based on the selected trace with the order of i, 
that is, R1 may be the correlation coefficient for a trace exemplifying the main delta, whereas R2 
represents the inter-delta, R3 the limestone, and so no. The resulting R is then chosen as that 
value, the largest from among the correlations made; it is also assigned a value (i) identifying 
which facies it represents.  
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Figure 40 depicts the combined seismic facies obtained from three pattern-processed seismic 
traces, that is, the traces at well AC3, IGY31 and BY11. These three wells represent the main 
delta, inter-delta, and prodelta depositional subfacies, respectively. The figure also demonstrates 
the ability to discriminate the thicker sandstone reservoirs in the east and thicker limestones in 
the west by adding the additional facies from traces in the known limestone region and thick 
sandstone region.  

Figure 40: The combined seismic facies using multiple traces. 
Left: traces at 3 wells.                                               Right: limestone and sandstone traces added. 

CONCLUSIONS 
The seismic trace coherence may not able to reveal subtle depositional facies in a thin sequence 
because of gradual changes of the patterns among the closest neighboring traces. The trace 
classification approach based on the neural network clustering provided very good results. Our 
new approach appears to provide some advantages. It provides pattern recognition for multiple 
user-specified traces (for example, specific “depositional trace” or “oil trace” and “gas trace”) 
over an entire survey. The algorithm has been demonstrated, via the case study, to be robust and 
promising in defining seismic facies of subtle geological features and predicting thin-bed 
reservoirs. Notice that, similar to every geophysical output, the geological meaning needs to be 
defined or verified by geological information. The same correlation values may not represent the 
same depositional subfacies and the assignment of depositional subfacies depends on our 
confidence on the geology. More wells, if available, should be selected for the multiple trace 
pattern processing in those less confident regions. 

Boonsville Field 2: Seismic Attributes for Thin-bed Reservoir Prediction  
The conventional thin-bed tuning model (i.e., the wedge model) is examined with emphasis on 
its usefulness or possible pitfalls in thin-bed reservoir prediction of the Caddo sequence, and a 
new non-linear statistical inversion model built on the generalized regression neural network 
(GRNN) is applied to the Caddo sequence.  Two other seismic inversion models, a non-linear 
statistical model based on the probabilistic neural network (PNN) and a deterministic model 
using constrained sparse spike inversion (CSSI) are used to delineate the reservoirs of the Caddo 
sequence. Our study shows: (1) The conventional thin-bed tuning model is appropriate only if 
one single thin-bed is developed or multiple widely-spaced thin beds (greater than one quarter of 
the wavelet length) are present in the sequence of interest.  In other words, the model should not 
be applied for multiple closely-spaced thin beds because of significant destructive interference; 
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(2) All three seismic inversion models were able to identify the thicker reservoir sandstones.  
However, the resulting details for the thin beds vary.  The sparse spike inversion with constraints 
provided few indications of the thin-bed distribution although it was largely noise-free.  The 
probabilistic neural network (PNN) delineated most of the thin-beds, but produced more noise as 
well.  Our GRNN method predicted the thin beds at 13 out of 20 wells.  The GRNN inversion 
method can be very useful in detecting thin-bed reservoirs in existing fields where a number of 
wells are available. 

INTRODUCTION 
Reservoir characterization has historically focused on thick reservoirs (i.e., the thickness greater 
than seismic resolution).  One of the most challenging research problems is to characterize thin-
bed reservoirs using 3-D seismic and well data.  Based on the quarter wavelength criterion, thin-
bed reservoirs range in thickness from a few feet to tens of feet.  Tuning effects are observed at 
this thickness range due to wavelet interference (Widess, 1973; Brown, 1996) and thin-bed 
reservoirs may not be detected in seismic data or may be difficult to integrate with well data. 
However, thin-bed reservoir characterization is important as the petroleum industry is devoting 
greater effort toward tapping more oil from existing fields, many of which are in thin-bed 
environments. 

Progress is being made towards characterization of thin-bed sandstone reservoirs using: (1) 
instantaneous seismic attributes (Hardage et al. 1994, 1996a; Horkowitz et al., 1996); (2) 
amplitude (Cooke et al. 1999; Hoover, 1999); (3) frequency decomposition  (Partyka et al., 
1999); and (4) Bayesian simulation (Gastaldi et al., 1998). To characterize thin-bed reservoirs, 
however, there are two key factors need to be taken into consideration. One is that a single 
reservoir layer or multiple widely-spaced reservoir layers are rarely developed in a sequence of 
interest.  Closely spaced thin-bed layers are difficult to predict using the conventional thin-bed 
tuning model which was generated for a single thin bed between two thick beds. The second one 
is to remove the tuning effects (detuning).  Reflections result from the convolution of a source 
wavelet with a reflection coefficient, thus representing the boundary between two layers instead 
of the layer properties.  Seismic inversion, which minimizes tuning effects or takes tuning effects 
into consideration, appears to provide a more robust approach for characterizing thin-bed 
reservoirs and is the subject of ongoing research (Salleh et al., 1999; Torres-Verdin et al., 1999; 
Riel, 2000; Pennington, 2001). 

Two approaches can be used to recover acoustic impedance from seismic data.  One technique is 
to remove or minimize the tuning effects by applying a deconvolution model.  This is the 
conventional deterministic seismic inversion.  A few theoretical methods have emerged since 
1980s, such as linear programming (Taylor et al., 1979; Cooke, et al., 1983; Oldenburg et al., 
1983), maximum-likelihood or sparse spike inversion (Chi, et al., 1984), and more recently, 
constrained sparse spike inversion (Debeye et al., 1990).  All these methods resolve the 
components of the convolutional model in each seismic trace.  

The other alternative is to not remove the tuning effects from a seismic data set, but to establish a 
statistical relationship between seismic attributes and impedance (multi-attributes analysis, 
Hampson et al., 2001).  Non-linear statistics are used to describe the relationship between 
attributes and acoustic impedance as the relation between them is complicated.  Neural networks 
are most often used to construct this non-linear relation.  A couple of neural networks that have 
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been in use for seismic inversion are the multi-layer feed-forward neural network (MLFN) (Liu, 
et al., 1998) and probabilistic neural network (PNN) (Hampson, et al., 2001).  Non-linear 
relationships imply that more than one step or expression is required to simulate the observations 
from the known inputs, in contrast to one step in linear relationship.  Each layer consists of nodes 
and weights.  The nodes are connected with weights and the neural network process finds the 
optimal weights between the nodes by training a data set.  Then, the statistical model is applied 
to simulate an entire data set. 

Our study area is again the Boonsville Field, Fort Worth Basin of the north central Texas. In this 
study, we examine the conventional thin-bed tuning model, apply a new generalized regression 
neural network model, and perform a comparison study with two other inversion models with a 
focus on the prediction the thin-bed reservoirs.  

EVALUATION OF THE CONVENTIONAL THIN-BED TUNING MODEL 
The conventional thin-bed tuning model was derived from a wedge model.  Widess (1973) 
demonstrated the interaction of the top and base reflectors of a thin bed wedge, illustrating that 
amplitude increases as thin-bed thickness increases until the amplitude of the composite wavelet 
reaches a maximum for a bed thickness of one-quarter wavelength.  Clearly, the bed thickness at 
which these phenomena occur depends on the shape of the wavelet or its frequency band and the 
velocity of the reservoir of interest.  For instance, one-quarter of the wavelength is approximately 
50 feet for the Boonsville Field data set, given 12000 ft/s as the average velocity of the Caddo 
sequence and 57 Hz as the dominant frequency of the seismic data (Figure 41). It is assumed that 
the post-stacked (summed) amplitude represents the zero-offset amplitude; that is, AVO effects 
were ignored. 

Figure 41: 
Conventional 
thin-bed tuning 
model with 
notations for our 
data set. 

 

 

 

 

 

 

 

The thin-bed tuning model has been widely employed to predict thin-bed reservoirs.  A number 
of case studies have been published during the last decade (Brown, 1996; Hoover et al., 1999; 
Cooke et al., 1999). In reality, however, a sequence of interest is rarely developed by a single 
reservoir layer or by multiple widely-spaced reservoir layers.  Closely spaced thin-beds will 
present a challenge in predicting reservoir distribution using the model derived from a single 
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wedge model.  Notice that multiple thin beds are closely spaced if the vertical distance between 
two thin beds is less than one-quarter of a wavelength.  Therefore, two or more closely-spaced 
thin beds will destructively interfere, and thus will not obey the simple relationship between 
amplitude attribute and reservoir thickness developed for a single thin bed.   

Two-dimensional (more precisely 1.5-D) seismic forward modeling was implemented to better 
illustrate the multiple closely spaced model.  The wavelet applied in the modeling is a zero-phase 
Richer wavelet with the same dominant frequency of 57 Hz as that from the seismic data.  The 
velocities of the sandstone, limestone and shale, based on the statistical results from the acoustic 
well logs, are 14200, 15200, and 11800 ft/s, respectively. Amplitude attenuation demonstrates 
the destructive interference between the two closely spaced thin sandstones in a shale-rich 
sequence (Figure 42). 

Figure 42: Modeled 
seismic response 
showing amplitude 
attenuation where 
two closely-spaced 
thin sandstone layers 
are developed. 

 

 

 

 

 

 

 

Figure 43: Seismic 
features through the 
main delta system 
showing amplitude 
decrease and wavelet 
doublet in interdelta 
subfacies. 
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A seismic traverse line through the main delta system of this study area (oil producing area) is 
shown in Figure 43.  The amplitude attenuates in the inter-delta subfacies where the thin 
limestone and sandstone are closely spaced.  To avoid using biased amplitudes due to a possible 
peak mistracking, the RMS amplitude computed over 20 ms time window below the top Caddo 
horizon was used instead of single point amplitude.  The relationship between RMS amplitude 
and the summed thickness of the sandstone and limestone at 37 wells is shown in Figure 44a.  
The summed thickness of two types of rock was used because the sandstones cannot be separated 
from the limestones utilizing the amplitude and/or acoustic impedance alone.  It clearly does not 
agree with the conventional thin-bed tuning model and should not be used for approximating the 
thickness of sandstone and limestone.  

Figure 44: RMS Amplitude plotted 
against summed thickness of 
sandstone and limestone. 

(a) for 37 wells  

(b) for a single thin bed or multiple 
widely-spaced thin beds  

(c) for multiple closely-spaced thin 
beds. 

By interpreting the sandstone and 
limestone layers and the shale 
thickness between them, two groups 
were categorized for this data set: 
multiple closely-spaced layers and 
single layer or widely spaced layers.  
The single layer and widely spaced 
layers are consistent with the thin-bed 
tuning model because there is no 
significant destructive interference 
between multiple thin beds.  The 
correlation of the amplitude of the 
second group against the summed 
thickness of layers is shown in Figure 
44b.  This suggests that the amplitude 
increases with increasing thickness at 
least up to one-quarter wavelet length 
(50 feet).  Therefore, the thin-bed 
tuning model works for single layer or 
widely spaced layers (Figure 44b), but 
fails for the closely spaced thin beds 
(Figure 44c).   

In general, the conventional thin-bed 
tuning model does not often apply 
because a single reservoir and/or 
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multiple widely spaced reservoirs are rarely developed in a sequence.  As a consequence, seismic 
inversion, which shows more promise in predicting reservoirs, will be investigated in this 
chapter. 

GENERALIZED REGRESSION NEURAL NETWORK INVERSION 
The prior study showed that the conventional thin-bed tuning model is not applicable due to 
destructive interference among multiple closely-spaced layers. Here seismic inversion models 
are employed to derive layer properties (acoustic impedance in this paper). One of our research 
goals is to use a novel non-linear generalized regression neural network (GRNN) inversion 
model to predict the thin-bed reservoirs.  The results will be compared with two existing 
inversion software models, that is, the probabilistic neural network (PNN) and constrained sparse 
spike model (CSSI). 

GRNN inversion model 
In this study, a GRNN inversion algorithm was developed and tested on the Boonsville data set.  
Chen (1996) described the relevant mathematical model in detail.  The GRNN algorithm 
provides estimates of continuous variables and converges smoothly to the underlying regression 
curve (in case of 1-D).  It features instant learning and always gives a smooth transition from one 
observed value to another. The GRNN model is primarily derived from the radial basis function 
(RBF) which is a neural network concentrated on localized basis or potential functions and 
iterative function approximation.  This function requires more neurons than standard feed-
forward back-propagation networks, but it can be designed in a fraction of the time it takes to 
train standard feed-forward network such as MLFN. Our GRNN model consists of two layers; 
the first layer is the hidden RBF and the second layer is a linear regression function. 

High-cut or low pass filtering should be applied to cut off the very high frequency component of 
the impedance from wells in order to “upscale” to the seismic frequency from full band 
frequency of well data.  The neural network technique tries to build a non-linear relationship 
between seismic attributes and impedance by “forcing” processing to incorporate all the 
information as possible even if some of the “information” is noise.  High-cut filtering smoothes 
impedance curves and ensures that the relationship is not far beyond the seismic resolution.  It 
also reduces some noise.  We applied a 120 Hz high-cut filter (the maximum frequency 
component) to the impedance logs.  Four basic attributes (amplitude, envelope, instantaneous 
phase, and instantaneous frequency) were used as an input set to the GRNN neural network. A 
convolution model was applied to better link these attributes to the acoustic impedance.  This 
convolutional operator is consistent with the geophysical model and adds more variables to the 
input vector, thus improving the accuracy of the neural network (Hampson et al., 2001).   

Application of the GRNN model to the Boonsville Field data set 
This GRNN inversion approach was applied to the Boonsville Field data set and six wells (AC5, 
BY11, BY13, BY18D, CY9, and IGY31) were used for the training data set  because their 
synthetic curves can be tied to the seismic traces without “squeezing and stretching”.  The 
correlation coefficient between inverted and actual impedance at the wells in the training set is 
0.84.  A blind test was conducted in which one well at a time was removed from the training set; 
the inversion result at the associated seismic trace was compared with the impedance from that 
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well, which obtains coefficient of 0.52. The inverted impedance can be used to predict the 
presence of the sandstone reservoirs by interpreting high impedances of 32000 ft/s*g/cc as a base 
value (Figure 45). The impedances of the sandstone reservoirs and limestones are greater than 
the base value whereas the impedance of the embedding shale is less than the base value.  

Figure 45: Inverted impedance curves using the GRNN model at 36 wells.  
The base line represents 32000 ft/s*g/cc, and the original acoustic impedance curves are shown 
at the six wells for which they could be computed, in red. 

Our GRNN inversion made correct predictions at all well locations in the proximal delta front 
and distal channel (wells AC3, CWB21-1, CWB21-2, and AC5) where thicker sandstones were 
developed and inverted impedance is more than 39000 ft/s*g/cc.  The inverted impedance at well 
AC4 is around 32000 ft/s*g/cc and consistent with the fact that no reservoir and only thin shaly 
limestones were deposited. At well BY2 and BY3 where only sandy shales or shaly sandstones 
are present, the inverted impedance is lower than or near to 33000 ft/s*g/cc.  The inverted 
impedance at the well FY10 ranges from 33000 to 34000 ft/s*g/cc and agrees with the presence 
of the shaly sandstones at that transition interval from the delta front to prodelta subfacies.  At 
well FY7, sandy shale was found and its inverted impedance is lower than the base value.  All of 
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these show that the inverted impedance was able to identify the presence of the thicker 
sandstones and limestones. 

Twenty wells out of the 30 blindly tested wells are located in the distal delta front and interdelta 
subfacies (AB3, AC1 AC2, AC6, WDB1, LOF1, LOF2, LOF3, LOF4, LOF5, CWB12-1, IGY3, 
IGY4, IGY9, IGY13, IGY14, IGY18, IGY19, IGY21, and IGY32, see Figure 45).  The GRNN 
approach was able to detect the thin-bed sandstone and/or limestone at 13 out of 20 wells.  The 
model was not able to identify the thin-bed sandstones and limestones at 7 wells in the distal 
delta front (LOF1, LOF3, LOF4, LOF5, IGY3, IGY13, and IGY21). The high impedance layers 
(limestones) in the prodelta subfacies were correctly predicted at wells BY11 and BY13, but not 
at wells BY18D and BY15. 

Two inverted impedance cross sections (crossline 125 and 171) are depicted in Figure 46. The 
high impedance is highlighted in the east, center and west, indicating the main delta sandstone 
reservoirs, minor distributary channel sandstone, and limestone, accordingly. Notice that the 
inverted impedance is relatively low at some traces in the center of the crossline 171 (the 
“doublet wavelet” region).  The impedance cube with different opacity cutoffs is shown in 
Figure 45 which highlights the thicker sandstone in the east (proximal delta front) and the thicker 
limestone in the west (prodelta subfacies), minor distributary channel sandstone in the center, 
thin beds in the east and south, and distal delta front sandstones and/or limestones in the east. 
The inversion technique also easily reveals the lateral discontinuity of the sandstone reservoirs 
and limestones in the Caddo sequence.  

 

Figure 46: 
Crosslines 171 
(a) and 125 (b) of 
the inverted 
impedance data 
using the GRNN 
model indicating 
sandstone and 
limestone as 
higher 
impedances. 
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Figure 47: Inverted impedance volume (GRNN model) with different opacity cut-offs. 
Left: 32000 ft/s*g/cc                        Center: 36000 ft/s*g/cc                         Right: 39000 ft/s*g/cc 
 

OTHER INVERSION MODELS 

Probabilistic neural network inversion (PNN) 
The PNN inversion is a two-layer neural network with the hidden layer as its first layer.  
According to Hampson et al. (2001), this hidden layer might be similar to the RBF in the 
previous GRNN model because the Gaussian basis function is used in this layer to compute the 
distances from the input vector to the training vector (Hampson et al., 2001).  However, the 
second layer is different in that it utilizes a compete transfer function based on the probabilities, 
instead of a regression function in the second layer of the GRNN model.   

The PNN inversion proceeded in the following steps: (1) wells were tied to seismic traces, (2) 
training and validating were preformed on the nine pre-selected wells (AC5, AC6, BY11, BY13, 
BY18D, CY9, IGY14, IGY19, and IGY31) in an effort to establish a neural network relationship 
between the seismic attributes and actual acoustic impedance, and (3) the inverted impedance 
data was analyzed. The training results with correlation coefficient of the inverted and actual 
impedance is 0.86, with a validation coefficient of 0.56, implying the prediction accuracy is 
about 0.56.  This prediction accuracy is close to our GRNN model of 0.52.  

Figure 48 shows the impedance slice 6 ms below the top Caddo horizon and demonstrates the 
main geological features of the Caddo sequence.  The highest impedance areas (in red) in the 
east and west represent the thicker sandstone reservoirs and limestones, respectively.  A 
northwest-oriented zone with the inverted impedance of 33000-35000 indicates the minor 
distributary channel (no well was drilled yet). In the east and south, the intermediate impedance, 
ranging from 32000 to 37000 ft/s*g/cc, indicates the presence of the thin-bed sandstone and/or 
thin-bed limestone, corresponding to the distal delta front and interdelta subfacies.  The inverted 
impedance is slightly lower than the actual impedance in those regions because of the truncation 
related to the scale problem; however, it is still higher than the inverted impedance in the north-
central parts where no clean sandstone and pure limestone were deposited.  Notice that some 
isolated thin-bed limestones in the prodelta were not predicted, for instance, at well BY15.   
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Figure 48: Inverted 
impedance data 
using the PNN 
model. 

Time slice 6 ms 
below the top Caddo 
horizon, showing the 
distribution of high 
impedances. 

 

 

 

 

One representative crossline (117) is shown in Figure 49.  Notice that high impedance, ranging 
from 37000 to 45000 ft/s*g/cc, indicates the thicker sandstone reservoirs and/or limestone non-
reservoirs and the intermediate impedance from 33000 to 37000 ft/s*g/cc represents the thin-bed 
sandstone reservoirs and/or thin-bed limestone non-reservoirs because of the truncation.  
Crossline 117 illustrates the high impedance layers in the east and center.  They represent the 
thin-bed sandstone reservoirs and the closely spaced thin-bed sandstone reservoirs, respectively 
(compare with the well-based depositional model, Figure 35). The thicker limestones in the west 
were not revealed in crossline 117 while the GRNN did recognize them (Figure 46).  This also 
demonstrates that the sandstones and limestones are heterogeneous. 

Figure 49: Crossline 117 of the invertedimpedance volume using the PNN model. 

It is difficult to discriminate the sandstone from the limestone using the inverted impedance 
alone.  However, they can be separated by knowing the depositional model already constructed 
using well and seismic data (see previous section in this report).  In order to interpret the 
limestone and sandstone from the impedance cube, the cutoff of 32000 ft/s*g/cc was obtained on 
the basis of well data.  The thicknesses from 37 wells are shown in Figure 50, against the 
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thickness estimated from the inversion results.  This relationship demonstrates the advantage of 
using impedance or layer properties over using the amplitude attribute for thin bed estimates (see 
Figure 44a).  The estimated sandstone reservoir distribution is illustrated in Figure 51.  Note that 
the limestones in the west were manually removed, but we was not able to separate them from 
the sandstones in the interdelta (i.e. in the south) and western margin of the main delta system.  
This figure shows that no reservoir sandstone was developed in some parts of the main delta 
system, supporting the lateral heterogeneity of the thin-bed reservoirs in the shale-rich Caddo 
sequence. 

Figure 50: Actual 
sandstone and limestone 
thickness plotted against 
predicted thickness from 
seismic inversion (PNN 
model) 

 

 

 

 

 

 

 

 

 

Figure 51: Estimated 
sandstone thickness of 
Caddo main delta system 
(PNN model) 

Note: the limestones in 
the west were removed 
manually in this 
example) 
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CONSTRAINED SPARSE SPIKE INVERSION (CSSI) 
The CSSI inversion model is based on the convolution and deconvolution model.  It involves two 
fundamental techniques: wavelet estimation and balanced spike and wavelet deconvolution (Chi, 
et al., 1984; Yilmaz, 1987; Russell, 1988; Debeye et al., 1990).  The CSSI inversion was applied 
to the Boonsville data set.  Six main procedures were followed in performing the CSSI inversion, 
with a focus on the quality control: (1) building earth model, (2) estimating wavelets based on 5 
wells (BY11, BY18D, CY9, AC5, and IGY31), (3) conducting constraints, (4) inverting trace by 
trace, (5) merging traces, and (6) interpreting inverted impedance data.  The inverted impedance 
agrees with the actual impedance with the correlation coefficient of 0.72 for the Caddo sequence 
(Figure 52).   

Figure 52: Traverse line showing the inverted impedance using CSSI model and agreement with 
well data (the five wells indicated were used to estimate the wavelet and provide constraints). 

A high quality match between inverted and actual impedance layers would allow us to estimate 
the sandstone and limestone by tracking the high impedance layers.  However, the layers with 
the impedance higher than 33000 ft/s*g/cc in the Caddo sequence were found in the entire 
survey including the prodelta subfacies (Figure 36, top).  Furthermore, the inverted impedance in 
most of the distal delta front and inter-delta subfacies is the lowest, which prevents us from 
identifying the thin-bed sandstones and limestones.  For instance, the inverted impedance at well 
BY3 and BY3, where no sandstone and limestone were interpreted, is not lower than the 
impedance in the delta front area.  A variety of opacity cut-offs was explored as shown in Figure 
53, which reveals that thicker sandstone and/or limestone were able to be delineated (Figure 53, 
bottom).  The CSSI inversion provided few indications of the thin-bed reservoir distribution.  
The parameter λ may be varied in order to obtain more thin-bed results, but at the risk of 
inducing additional noise. 

 

Possible multiple 
Possible multiple 
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Figure 53: Inverted impedance volume 
using the CSSI with different opacity cut-
offs. 

Top: 33000 ft/s*g/cc 

Center: 36000 ft/s*g/cc 

Bottom: 39000 ft/s*g/cc 

 

 

 

CONCLUSIONS 
Evaluation of the conventional thin-bed 
tuning model (wedge model) shows that 
it is appropriate only if one single thin-
bed is developed or multiple widely 
spaced thin beds (greater than one quarter 
of the wavelet length) are present in the 
sequence of interest.  In other words, the 
model should not be applied for multiple 
closely spaced thin-beds because of 
significant destructive interference.  

All three inversion models were able to 
identify the thicker reservoir sandstones 
and non-reservoir limestones.  However, 
the resulting details for the thin-beds 
vary.  The Boonsville case study shows 
that our GRNN inversion detected the 
thin-bed sandstone and limestone at the 
rate of 13 out of 20 wells.  The PNN 
inversion was also able to predict most of 
the thin-beds and enhanced the thickness 
estimates of the thin-bed sandstone and 
limestone, but the inverted impedance is 
nosier than that using the GRNN model.  
The deterministic approach with 
constraints (CSSI) shows a good 
agreement of the inverted impedance 

with the actual impedance logs as a whole, but provided few indications of the thin-beds, perhaps 
due to our avoidance of noise.  For this post-stack data set, it is implicitly assumed that the stack 
volume represents zero-offset reflections, an assumption that may cause some systematic errors 
in the deterministic inversion.  
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Non-linear statistical inversion focuses on both amplitude and trace shape in the convolution 
window.  This method always forces the system to construct a relationship between multiple 
seismic attributes and acoustic impedance.  As a result, AVO effects have less influence on it.  It 
is more robust in delineating thin-bed reservoirs where multiple wells are available.   However, 
the statistic inversion methods require a number of wells.  The GRNN inversion should be very 
useful in detecting thin-bed reservoirs in existing fields where a number of wells are available. 

DFM ANALYSIS OF BOONSVILLE DATA 
The results of the DFM analysis conducted by TransSeismic International entail an interpretation 
scheme that is different from that used for Stratton (complete report is in the appendix).  In 
Boonsville, the migration paths used by hydrocarbons are sought, in part because the rocks are 
harder and the fluids require enhanced fracture paths for transport, and in part because the 
karsting that occurred in deeper intervals has created these pathways.  In TSI’s conclusion, the 
potential productive zones could either be in the regions of decreasing effective pressure or along 
the boundaries between blocks of decreasing pressure and of increasing pressure.  Figure 54 
shows the relationship of pressures in the productive Caddo zone with the initial oil productivity 
of wells in the field, from that zone.  Figure 55 shows a three-dimensional view (created at MTU 
using data provided by TSI) of the decompressing regions, shown in red. 

Figure 54: DFM results for the Caddo interval (red represents decompressing regions). The 
dashed lines indicate block boundaries interpreted by TransSeismic from the data.  The size of 
the diamond symbols is proportional to the oil recovery from the Caddo interval from wells in 
the field.  
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Figure 55: Three-dimensional image of the DFM results for the Boonsville data set, processed 
by TransSeismic and imaged at MTU; the red colors represent areas of decreasing effective 
pressure, presumed to have greater potential for hydrocarbon accumulations in the DFM 
approach. 

 



Final Technical Report Michigan Technological University  DE-AC26-98BC15135 

October, 2002  Page 66 

Evaluation of seismic attributes in Wamsutter Field, Wyoming. 
Wamsutter field, WY, is operated by BP, and formerly Amoco (see Figure 56 for location).  
Production here is primarily from the top of the Almond formation with some additional 
production coming from deeper parts of the Almond in some areas.  This field provided a great 
challenge: conventional attributes were not known to provide any assistance in identifying 
potential ‘sweetspots’ or other productive areas.  The field is also near the Siberian Ridge field, 
the subject of a separate, unrelated, DOE/GRI field study which also found that conventional 
seismic attributes were of little use.  There were several reasons for choosing this field for our 
calibration/test study area.  We wanted a site that was would present a challenge to the use of 
seismic attributes, yet which clearly had wide variation in the production from well to well that 
was apparently associated with geologic features (and not differences in completion techniques, 
for example).  We also sought a field that presented difficulty in tying seismic data to well log 
data due to wide velocity variations within thin beds, and this field contained finely interbedded 
coals and high-velocity sands in order to examine various aspects of upscaling velocity 
functions.  Ideally, our final field study would also provide a good test case for possible pressure 
compartments, particularly ones that are associated with fine-scale fracturing; although any 
pressure compartments that may be present in the Lewis shale above the productive horizons at 
Wamsutter are not producing oil or gas.   

Figure 56.  Location maps showing Wamsutter field.  

The one piece of data lacking from the field was a vertical seismic profile (VSP) or checkshot, 
but our upscaling study was completed with some confidence in spite of this shortcoming.  Our 
results demonstrate that the selection of Wamsutter field was appropriate: we have identified 
unconventional seismic attributes that are convincingly associated with the presence of a sand-
bar or barrier-island facies that is also highly productive, and other unconventional attributes that 
may be associated with areas of high fluid pressure and/or dense microfracturing, also areas of 
higher productivity. 

Seismic
survey area{
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LOCATION AND GEOLOGIC SETTING 
The study area, the Wamsutter field, is situated in southwestern Wyoming in the Greater Green 
River Basin. The area of investigation is in the Rocky Mountain foreland structural province, 
which is comprised of high desert basins surrounded by breached anticlines with Precambrian 
cores, and thrust-faults.  

Greater Green River Basin contains several geologic structures: the Rock Springs uplift, the 
Great Divide Basin, the Wamsutter Arch, the Washakie Basin, and the Green River Basin. The 
Wamsutter Arch separates the Great Divide Basin from Washakie Basin. The Wind River thrust, 
Thrust Belt, Uinta Mountains, Sierra Madre, and Rawlins uplift define the northwestern, western, 
southwestern, southeastern, and northwestern margins of the Greater Green River Basin 
respectively (Figure 57) (Jaworovski and Simon, 1995).  

Figure 57: Location of the 
Wamsutter survey area. After 
Stephenson et al, 1987, and Keighin 
et al, 1989. 

STRATIGRAPHY 
The main target in Wamsutter field is 
the Almond Formation. The Almond 
Formation is the youngest formation 
(Upper Cretaceous) in the Mesaverde 
Group of southwestern Wyoming 
(Figure 58). In the subsurface, the 
Almond Formation can be 
subdivided into three genetic units: 
an upper unit which is transgressive 
in origin and which includes a highly 
productive barrier-bar facies and a 
coal-bearing facies deposited 
dominantly in back-barrier 
environments; middle unit, consisting 
of several dominantly marine shale-
to-sandstone sequences that contain 
little or no coal and a lower, fluvially 
dominated, coal-bearing unit. The 
upper Almond is the primary 
exploration target, significant gas 
potential may also exist in the middle 
and lower Almond, as it contains 

numerous thick coals, which have generated both oil and gas and have expelled significant 
quantities of gas. (Martinsen et. al., 1995). 

The Almond Formation is overlain by the marine Lewis Shale and underlain by the Ericson 
Sandstones. The thickness of the Almond Formation in the Washakie and Great Divide Basins 
varies from 250 to more than 500 ft. The drilling depths to the top of Almond Formation vary 
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from a few thousand ft to over 16000 ft in the center of the Washakie Basin (Hendricks, 1994). 
Variations in the formation thickness and in lithofacies may be due, at least in part, to 
syndepositional movements along basement block faults. Both its upper contact with the Lewis 
Shale and its lower contact with Ericson Sandstone stratigraphically rise to the west. The 
Almond-Ericson contact is commonly very sharp (Fig.58). The contact between the Almond and 
the Lewis is very sharp and is marked by a transgressive surface of erosion (Martinsen et. al., 
1995).  

Figure 58: Schematic cross-section (after Roehler, 1990), showing the Wamsutter area of study. 

The Almond Formation is one of the most important gas producing units in southwestern 
Wyoming. Most of the gas production in the eastern areas of the Washakie and Great Divide 
Basins and intervening Wamsutter arch is predominantly from the marine sandstones of the 
upper Almond. Within this area approximately 65 fields produce from the Almond Formation. 

Wamsutter field primarily produces gas. First year 
gas production for Wamsutter field area is shown on 
Figure 59. Two areal trends of production can be 
identified from it. A linear trend on the west shows 
the largest production from the sand bar associated 
with Almond Formation. Production from zone B 
comes from slightly deeper intervals within the 
Almond.  

Figure 59: Location of the seismic survey outlined in 
red and first-year (gas) production indicated by size 
of bubbles.   

A
B
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REFLECTION CHARACTERISTICS OF ALMOND RESERVOIR 
The thickness of the Almond Formation, as derived from well logs through out the survey, varies 
from 350 to 460 feet. Figure 60 a shows typical well log response for the area.  Figure 61 shows 
the seismic response in the area of the sand bar or barrier island;  gamma ray, density and sonic 
measurements are shown on acoustic impedance (colored) and seismic (wiggle traces) overlay.  

Figure 60: Typical logs for the Wamsutter area. 

Although the contact between the Lewis Shale and the Almond Formation is well defined from 
the gamma ray log and other log measurements, this contact produces mostly a weak negative 
reflection. Velocity does not change drastically in comparison with the overlaying Lewis shale, 
and therefore most of the reflection results from the density contrast between these two units. 
However, within the Almond, interbedded coal layers produce very strong positive reflection. 
We called this reflection the Almond horizon. Log measurements detect layers of interbedded 
coals, shales and tight sandstones within the Almond Formation. Typical thickness of these 
layers varies around 5 feet. At the base of Almond Formation there is a thicker coal bed (~20 feet 
thick), which is characterized on the logs by extremely low velocities and densities. This coal 
bed produces one of the most consistent and well-recognized reflections on the seismic section.  
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Figure 61: Typical logs of the portion of the Wamsutter field where the sand-bar or barrier-
island facies is present. 
Seismic data (repeated for each log) are displayed as wiggle lines, and the background colors 
indicate acoustic impedance resulting from well-constrained inversion.The thin coal beds are 
apparent from the low density and sonic readings 

INTERPRETATION  
Approximately 60–sq. mi. of 3-D seismic data was reinterpreted along several horizons. Those 
results provide improved structural maps. The use of several high-end software packages made 
this work easier, providing broader opportunities to evaluate potential attributes in seismic data. 
Time structure, isochron and attribute maps were constructed.  

Figures 62 and 63 show a seismic section through the seismic volume. The Almond seismic 
horizon is identified and the time structure of the Almond Lower is shown in the map insert. The 
map shows that horizon is gently dipping to the west. This is a typical time structure for the 
Wamsutter field as all the identified horizons follow the same pattern.  
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Figure 62: Seismic section through the data volume,with inset map showing general dip 

Figure 63: Seismic section in area of the western sand-bar or barrier-island facies. 
Note incoherent reflection at location of the sand bar as indicated by ‘Top of Almond Marker’ 
from well logs. The nomenclature used here may not be identical to that used in operating 
company offices. 
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CONVENTIONAL SEISMIC ATTRIBUTES 
Various seismic attributes were generated using the Wamsutter data set. Seismic attributes are 
specific descriptive and quantitative measures of waveform characteristics. Seismic data contains 
information on time, amplitude, and frequency of the reflected signal. We can extract this 
information from seismic and use it to characterize seismic data. Attributes can be derived from 
both pre-stack and post-stack data. They can be calculated along tracked horizon or on the 
interval.  

We first present a series of conventional attribute analyses, which are disappointing in their 
usefulness, and then (sections 6.2-6.5) present the results of some unconventional attribute 
analyses, which appear to be much more useful in this study. 

TIME DERIVED HORIZON ATTRIBUTES 
Time-derived horizon attributes were 
extracted for Almond. Dip, or dip 
magnitude map is displayed on Figure 
64. One time value of a picked 
horizon is  compared with 
neighboring points and a dip of a 
local plane is calculated. The dip map 
shows bad tracking and other artifacts 
at the edges of a survey. Linear 
features from the dip map coincide 
with contours derived from the time 
structure map.  

Figure 64: Dip map with time 
contours superimposed. 

Dip-azimuth maps were also extracted 
for Almond. Dip-azimuth is similar to 
the dip attribute but it combines dip 
and azimuth attributes into one map. 
Figure 65 shows a dip-azimuth map 
on Almond-Lower. Dip-azimuth maps 
are used to improve fault and fracture 
imaging. Two different color scales 
emphasize linear trendto: the 
northeast and the northwest.  

Figure 65: Dip-azimuth map with 
coloring emphasizing two dip 
directions. 
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WINDOW OR TRACE BASED ATTRIBUTES 
A variance cube was computed for the entire seismic 3-D volume to detect possible fracture 
zones in the Almond. The Gas Research Institute team, during their investigation in 1997-2000, 
was able to image structural features on some of the horizons in Siberian Ridge Field 
(approximately 10 miles to the northeast from Wamsutter Field). They identified them as faults 
and zones of increased fracturing (Sturm, 2000). Coherency, or its inverse variance, measures 
lateral changes in the seismic response caused by variation in structure by correlating one trace 
to its neighboring traces and detecting lateral discontinuities. When there is a sudden lateral 
change of acoustic impedance  (lateral reflectivity may vary because of changes in lithology, 

fluid, and thickness) coherency may be able to 
detect these changes. Coherency is commonly 
used to detect faults, help, guide, and perform 
the quality control of the interpretation. It is 
also independent of tracking involved in 
horizon interpretation because it is being 
calculated over the interval or on the whole 
seismic trace. Figure 66 shows a time slice 
trough variance cube corresponding to times of 
the Almond Formation. Curvy and linear 
features are apparent, and sand bar location are 
unidentifiable.  

Figure 66: Coherence time-slice at 1862 ms 
Red represents incoherent features. 

AMPLITUDE ATTRIBUTES 
Several conventional amplitude attributes were extracted in Wamsutter for different horizons. In 
general, in conventional interpretations, amplitude attributes point to areas that may contain 
hydrocarbon accumulations. We describe some commonly used attributes below. We extracted 
them at some interval (usually from Lower Almond seismic horizon and up to some time interval 
above) in order to include the top of the Almond formation (which does not generate a strong 
reflection and therefore is not tracked on seismic data but might contain a significant 
hydrocarbon potential). 

RMS amplitude map on the interval from Almond Lower up to 70msec above is shown in Figure 
67. RMS amplitude is a measure of the reflectivity within a time window. To be more specific, it 
is the square root of the sum of the squares of the amplitudes within the window interval. It is 
conventionally used as a direct hydrocarbon indicator in a zone. RMS amplitude attribute might 
be more useful than absolute reflection amplitude because it can be obtained over an interval, 
while the amplitude alone is extracted along the horizon. Horizon tracking can influence the 
value of amplitude extracted along the horizon.  
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Sum of magnitudes amplitude attribute (SMAA), which might serve as a lithology and porosity 
indicator was extracted for the same interval. It is the arithmetic mean of amplitudes multiplied 
by the number of samples in the window and is independent of amplitude sign. This attribute 
provides a measure of brightness volume, because SMAA is just the arithmetic mean of 
amplitudes multiplied by formation thickness in time (Figure 67). Sum of magnitudes and RMS 
attributes look very similar in the map view.  Those two attributes indicate anomalous amplitude 
zones which are very similar in shape.  

Figure 67: Maps of two amplitude-based attributes. 

FREQUENCY ATTRIBUTES    
Energy half-time attribute is the proportion of time required for the energy within the window to 
reach one half of the total energy within the entire window. This attribute is often used to 
identify sand-shale lithologies. If an interval has more sands at the top, the unit might be 
characterized by a strong reflector, front loading much of the energy towards the upper part of 
the interval. A shale-rich interval may have a weaker reflection at the top. Thus, the energy half-
time attribute may show shorter times for the sands. Energy half-time attribute was derived on 
the interval Almond Lower and 70msec above. Figure 67 compares attributes described earlier 
extracted on the same interval.  

Instantaneous attributes can be calculated from time, energy, frequency and attenuation, derived 
from the complex trace analysis (Taner et al 1977, and Taner et al 1979) of seismic trace data at 
the event location.  Various instantaneous attributes were calculated, but are not displayed here.  
In general, they did not provide insight into the reservoir properties.  

SEISMIC INVERSION FOR ACOUSTIC IMPEDANCE 
Seismic inversion is another window or trace based attribute in which each trace is inverted for 
acoustic impedance. We inverted the entire 3-D seismic volume. Inversion is a powerful tool, 
making it easier to interpret horizons, faults, stratigraphic units, and recognize geology. Inversion 
reveals interpretation errors; removes wavelet tuning effects and reduces side-lobes; extends 
beyond the seismic bandwidth; and allows us to make quantitative predictions of reservoir 
properties. 
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Acoustic Impedance (AI) is product of density and P-wave velocity. AI is a rock volumetric 
property and not an interface property like seismic data. AI inversion is simply the 
transformation of seismic data into pseudoacoustic logs at every trace making use of the seismic 
data, guided by the log data in the volume.  

Figure 68:Profile through a well-section of the inverted volume.  
The circles identify zones where the acoustic imedance determined by the inversion is 
significantly higher than that obained from the well logs. 

Figure 68 shows the final inversion result. Some unusual observations may be made from this. In 
some areas through the inverted volume AI values are higher than AI derived from the well data. 
For instance, one of those zones is marked A- A´ and is located below the tracked Almond 
horizon. This observed phenomenon may be caused by hydrocarbons in the interval, through a 
hydrocarbon production related effect, or through amplitude-versus-offset effects. If the logging 
was done prior to the seismic acquisition, then high AI values not present in the well log data 
might be caused by some changes related to production. As an effect of production the rock 
matrix stiffens as the fluid pressure decreases. This increase in confining pressure leads to an 
increase of impedances around well locations. The increased impedances are not near the well 
locations, leading to the conclusion that production has not significantly affected velocities in 
this field.  

Amplitude variation with offset (AVO) effect can introduce brightening or dimming of stacked 
seismic amplitudes. Acoustic impedance derived from well data is equal to AI from the normal 
incidence case. But the amplitudes in the seismic data come from far and near offsets. An 
increase in amplitude with offset could result in a larger amplitude on a stacked data, which we 
then mis-interpret  as zero-offset amplitudes. One way to test if this is the case would be to 
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model the AVO behavior from well data; this requires knowledge of the shear-wave velocities in 
the well, which we do not have. 

SWEET SPOT INVESTIGATION 
Often exploration in basins like the Rocky Mountains basins is not economically successful. Gas 
is present in the target horizon but flow rates are unsatisfactory low. There are models that 
suggest that in order to obtain a good production of basin-centered gas, investigators look for 
“Sweet Spots” or areas of anomalous high hydrocarbon production. According to the USGS 
definition of Sweet Spot, it is an area of relatively higher productivity within a continuous 
hydrocarbon accumulation (Figure 69). The causes of Sweet Spot occurrence might vary and 
different researchers have developed different approaches to the Sweet Spot concept. Yin and 
Surdam (1993) correlate Sweet Spots with higher than average porosity. Surdam concludes that 
some Sweet Spots are caused by local overpressure. Iverson (1993) focuses on permeability and 
flow rates. Billingsley (1999) defines Sweet Spot strictly according to economic standards 
without reference to cause.  

Figure 69: “Sweet Spot” 
scenario, from (Parter, 
2001) 

  

 

 

 

 

 

 

 

 

Having generated a number of attributes, we attempted to identify sweet spots in Wamsutter 
data. Parker et al (2001) has suggested that in Greater Green River Basin sediments are 
overpressured. In overpressured areas a decrease in velocity usually indicates decrease in 
effective pressure, and therefore an increase in pore pressure, i.e.,  

Effective pressure  = Confining Pressure - Pore Pressure. 

The effective pressure anomaly within the interval will be caused by increase in pore pressure. A 
pore pressure increase is strongly suggestive of a fluid trap. 

Researchers from University of Wyoming conducted a similar study in the Siberian Ridge Field, 
approximately 10 miles northeast of Wamsutter field. They reprocessed a volume of pre-stack 
seismic data and determined the volume of abnormal velocities from stacking velocities in the 
Lewis Shale.  
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We did not have pre-stack information from which we can determine abnormal stacking 
velocities. But we have computed a volume of acoustic impedance. We can determine the areas 
RI�JHQHUDO�YHORFLW\�GHFUHDVH�E\�PRQLWRULQJ�EHKDYLRU�RI�$,��$, 9��and searching for low values 
of AI along each stratigraphic horizon. We performed this on an interval starting 100msec above 
Almond Upper seismic horizon and extending upward into Lewis shale and above. The total 
vertical thickness of the interval is approximately 380msec in two-way travel time. In some 
similar basins, the shales contain hydrocarbon potential. Some production occurs within Lewis 
shale and above it. Our study interval was bounded by two roughly (but not precisely) parallel 
horizons (Figure 70).  

Figure 70: A portion of the inverted volume with specific horizons indicated. 

In order to obtain abnormal AI values we divided the interval into smaller slices; those slices 
(each about 20msec thick) follow the shape of tracked seismic horizons. Because the layering is 
close to comformable, we were able to track beds within these volume slices (Figure 70). For 
each of the slices, the average AI value was removed, indicating abnormal AI values. We 
identified the abnormally low AI values, and found that together, they formed “clouds” or body-
like shapes. Those  “clouds” were checked for connectivity and grouped into bodies according to 
size. This approach enabled us to obtain a 3-D model of possible abnormal pressure distributions 
within the Lance-Lewis and Upper Almond interval (Figure 71). 
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Figure 71: Extraction of low-impedance bodies within small intervals. 

We do not have pressure information in the Lewis shale in this portion of the basin, and it does 
not appear to contain hydrocarbons, but the method used here may be useful in actual 
prospecting environments. 

COHERENCY ATTRIBUTE ANALYSIS 
The largest gas production comes from the sand bar deposit in the western part of the study area. 
We decided to look at the very top of Almond Formation, which corresponds to the sand bar, and 
try to identify it on the seismic data. As was mentioned before, the top of the Almond Formation 
is well recognizable from gamma ray log, but the top produces a weak and inconsistent seismic 
reflection. This reflection is especially variable in the area of the sand bar (Figure 72a), where 
the downlap of features associated with the growth of the sand bar is apparent. We decided to try 
to ‘quantify’ this changing character of the wavelet. Coherency, or its inverse variance, is the 
attribute that can measure the lateral discontinuity in the change in acoustic impedance. Time 
slices through the coherency volume did not provide useful information (Figure 66); probably 
due to the dipping beds. A horizon-based approach is more appropriate. Maximum variance was 
extracted as a new attribute from several time intervals above the tracked Almond horizon in 
order to image the top of the Almond. Figure 72b shows several maps of maximum variance for 
successive intervals as we move upward from tracked Almond horizon. After comparing these 
maps for different intervals we concluded that the best production trend can be correlated to the 
maximum variance, particularly with the sand bar interval at 32-38msec above the Almond 
Lower horizon (Figure 73). There is a good correlation between best production and the 
incoherent events as indicated by the variance attribute. We think that those incoherent features 
correspond to the sand bar and represent ancient shorelines, or paleobeaches, and near offshore 
facies.    
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Figure 72a: Seismic 
section in area of the 
barrier island or sand bar; 
its location is circled. 

Figure 72b: Variance 
(incoherency) attributes 
over several horizon-based 
windows as labeled in ms 
above the Almond.. 

 

 

 

 

 

 

 

 

 

 

 

Ericson
seismic 
horizon

DT Rhob

Almond Upper 
seismic horizon

Base of 
Almond 
marker 

Top of 
Almond 
marker

Tracked 
seismic 
event 

0-140 1.95-2.95

Hot shale 
marker 

Well A

Almond Lower

Ericson
seismic 
horizon

DT Rhob

Almond Upper 
seismic horizon

Base of 
Almond 
marker 

Top of 
Almond 
marker

Tracked 
seismic 
event 

0-140 1.95-2.95

Hot shale 
marker 

Well A

Almond Lower

(12-22)msec

(32-38)msec

(38-45)msec

(22-28)msec

(28-33)msec

(12-22)msec

(32-38)msec

(38-45)msec

(22-28)msec

(28-33)msec



Final Technical Report Michigan Technological University  DE-AC26-98BC15135 

October, 2002  Page 80 

Figure 73: Maximum variance in  

Perhaps there is some correlation between other attributes and first year gas production but this is 
not very obvious. For example, energy half-time (Figure 74, left image) shows no apparent 
correlaation with production, but sum-of-magnitudes amplitude (right image) correlates with 
production in the southeast, where production is from the lower Almond.  The summing was 
taken over a 70-ms interval from the lower Almond upward. 

Figure 74: Energy half-time (left) and sum-of-magnitudes amplitude (right) shown with first-
year production. 
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DYNAMIC FLUID METHOD AT WAMSUTTER: 
The Wamsutter data set was processed using Dynamic Fluid Model (DFM) technique by 
Transseismic International Inc, who provided the results of their processing to Michigan Tech.  
Their complete report is provided in the appendix to this report 

The attribute computed is considered by Trans Seismic to be instantaneous estimates of the 
anomalous pressure gradient θ i (Figure 75), and maps of anomalous pressure estimates can be 
created for seismic horizons.  

Figure 75: DFM map and section showing anomalies 
The map is on the lower Almond; the color bar indicates values of the pressure attribute, with 
red being maximum fluid pressure or minimum effective confining pressure. 

We (Michigan Tech) compared the DFM results in the Lewis shale with our results for low-
impedance intervals (that is, those zones that are lower-than-typical within various small 
intervals) discussed in an earlier section of this report, since both attributes were designed to 
identify zones of anomalous pressure and, perhaps, microfracturing. 
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Figure 76 shows another vertical section through the DFM volume, focussing on the area of 
interest. Only the highest DFM amplitudes are visible on Figure 77. These highest continuous 
amplitudes were captured, grouped and saved as bodies (Figure 78). 

Figure 76: DFM section showing the Lewis shale region between Lance and Almond formations. 

Figure 77: 3D view of the most extreme values of pressure attribute from DFM. 
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Figure 78: Collected bodies of 
anomalous pressure values from 
DFM analysis. 

 

 

 

 

Figure 79 shows a map view of 
DFM bodies. We compared the 
time thickness of the bodies and 
derived an RMS DFM 
amplitude. Apparently the 
highest RMS DFM values 
correspond to the areas of high 
fluid pressures in the DFM 
model.  

 

 

Figure 79: Summed values of the DFM anomalies and the RMS amplitudes of these summed 
bodies over the eastern portion of the survey area. 

As described earlier, we also derived anomalously low acoustic impedance (AI) values in the 
Lewis formation, from100msec above the Almond horizon to the Lance horizon. Maps of low AI 
bodies and DFM derived high fluid pressures can be compared (Figure 80). Both of these 
attributes should indicate areas of high fluid pressures. Note the coinciding areas on the south 

DFM attribute RMS of DFM bodiesDFM attributeDFM attribute RMS of DFM bodies
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and northeast on both maps. Through comparison of the results from the DFM analysis, the 
anomalously low acoustic impedance summing, and the RMS amplitudes suggests that these 
attributes indicate pressure compartmentalization in the Lewis shale, but there is insufficient log 
data to test this model. 

Figure 80: Comparison of  the summed low-acoustic-impedance values and the DFM results. 

ONE-DIMENSIONAL SYNTHETIC SEISMOGRAMS GENERATED USING BACKUS AVERAGING 
We should always place a great emphasis on obtaining the best tie between synthetic seismogram 
and actual seismic data. Without this we cannot be very confident in interpretation results. In 
some environments it is difficult to obtain a reliable synthetic tie. There may be a variety of 
reasons why this happens. In our data set the conventional synthetics does not tie the data well. 
Hence, one of our goals is finding a solution for the problem and obtaining a simple and 
complete workflow for creating a good synthetic seismic tie which we can use on all the data 
routinely.  

In the Wamsutter field we encounter the presence of extremely low-velocity thin beds and the 
lack of a checkshot survey. Thickness of these beds varies from 3-5ft to a maximum of 20ft. The 
beds are rich organic coals interbeded with shales and very tight sandstones. Average porosity in 
these sandstones is 5-10 percent  (Figure 60). Although no checkshot is available for any of the 
wells in the survey, we are able to convincingly tie one regional reflector to the base of the coal 
sequence (Figure 81). However, the remaining reflectors do not readily tie. We chose to 
investigate this further, by dealing with the problem of upscaling.   

Seismic measurements respond to petrophysical properties at a larger scale than log 
measurements. It is impossible to obtain detailed, high-resolution petrophysical reservoir models 
from bandlimited seismic data. Seismic provides information on the scale of several tens of feet; 
log measurements on a scale of feet at the most. Scaling the effect of the interbedded coals and 
sandstones from the logging scale (used for creation of a synthetic seismogram) to the seismic 
scale may account for most of the mis-tie observed.  
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Figure 81: 
Velocity and 
Density logs.   
The only reflector 
that is clearly 
identifiable on 
these logs is the 
base of the 
Almond (*), at the 
deepest coal, 
recognized by the 
low density. 

 

 

 

 

 

 

Short Summary of Ray Theory and Effective Medium Theory 
 Wave propagation in a layered medium depends on wave frequency, layer thickness and 
rock properties (Backus, 1962; Marion et al., 1995; Mukerji et al., 1995). Marion et al., 1995 
performed an experiment where they measured the P-wave velocity through stacks of plastic and 
steel disks. We will briefly describe a thought experiment based on these published results in 
order to provide an understanding of upscaling. First, a stack consisting of only steel disks is 
placed between two transducers, and the P-wave propagated through the stack is recorded. 
Velocity of this steel “sandwich” is simply found by dividing the recorded time by the thickness 
of the stack. Now, we add to our steel stack an equal number of plastic disks, resulting in a thick 
stack of plastic and steel disks. Now the P-wave propagated through the stack consisting of a 
thick steel layer and thick plastic layer is recorded 

We will find that the velocity through the stack of steel and plastic disks, is given by 

plasticsteel VVV

2/12/11 +=  (2). 

This is a time-weighted average, and is appropriate whenever the wavelength of the sonic pulse 
is short compared with the “layer thickness’. Expression 2 can be generalized to 

∑
=

=
n

i

if

1 irt V(n)V
1

       (3), 

where ƒi are the volume fraction of the constituents (equal to the fractional layer thickness), Vi 

are the individual velocities and Vrt is the velocity based on ray theory. The resulting propagation 
time is 

* * * * 
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     (4), 

where li  is the thickness of each layer (Rio et al., 1996).  In this case velocity is the average 
velocity of the stack containing different layers. As long as the wavelength of the sonic pulse is 
short compared with the layer thickness, the velocity is always the time-weighted average of the 
velocities of the disks. The above thought experiment describes ray theory. 

Now we consider another experiment using the same setup (the stack of equal parts of steel and 
plastic disks)  and obtain measurements of the static bulk modulus and shear modulus by slowly 
compressing and rotating the stack of disks. The average, or composite, bulk and shear moduli 
are found by averaging their inverses – that is the compressibility (inverse of bulk moulus) is 
averaged over the various layers, and the bulk modulus obtained from the average 
compressibility. Likewise, this composite P-wave modulus (K+4/3µ) is found by averaging its 
inverse [(1/(K+4/3µ)], where µ-shear modulus or rigidity; K-bulk modulus or incompressibility. 
We can determine velocities using linear elasticity and the overall bulk and shear moduli of the 
stacked media:  

b
p

4/3K
V

ρ
µ+

=   (5)  and 
b

sV
ρ
µ

=  (6), 

where Vp-compressional-wave velocity; Vs-shear-wave velocity, and ρb-bulk density. 

We should use the composite P-wave modulus calculation of Vp for extremely long wavelength 
sonic pulses (compared arithmetic layer thickness). Hence, we do not just average velocities for 
very long wavelength; we average inverse square of velocities multiplied by density in order to 
obtain the long-wavelength velocity VEMT 

22

2/2/1

plastic  steelEMT
2 VVV ρρρ

ii ll +=   (7). 

The only difference between these two experiments described above is that we are using 
different wavelengths. Ray theory model uses very small wavelets or extremely high frequencies. 
On the other hand, the static compression experiment uses very long wavelengths or low 
frequencies and is equivalent to the effective medium theory. 

The overall effect of using the effective medium theory is the enhanced importance of thin low-
velocity layers. Slower layers are weighted more than in ray theory, because the slowness 
(inverse velocity) of each layer is squared before averaging; the slownesses themselves are 
averaged in ray theory.  

7KH� WUDQVLWLRQ� IURP� HIIHFWLYH�PHGLXP� WKHRU\� WR� UD\� WKHRU\� RFFXUV� DW� �d ~ 10 to 20. In other 
words, when the wavelength is 10-20 times larger than the layer thickness, use of effective 
medium theory is appropriate. If the wavelength is less then 10 times of the layer thickness then 
ray theory should be used. Other investigators have found slightly different relationships but all 
IRXQG�D�WUDQVLWLRQ�DW� �d ≅ 5-20 (Hovem, 1995). 
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When we tie log data to seismic data, we generally create a synthetic seismogram from the sonic 
and density logs, and then compare this with the (surface) seismic data. In general, there is a 
disagreement between the time-depth relationship obtained by directly integrating the sonic log 
and that found from a checkshot survey or vertical seismic profile at the well; or with the time-
depth relationship required to obtain a satisfactory match between the synthetic and recorded 
seismograms. The discrepancy, or ‘drift’ is usually eliminated by calibration or correcting the 
sonic-velocity values by an appropriate amount. There may be many causes for this 
disagreement, such as invasion effects on the sonic log, but here we will investigate the effect of 
fine-scale layering and practical approaches to implementing an effective medium theory model 
in synthetic seismogram generation, hoping to avoid the sometimes arbitrary correction applied 
by stretching and squeezing the synthetic seismogram. 

Our Approach 
 A summary of time-depth functions, velocity functions, and the scenarios investigated in 
this paper is introduced in Figure 82. The individual terms are explained in the text as needed.  

 

 

Figure 82: Table of scenarios investigated 
for  upscaling.   
Various terms will be defined as needed in 
the text. 

We chose one typical well from our data 
set, containing thin interbedded coals, low-
porosity sands, and shales. Because log data 
obtained in coal layers is often unreliable 
due to hole conditions, we compared our 
logged data with laboratory and log 
observations on coal in New Mexico 
(Figure 83, Pennington, 1993). Our data 
follows the same ranges and trends, and we 
believe that our well log data is reliable and 
not significantly affected by logging tool 
errors or borehole environment (See Figures 
60 and 81).  

Figure 83: Relationship between density and 
velocity in coals, based on core 
measurements. 

We used the Backus (1962) averaging 
technique to account for thin layers. For 
normal incidence, this is equivalent to the 
formulation presented earlier. We do not 
have available to us pre-stack data or any 
other shear wave information and therefore 
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we averaged inverse of the compressional-wave modulus M 

9S �0�� b)
1/2 (8);  M=( Kb+ 4/3µ) (9).  

We calculated P-wave moduli M for the entire well from the sonic and density logs, and then 
found the harmonic mean of P-wave moduli M over certain averaging window (Figure 84).  

Figure 84: Calculated 
modulus (left side, red) and 
Backus-averaged values 
(black); computed velocity 
(right side, green) and 
Backus-averaged (black). 

The arithmetic mean of 
density was found using the 
same window size. Finally, a 
new smoothed Backus-
averaged velocity was 
obtained using these values: 

where 
1
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−
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1

) ρρ  (12). 

At every point, the new 
Backus-averaged velocity 
function V(z) represents the 
local (over the averaging 
window length) effective 
medium equivalent of the 
original layered medium 
(Figure 84). Now we can 
estimate the new Backus-
averaged time-depth relations 
from this new locally-
averaged velocity (Figure 85).  

Figure 85: Comparison of original and Backus-averaged time-depth relations.  
New time-depth relations were obtained from the Backus-averaged velocities. Original velocity 
values are shown on the new time scale (left panel, magenta), Backus-averaged velocity - Vharm 
is in cyan. Original velocities are displayed on the original time-depth scale (left panel, black). 
Drift is shown on the right panel. It is the difference between original and Backus averaged 
times. Notice that drift is zero at the tying point, marked by the star *. 

)(/)()( zzMzV ρ= (10) 

* * * * 
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In our data set, we can only fix one time-depth pair, by associating the base of a coal sequence 
on the log to a particular pronounced regional reflector on the seismic data. This is equivalent to 
having only one check-shot value, at a specific depth and represents a worst-case scenario for 
most exploration or development targets. The drift curve (Figure 84) is therefore set to zero in 
the middle of the panel at the single tie point. Drift is defined as a difference between the time (at 
any depth) obtained from the averaged velocity profile and that obtained from the original sonic 
log; a positive slope (increase in drift with depth) implies that the averaged velocities are lower 
than the original velocities. Well logs are uniformly sampled in depth with a sampling rate of 
0.5ft. In time domain, however the sampling will be not uniform. We interpolated on our data in 
the depth domain, keeping the frequency range of our data unchanged, with new depth increment 
of 0.05ft. After applying the time-depth relationship we had obtained, we resampled our log in 
time to 0.00002sec. The sample rate of our seismic data is 0.002sec. 

 In order to directly compare our Backus-averaged results with ray theory results, we calculated 
the arithmetic mean (using the same window size) of the sonic log, and than converted the 
averaged sonic values to velocity, yielding time-averaged time-depth relations (Figure 85).  

Figure 85: Additional 
time-depth relations. 
Original velocities are 
plotted in the middle and 
left panels using these 
time-depth relationships: 
Blue: arithmetic mean; 
Magenta: harmonic mean; 
Black: original sonic 
Smoothed velocities 
Vharm (red) and Varith 
(cyan) are also shown. 
Right panel: Drift curves 
(blue corresponds to time 
difference between 
original and averaged ray 
theory times, magenta is 
time difference between 
original and Backus).  

Having obtained a Backus-averaged time-depth relationship, we have several options for 
implementing a new synthetic seismogram routine. First , which velocities should we use to 
construct our new reflection-coefficient series? Should we use the original logged values or the 
Backus-averaged velocities to construct the new reflection-coefficient series, or should we 
modify the original sonic log to better portray the values after Backus averaging? We will 
investigate these possible approaches starting with the last. 

“High-Fidelity Backus Averaged” Velocity Function 
To see if the use of Backus-averaged velocities (not just their time-depth relationships) in 
construction of new reflection-coefficient series will improve our synthetic-seismic tie, we found 
the ratio of two velocities, Backus-averaged velocity and time-averaged velocity at each point in 

** *** *
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time. Then we multiplied the original velocity by that ratio and obtained a new “High-Fidelity 
Backus Averaged” velocity curve (Figure 87). The ratio of velocities is lowest in thin-bedded 
areas. Thus we added some “amplitude” or emphasized the areas of thin beds more on the 
original sonic log. In effect, we used the new Backus-averaged velocities to emphasize the low-
velocity beds, while retaining the high-frequency transitions at bed boundaries. The integrated 
transit time of the Hi-Fi Backus averaged log will yield the Backus-averaged time-depth 
relationship. 

Figure 87: “High-Fidelity” 
Backus-averaging.  
Left panel shows the original 
velocity (green), Vbackus (red) 
and Varith (blue). Central panel 
shows he ratio of Backus-
averaged to arithmetic-avraged 
velocities. Notice that the 
arithmetic averaged velocities are 
everywhere higher than Backus-
averaged velocities. To obtain the 
“High-Fidelity” Backus-averaged 
curve we multiplied original 
velocity (green curve on the right) 
by that ratio (magenta curve). 
This display uses the Backus-
averaged time-depth 
relationships. 

We can see that there are different ways to compute a new upscaled velocity function (Figure 84) 
using any of the following combinations: original velocity and density logs with original time-
depth relations; Backus-averaged velocities and resulting Backus-averaged time-depth relations 
for different averaging window lengths; Hi-Fi Backus-averaged velocity logs; and time-averaged 
velocity logs with corresponding time-averaged time-depth relationships.  We now turn to 
comparing the window lengths used.  

Window length 
So far we have concerned ourselves with a single window length (400 ft) for averaging. This 
window corresponds to a full wavelength at a frequency of 33 Hz and velocity of 13,205 ft/sec, 
for example. But what window length is optimal if we use just one window size for our 
averaging? Should it be equal to the full wavelength, half of the wavelength, quarter of the 
wavelength, two wavelengths, ten wavelengths; or perhaps the window length should be 
connected to the average layer thickness? Because the size of the wavelength typically changes 
with depth, should we use a dynamically changing operator with depth?  Relations between 
wavelength and frequency for average velocity function and sands and coal velocities are 
displayed in Figure 88. 

 

 

* ** *
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Figure 88: 
Relationship 
between period or 
frequency and 
wavelength. 

 

 

 

 

 

 

 

 

Now we can compare the layer thickness (d) and the wavelengtK� � ��� )UHTXHQF\� VSHFWUXP� RI�
seismic data ranges from 20 to 60 Hz, corresponding to wavelengths of 660 and 200ft, 
respectively. The thickness of the layers defined from the well log data varies between 3 to 12 ft 
DSSUR[LPDWHO\�� �d for these ranges extend from 17 to 220 and fall into the effective medium 
WKHRU\� UDQJH� � �d >10). The only case we studied that falls into the ray theory range is the 
original time-depth relationship with original velocities.   

Figure 89 shows seismic bandwidth at the well 
location within the time interval 1 sec-2 sec. 
There is no clear “dominant” frequency in this 
spectrum. We developed a method to account 
for the range of frequencies present in our 
wavelet, using different window length.  

Figure 89: Amplitude spectrum (purple) of 
seismic data at a well location, 1000-2000 ms.  
Estimated wavelet spectrum (blue). 

Spectral Balanced Velocity Function 
For each window length we can find the 
corresponding frequency (assuming a velocity) 
(Figure 88). We obtained a wavelet that best fit 
the seismic data, using a conventional synthetic 
seismogram calculation, allowing the 
conventional, somewhat arbitrary, stretching 

and squeezing (Figure 89). We then used an amplitude weighting for different window lengths 
based on the relative amplitude of wavelet at each corresponding frequency (assuming the 
‘average’ velocity). We generated a suite of smoothed Backus-averaged velocities for a range of 
window sizes, and then normalized each velocity function according to the weighting assigned, 
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and added these weighted curves together in the depth domain to obtain one “spectrally 
balanced” velocity function (Figure 90). Then we used this velocity function to obtain new time-
depth relations. Results are discussed below. 

Figure 89: Wavelets used for synthetic seismograms and spectral balanced velocity functions.  
Correlation coefficients obtained for synthetic seismograms generated using “Best estimated 
wavelet” (red) showed higher correlation than those generated using 20Hz Ricker wavelet 
(blue). Power spectrums of both wavelets have different frequency ranges and characters. 

 

Figure 90: Spectrally 
balanced velocity 
function.  
Each wavelength 
correspond to 
certain frequency 
(average velocity. 
Using the power 
spectrum of the best 
wavelet, coefficients 
for each frequency 
(Rn) are found. 
Smoothed Backus-
averaged velocities 
are normalized by R. 
All weighted Backus-
averaged velocities 
are added together.    
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Results  
In order to compare the effects of the various averaging techniques, window lengths, and 
velocity functions, we investigated two specific measurable results. First, we compared the drift 
curves of the different techniques, noting the importance of various high-velocity and low-
velocity beds on the time separation between certain markers. Then, we computed synthetic 
seismograms for a number of the cases, and compared them with the seismic trace recorded 
nearest the well, finding the correlation coefficient between the synthetic and actual trace. 

Drift Curve Comparison 

The time-depth function that results from Backus averaging of thin beds is, in general, slower 
than the time-weighted averaged (ray theory) function – that is, bed separation will tend to 
increase in time for the Backus averaging. This occurs because the slowness are squared, then 
averaged, for Backus averaging, rather than simply averaged as in the ray theory, and the slower 
layers therefore obtain greater significance. For a ‘static’ experiment, such as the one described 
earlier, where a layered medium is compressed, the average is taken over the entire stack. But for 
an earth model, with thin layers buried at thousands of feet depth, and sonic pulses with 
wavelengths less than several hundred feet, we need to determine the appropriate averaging 
scheme and scale length. We can compare the different time-depth relationships by comparing 
their drift curves.  

The drift curve shown in Figure 85, compared the time-shift at such point in two-way time 
between the original integrated sonic log and the 400-ft windowed Backus average. A positive 
trend (an increase in time shift with increasing two-way travel time) indicate a longer travel time 
for the Backus averaged function. Note that if we compared a Backus-averaged log with a ray 
theory log that was averaged over the same time window, the drift curve would always have a 
positive (or zero) trend, because of the greater significance of low-velocity layers in the Backus 
average. On the other hand, the original integrated sonic curve is not averaged at all (beyond the 
0.5ft sample separation) and the drift curve in Figure 85 shows some negative trends. These 
negative trends occur because the Backus-averaged log at some depth obtains a higher velocity 
then the original log simply because its window length happens to include a large fraction of 
high-velocity layers. Locally, therefore, the windowed Backus-averaged log may exhibit higher 
velocities then the original log, but the overall trend is necessarily to slower velocities and 
position of drift trends.  

Figure 91 shows the effect of Backus averaging within a small section of the log, demonstrating 
the effect of window length that incorporate increasingly greater fractions of high-velocity rocks 
surrounding a set of low-velocity layers. 

Figure 92 shows a set of drift curves for different window lengths used in Backus averaging. In 
general, the shorter window lengths result in less drift, as might be expected. Locally, however, 
the longer window can result in significant negative drift trends, as shown from about 7900ft to 
8300ft depth. In this instance the negative drift trend can be seen to be caused by the high-
velocity layer at about 7600-7800ft depth, which influence the longer window lengths to 
considerably greater depths then the shorter window length. 
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Figure 91: The effect of 
window length. 
Original Velocity log is 
plotted using different time-
depth relations, details near 
the tie point (shown):  
Black: original sonic;  
Green: Backus averaged 
time-depth relationship 
found using 100 ft window;  
Magenta: Backus averaged 
time-depth relationship 
found, 500 ft window; 
Blue: Backus averaged time-
depth relationship found 
using 975 ft window.  

Figure 92: Drift curves corresponding to different window sizes (left panel). 
Window sizes are shown in the legend window. Original velocity log (middle panel, green log) 
and original gamma ray log (right panel, in red) are shown.  Marker corresponding to the only 
tie point is shown. 
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Correlation Coefficients 

In our data set, we do not have an independent estimate of drift through a checkshot survey or 
vertical seismic profile. In order to evaluate the various drift curves (and velocity functions) we 
obtained correlation coefficients between synthetic seismograms and the seismogram recorded 
nearest the well. Figure 93 shows that correlation coefficients for original (conventional) 
synthetic seismogram and seismograms created from the Hi-Fi Backus-averaged velocity logs 
have much higher correlation coefficients than those obtained from the original velocity logs. 
Different window lengths have little variation in correlation coefficient values and which is the 
best window length that should be used for Backus-averaging is not clear in this case.  

Figure 93: Correlation 
coefficients for 
synthetic seismograms 
from Hi-Fi Backus 
averaged velocity 
functions. 

Figure 94 shows 
resulting synthetic 
seismograms. At first 
glance, it is difficult to 
see why there is such a 
big improvement in 
correlation coefficient 
values when all the 
synthetic traces look so 
similar.  

 

Figure 94: Synthetic seismograms (blue) generated using “high fidelity Backus averaged” 
velocity logs.  
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Figure 95 zooms on two synthetic seismograms. One is created from original velocity log and 
another is created using Hi-Fi Backus-averaged velocity log with Backus-averaged time-depth 
relationships. Note that there is a difference in the peak alignment; peak amplitudes themselves 
differ too. The synthetic seismogram created using Hi-Fi Backus-averaged velocity log correlates 
with original seismic trace better, apparently due to an improved time-depth relationship 

Figure 95: Comparison of conventional synthetics and synthetic seismogram created using Hi-Fi 
Backus-averaged velocity log. Synthetic traces are shown in blue, seismic trace in red. 

Conclusions 
We successfully performed upscaling of well data to seismic, created new velocity functions 
(“High-Fidelity Backus Averaged” velocity function and Spectral Balanced Velocity Function) 
which we might investigate further in the future. We compared drift curves of the different 
techniques and determined what causes unexpected behavior of drift curves. We determined that 
the correlation coefficient between seismic and synthetic traces improved after appropriate 
upscaling.  
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Teal South Time-Lapse Study, Gulf of Mexico 
The Teal South field lies offshore of Louisiana about 70 miles south of Morgan City.  It is a 
fairly small field, until recently operated by Texaco, that produces from more than one horizon.  
Texaco chose that field for a time-lapse study because it was expected to deplete quickly and 
could provide useful information for evaluating time-lapse techniques within a few years.  After 
their initial time-lapse study, Texaco offered the opportunity to study ocean-bottom multi-
component seismic time-lapse techniques to the industry in general, through a consortium 
organized by the Energy Research Clearing House (ERCH).  That consortium grew to include a 
number of producing companies and service companies, as well as a few universities (additional 
information can be found on the ERCH web site:  http://www.erch.org).  Our involvement in the 
project, supported through this contract with the DOE, began as an effort to analyze the ‘legacy’ 
seismic-streamer data for the physical basis of the seismic attributes (this is a conventional 
‘bright-spot’ play), and to predict the observations expected from the time-lapse studies.  If we 
have calibrated the attributes properly, our predictions should be viable; if the predictions are 
incorrect, then we must not have calibrated the attributes appropriately. Our efforts quickly 
expanded to include seismic petrophysical aspects of some very surprisning observations in the 
time-lapse data.   

An image of the difference volume found by Texaco in the first phase is in Figure 96. 

 
Figure 96: Three-dimensional image of a time-lapse difference volume found by Texaco during 
the first phase of the Teal South project.  Bright colors indicate a change in reflection amplitude.  
From Ebrom et al, 2000. 
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One of the unique aspects of our study of this field involved the use of the acoustic impedance 
volume (shown in Figure 97) to estimate rock properties in the oil zone and in the water zone of 
the reservoir formation.  By making these two estimates, the ‘dry-frame’ properties of the 
formation could be inferred, assuming the Gassmann model.  Then, using a reasonable pressure-
dependence for dry-frame velocities (described in a later section of this report), the reflectivity of 
the beds during production could be predicted. The results were surprising.   

Figure 97: Acoustic impedance map view of the target horizon at Teal South. 

INTRODUCTION AND FIELD CHARACTERISTICS 
Geophysicists conduct time-lapse seismic surveys in order to find out what is incorrect in the 
reservoir model, in a way similar to the production history matching familiar to reservoir 
engineers as they look for improvements to the model.  This being the case, it is difficult to 
determine in advance of monitoring just what it is we should be monitoring, and survey that are 
designed specifically to test one feature of a reservoir model may be missing other important 
features.  In this part of the report, we present a set of very surprising results from the Teal South 
Time-Lapse Multi-Component (4D-4C) study, in Eugene Island Block 354 in the Gulf of 
Mexico.  We will show that time-lapse seismic observations have revealed that an undrilled 
reservoir near a producing reservoir is exhibiting time-lapse changes consistent with expansion 
of a free gas phase, and that this implies that oil is being lost through the spill point, never to be 
recovered, even if that reservoir is eventually drilled for production. 

The Teal South 4D-4C study has provided seismic data sets covering three different times: one 
time prior to production (“legacy” streamer data), and at two times after production (Phase I and 
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Phase II, each using 4-component ocean-bottom cables).  The project, initiated by Texaco, has 
been continued through a consortium organized by the Energy Research Clearing House, and 
some of the results of this project have been described in previous articles in TLE (Ebrom and 
others, TLE, March 2000; Entralgo and Spitz, TLE, June 2001).  Although this project was 
originally designed specifically as a test of seismic technologies, it has evolved into a test of 
petrophysics and reservoir models as well. 

The field of most interest to the study is the so-called  “4500-ft” reservoir (labeled “A” on Figure 
98); it quickly generated free gas under production, having been near bubble point at discovery, 
and appears to have developed a zone of encroached water as well as a gas cap.  Reservoirs with 
an initial liquid expansion drive mechanism undergo an initial very rapid decrease in pore 
pressure, followed by a less rapid, but nonetheless steady, continued decline in pressure during 
the solution-gas-drive phase of production (with moderate water drive in this case).  The 
production history of the 4500-ft reservoir is summarized in Figure 99.  Conventional wisdom 
had predicted that the seismic response of the 4500-ft reservoir would consist of continued 
‘brightening’ of this Class III AVO reservoir with production as the gas saturation continuously 
increased.  A prediction was made (Pennington, 2000) that the situation would actually be quite a 
bit more complicated: due to the fluid-substitution effects alone, there should be continued 
brightening at all offsets; but, because there is also an increase in effective confining pressure as 
a result of pore-pressure decline during production, this bright spot should dim at near offsets 
after the initial brightening from the exsolution of free gas.  This type of petrophysical behavior 
has also been proposed by Landro (2001) and Bentley et al (2000).  Details of our new approach 
are included later in this report.   

Figure 98: 3D 
perspective view 
of the 4500-ft  
sand.   

The  currently 
producing ‘4500-
ft’ reservor is 
labeled A.  
Nearby undrilled 
potential 
reservoirs are 
visible as bright 
spots, including 
the “Little 
Neighbor” 
labeled B.   
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Figure 99: Smoothed production history of the 4500-ft reservoir.  
Tthe Oil flow rates (in bbls of oil per month), water flow rates (bbls of water per month), and 
Gas-Oil-Ratio (GOR multiplied by 10) are all read from the left axis, and the reservoir pressure 
(in psi) is read from the right axis. The reservoir pressure is simplified from the results of a 
reservoir simulation conducted by personnel at Heriot-Watt University.  Times of the ocean-
bottom time-lapse surveys Phase I and Phase II are indicated. 

ROCK PROPERTIES DETERMINATION 
In order to test and calibrate the model used in time-lapse seismic petrophysical predictions, we 
first needed to know the properties of the rocks in situ.  The log data were inconclusive, and it 
was necessary to establish confidence in our petrophysical model through inversion of the legacy 
seismic data for acoustic impedance (see Figure 100).  The final result was a model in which 
fluid-substitution, using Gassmann theory, was consistent between the oil and water legs of the 
4500-ft sand – that is, when we used the values obtained for acoustic impedance in the water 
sand, and made some simple assumptions for dry-frame Poisson’s ratio (which, in this case, were 
not critical), we were able to predict the values for acoustic impedance observed in the oil sands.  
Thus, we had a set of rock properties on which to base our predictions for seismic response 
during production, at least to the degree of accuracy required here. 
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Figure 100: Inverted (legacy data) of the reserovoir interval.   
Horizon shown is 12 ms below the top of the tracked 4500-ft horizon, inside the reservoir 
intervals.  The green color indicates high impedances (shales), red colors indicate intermediate 
impedances (water sands), and the yellow colors indicate low impedances (oil sands). 

 

At the same time, additional nearby reservoirs were 
identified (such as the “Little Neighbor” labeled “B” 
in Figure 98), and were occasionally of interest to the 
investigators in the Teal South consortium.  The 
production history from the producing fields was 
known, yet some effects were consistently showing 
up in the undrilled reservoirs.  For example, Figure 
101 shows a difference image obtained by 
subtracting the amplitudes on the 4500-ft horizon 
between Phases I and II.  

Figure 101:  Time-lapse difference. 
Mapped on the 4500-ft horizon, showing the change 
in amplitudes of the stacked seismic data between 
Phase I and Phase II.  The 4500-ft reservoir and the 
Little Neighbor reservoir both show significant 
changes (blue and green), although only the larger 
4500-ft reservoir is under production. (Image 
provided by W. Haggard, C. Vuillermoz, S. Spitz, 
and P. Granger of CGG,.) 



Final Technical Report Michigan Technological University  DE-AC26-98BC15135 

October, 2002  Page 102 

The model for fluid substitutions due to changing gas saturation and for frame stiffening due to 
increased confining pressure indicated (Figure 102) that the P-wave velocity should initially 
decrease and then increase significantly during production, while Poisson’s ratio should 
continually decrease.  

Figure 102: Changes in P-wave velocity (Vp), Poisson’s ratio (PR), and Acoustic Impedance 
with time of production.   

The upper graph shows the result of the fluid substitution calculations only (dotted lines) and 
with the inclusion of frame stiffening effects (solid lines). Notice that the frame stiffening effect 
eventually more than cancels the reduction in velocity due to the fluid substitution, while 
enhancing the Poisson’s ratio effect.  Inclusion of the density changes (oil to gas) decreases the 
impact of frame stiffening on the impedance results (lower graph), but following an initial 
dramatic decrease, the impedance increases with time during most of the life of the field. This 
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scenario results in an amplitude-versus-offset effect (Figure 103) that includes an initial 
brightening at all offsets, followed by a dimming at near offsets and a continued brightening at 
far offsets. Notice that the far offsets are expected to continuously increase in amplitude as 
production continues, but that the near offsets will initially increase, then subsequently decrease 
in amplitude.  Phase I seismic data was collected about 230 days after production began, and 
Phase II about 950 days. 

Figure 103: Predictions for Amplitude-versus-Offset effect to be observed in time-lapse data for 
Teal South.  Small squares indicate each additional 5 degrees in angle of incidence, and the 
black square indicates 30 degrees.   

PRE-STACK TIME-LAPSE SEISMIC OBSERVATIONS 
We chose to investigate the pre-stack behavior of the reflections from the 4500-ft reservoir and 
from the Little Neighbor reservoir in the OBC data from Phase I (shortly after the initial release 
of free gas) and Phase II (after a couple years of continued production).  Because the seismic 
traces are not equally distributed among the offset ranges and their distribution varies among cdp 
gathers, we grouped the offset traces into different ranges and constructed partial stacks within 
each range. Results are presented here for every fourth cdp gather along one east-west line 
intersecting both reservoirs, as indicated in Figure 98. The reflections from the 4500-ft reservoir 
(Figure 104) show that the far offsets increased in amplitude between Phases I and II, while the 
small-amplitude near-offsets remained essentially constant.   
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Figure 104: Amplitudes versus offset in the time-lapse data for the producing reservoir. 
Amplitudes extracted from the partial-offset (unmigrated) stacked seismic P-wave data for the 
4500-ft reservoir from Phases I and II. The upper diagrams show the amplitudes of each partial-
stacked trace, measured on the upper trough and the lower peak as shown on the lower 
diagrams This figure agrees with the model prediction shown in the previous figure. 

The reflections from the “Little Neighbor” reservoir (Figure 105) show that the same situation 
exists, except that the near-offsets actually decreased slightly in amplitude between the two 
phases.  Both reservoirs show characteristics (within noise limits) of reservoirs that have released 
free gas, and which continue to increase gas saturation while decreasing reservoir pore pressure. 

Figure 105: Amplitudes versus offset for the nearby unproduced reservoirs. 
Amplitudes extracted from the partial-offset stacked seismic P-wave data over the Little 
Neighbor reservoir.  Compare with the observations for the 4500-ft reservoir in the previous 
figure, even though this reservoir is not being produced. 
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INTERPRETATION 
This behavior contains two surprises for the conventional viewpoint: First, the amplitudes do not 
monotonically brighten as additional gas is released; instead, the near-offsets eventually decrease 
(from one time-lapse survey to another after an initial brightening), while the far-offsets increase 
in amplitude.  Second, the Little Neighbor reservoir, originally thought to be separated by sealing 
faults, is responding to production in the 4500-ft reservoir in a manner that is remarkably similar 
to the seismic response exhibited by that reservoir. Our conclusion is that the Little Neighbor 
reservoir is undergoing a decline in pressure due to the production of the 4500-ft reservoir.  It 
must be in pressure communication through some route within the formations for this to occur, 
and therefore not isolated by the faults which bound either reservoir.  By examination of the 
inverted acoustic impedance volume along an arbitrary seismic path that links the downdip ends 
of each reservoir, we find that there is indeed a path of continuous (water) sands that connect the 
two reservoirs, and perhaps others as well (Figure 106). 

Figure 106: Traverse through the inverted acoustic impedance volume from the legacy data set. 
Connecting the downdip ends of the 4500-ft reservoir and the Little Neighbor reservoir, the ends 
of the section meet, providing a full circle starting (at the left edge) updip of the Little Neighbor 
reservoir, with bends in the section at each vertical line, extending, clockwise, through the 4500-
ft reservoir, finally returning to the starting point.  White is used to highlight the lowest-
impedance sands (those likely containing light hydrocarbons); red indicates impedance 
corresponding to water sands; and green indicates impedance corresponding to shales.  Note 
that the shales form traps, but the each reservoir has its own spill point into water sands; the 
reservoirs are connected, and in pressure communication, through these spill points.   

There are serious implications for reservoir management contained in this interpretation.  The 
fact that the Little Neighbor appears to be in pressure communication and that it exhibits a 
seismic response appropriate for the creation of a free gas phase results in a volume 
accommodation problem. The free gas occupies more volume than the oil from which it was 
released; usually, this volume is more than accounted for by the production of the oil. But in the 
Little Neighbor’s case, the oil contained within it is not being produced.  It must be moving 
down-structure within the formation as the gas cap grows.  But downstructure there is no trap to 
contain it – there is only the spill point (see Figure 107 for a cartoon version of this scenario).  
The displaced oil of the Little Neighbor reservoir can not migrate to the 4500-ft reservoir and be 
produced there – that is much too far downstructure, and there are many routes for the oil to 
escape prior to reaching it.  Instead, the oil is likely escaping through the spill point, and either 
pooling in some other local trap, or escaping into the overlying sands.  This oil is likely to be lost 
for ever, inaccessible to future production, unless it happens to be trapped in some upper zone 
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with economics favorable for recovery.  If a well were to be drilled into the Little Neighbor 
reservoir at this time, the oil in place would be found to be much less than that estimated from 
the legacy data, obtained prior to production of the nearby 4500-ft reservoir. 

 

 

 

Figure 107: Cartoon 
schematic of the sequence 
of events resulting in the 
loss of hydrocarbons from 
the Little Neighbor due to 
production in the 4500-ft 
reservoir.   

The 4500-ft reservoir is 
shown to the right, and the 
little reservoir is shown to 
the left, in a geometry 
similar to that shown along 
the traverse line of Figure 
9. OOWC is the Original 
Oil Water Contact.  In (a), 
production has just begun 
in the 4500-ft reservoir, 
and no displacement has 
yet been observed.  In (b), 
production from the 4500-ft 
reservoir has resulted in 
free gas and water 
encroachment in that 
reservoir, as well as a 
pressure decrease that is 
communicated through the 
water sands.  In (c), that 
pressure drop has resulted 
in the creation of free gas 
in the Little Neighbor 
reservoir, and the 
downward displacement of 
the remaining oil. That oil 
eventually spills out of the 
reservoir, likely never to be 
recovered. 
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IMPLICATIONS 
The time-lapse survey of Teal South has yielded some completely unexpected results that could 
be of significant importance for reservoir management of the fields in this block. For this reason, 
it may not be advisable to design time-lapse surveys to test only one single aspect of production 
– we feel that our knowledge of the greater reservoir system is, in general, fairly incomplete, and 
seismic surveys for time-lapse purposes should be designed to allow for the observation of the 
unexpected.  The Teal South experiment was designed in a manner that permitted us to draw the 
conclusions presented in this paper, which was fortunate.  We do not presently know whether the 
phenomenon observed here – that production in one reservoir is apparently resulting in the loss 
of hydrocarbons from another unproduced reservoir – are likely to be widespread in the Gulf of 
Mexico and elsewhere, or not.  But we do know that without the time-lapse seismic observations, 
we would not have recognized it in this instance.  The fully-reprocessed seismic data was used to 
create a time-lapse difference volume, and the amplitudes along the surface of the 4500-ft 
reservoir sand are shown in Figure 108. The relative brightness of the events corresponding to 
the neighboring reservoirs appear to show the path of pressure migration.  

Figure 108: Time-lapse difference image of the 4500-ft sand, showing the relative brightness of 
the nearby reservoirs and the apparent path of pressure migration. 

Path of Pressure “Front”Path of Pressure “Front”Path of Pressure “Front”
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EFFECTIVE PRESSURE CHANGES AND SEISMIC VELOCITIES 

Background 
As any reservoir is produced, changes in subsurface rock and fluid properties will occur.  This 
study focuses particularly on how seismic velocities of the rock matrix can change due to 
pressure changes that often accompany production. 

Three types of pressure are of interest in this study:  Overburden pressure (confining pressure), 
pore pressure (reservoir pressure), and effective pressure (here assumed to be identical to 
differential pressure).  Effective pressure (Pe) is defined as this difference between confining 
pressure (Pc) and pore pressure (Pp), such that, Pe = Pc – Pp (Wyllie 1962).  This expression is not 
as useful at high pore pressures and confining pressures, where Pc and Pp do not cancel each 
other out (Prasad and Manghnani 1997), and a distinction between differential pressure and 
effective pressure should be made.  As a reservoir is produced, effective pressure increases, due 
to a decrease in pore pressure (Craft et al., 1991).   

Micro-crack closure 
The most important pressure effect on velocity is due to closing of pores as effective pressure 
increases.  Velocity-pressure curves are characterized by an increase in velocity that is much 
sharper at lower effective pressures (Figure 109).  The steeper slope in this region is due to the 
closure of the microcracks.  The velocity increase at higher effective pressures is much lower, 
and nearly linear, since all the thin cracks have closed.  

Figure 109: Sharp velocity increases are shown on the left of the graph, due to cracks closing.  
The velocity increase to the right is very gradual, as the remaining ellipsoids slowly close with 
pressure.  

Velocity-Pressure Data 
The aim of this paper is to develop an empirical relation to predict velocity changes (and 
therefore bulk modulus changes, also) as effective pressure changes in the microcrack closure 
region.  In order to develop these relations, one data set was used, based on 67 samples studied 
by De-Hua Han (Han, personal communication).  A second data set of 88 samples studied by 
Freund (1992) was used to test the general applicability of the relations.   
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The velocities had been measured on dry samples at ultrasonic frequencies using the pulse 
transmission technique. For a discussion of the pulse transmission technique see King, 1966.  For 
the Han data set, the dry samples were also saturated and velocity measurements were taken on 
these wet samples; these saturated velocities were published in Han et al., 1986, but the dry-
sample velocities have not been previously published.  The error in P-wave velocities was about 
2 percent and the error in S-wave velocities was about 3 percent.  Further details concerning 
these data sets can be found in Freund, 1992 and Han et al., 1986. 

Dry Rock vs. Wet Rock 
Most velocity-pressure data is obtained from tests in the laboratory on wet (or saturated) rocks.  
At first, this may seem to make sense, since any rock in the ground is going to be more saturated 
than dry.  However, rocks under the ground are measured by low frequency seismic pulses, while 
rocks in the laboratory are measured with a high frequency sonic pulse.  The difference turns out 
to be quite important.  Low frequency sonic pulses allow time for the fluids to ‘squirt’ out of the 
thin cracks into the ellipsoidal cracks as the pulse compresses the more-compliant cracks of the 
rock. With low frequency pulses there is enough time in between each pulse for the fluid to flow 
and equilibrate.  High frequency sonic pulses are much more rapid, so the fluid within the thin 
cracks never has the chance to squirt all the way out into the stiffer equant pore spaces.  The fluid 
thus remains in the thin cracks, and this provides an additional incompressibility, or stiffness, 
giving an overestimate of bulk modulus (which also causes an overestimate in velocity).  
Laboratory measurements done on saturated rocks will therefore give overestimates of velocity 
at seismic frequencies.  It can be more accurate to perform laboratory measurements on dry rock, 
and then convert the dry modulus (or velocity) into wet modulus (or velocity) using Gassmann’s 
equation (Murphy et al, 1986). 

Equation Description 
In order to develop an empirical equation that relates effective pressures to compressional and 
shear wave velocities (or to changes in velocities), previous works in this area were studied.  Of 
particular interest were empirical equations published by Eberhart-Phillips et al, 1989 and 
Bentley et al, 2000. 

Eberhart-Phillips attempted to predict velocity from effective pressure using an exponential 
relationship: 

)( eDP
e BeKPAV −−+=  (eq.1) 

The physical meaning behind these coefficients is as follows: A is the crack-free velocity, 
effected by porosity and clay content, K is the linear section slope on the velocity-stress curve, D 
relates to the closure of microcracks, and A-B indicates velocity at zero effective stress (Khaksar 
et al., 1999). 

Using saturated rock samples that included P-wave and S-wave velocities at pressure ranges 
from .05 kbar to .50 kbar (Han 1986), Eberhart-Phillips found best fit values for coefficients A, 
B, D, and K for every rock sample in the Han data set.  They attempted to correlate the best-fit 
values of these coefficients to measured values of clay content or porosity.  They found that the 
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pressure dependence based on these coefficients did not have a statistically significant 
relationship with clay content or porosity. 

Bentley developed equations to predict changes in dry bulk modulus, KD, and dry shear modulus, 
µD (from which changes in P-wave and S-wave velocities are easily derived): 

eff

D

dP

dK

 = 
)0582.exp(2437. effP−

  eff

D

dP

dµ

 = 
)0549.exp(2794. effP−
 

  (eq. 2)      (eq. 3) 

 (These expressions assume pressure is measured in MPa, and changes in bulk modulus are also 
given in MPa. The key to using Bentley’s equations is the assumption that bulk modulus and 
shear modulus (and therefore seismic velocities) are known at one pressure. 

This assumption can be utilized in other equations, too, such as the Duffy-Mindlin relationship 
(White, 1983; Merkel et al., 2001).  The assumption is realistic, since in most fields where time 
lapse seismic is of interest, well logs contain velocities known at the original, pre-production 
pressure.  This assumption, then, adds another “known” to equations that originally were 
developed to predict velocities using pressure, clay content and porosity alone.  Figure 110 
shows how much more accurate velocity predictions can be if a seismic velocity is known at just 
one pressure.  

Figure 110: Velocity predictions 
tied at a point are more accurate 
than general velocity curves 

This is a significant difference, 
since in other work on this 
relationship, best fit values for 
coefficients A, B, K, and D were 
estimated assuming these 
coefficients were a function of 
pressure alone.  In this study, 
since we assume we know a 
velocity at a certain pressure, we 
can solve for the best fit 
coefficients as a function of 

pressure and velocity. 

It was recognized that if we know a velocity at one pressure, then that adds one more parameter 
(besides clay content and porosity) to which the coefficients A, B, D, and K could be related.  
This assumption that we have a known velocity is one of the mainpoints that distinguish the 
empirical equation formed in this study or Bentley’s from others.  The further distinguishing 
factor is our use of dry (unsaturated) rock data instead of wet (saturated) rock data; Bentley’s 
equations were developed using the data published by Han et al., 1986, which were provided for 
saturated rock samples only. 

Example of how a known velocity at a certain pressure 
leads to greater accuracy in predictions

4.20

4.30

4.40

4.50

4.60

4.70

4.80

4.90

0 0.2 0.4 0.6

Effective Pressure (kbar)

P
-w

av
e 

V
el

o
ci

ty Actual Velocities

Predicted - no velocity
known

Predicted - one velocity
known



Final Technical Report Michigan Technological University  DE-AC26-98BC15135 

October, 2002  Page 111 

Development of the equation 
Eberhart-Phillips’ original equation was: 

)( eDP
e BeKPAV −−+=

 (eq. 1) 

We simplified this equation by combining coefficients B and K, so that 

)( eDP
e BeBPAV −−+=

  (eq. 4a) 

- or - 

)( )( eDP
e ePBAV −−+=

 (eq. 4b) 

(As a side note, many others have simplified Eberhart-Phillips’ to V = A – Be(-DPe)       similar to 
our equation, except without the B ✕ Pe term).  This equation is of the form y=mx+b, where 
y=V, m=B, b=A, and x=[Pe - e

(-DPe)] (also termed P’).  For every rock sample, we plotted dry P-
wave velocity vs. [Pe - e

(-DPe)] (Figure 111). (Actually, we plotted velocity vs. [Pe - e
(-DPe)] + 1, 

since it was recognized that at certain values of D and Pe, the P’ term would equal zero, and 
therefore could cause divide-by-zero problems).  In this analysis, the velocities measured at the 
lowest pressure (.05 kbar) were excluded for reasons that will become evident later.  Coefficient 
D was varied until the best linear correlation between velocity and P’ + 1 was found.  The slope 
for this best fit value would be coefficient B, and the intercept at the best fit value would be 
coefficient A. 

Figure 111: Fitting Pe – e-DPe + 1 
to velocities to solve for coefficient 
A and B.  Coefficient D was varied 
until the least R2 value was found. 

In this way, best fit values for 
coefficients A, B, and D were 
found for every rock in the data set 
of dry P-wave velocity.  This 
method was repeated for dry S-
wave velocity data. 

Just as Eberhart-Phillips tried to 
correlate clay content and porosity 
with their coefficients found using 
Han’s wet rock data, we tried to 
correlate clay content, porosity, 

and velocity with our coefficients found using Han’s dry rock data.  In accordance with Eberhart-
Phillips’ conclusion, we found that there was no significant pressure dependent relationship 
between any of the coefficients and clay content or porosity (Figure 112).  This was true for both 
P-wave and S-wave velocities. 

We continued the comparison, to observe if velocity and any of the coefficients have a relation.  
There was no correlation between velocity and coefficient D (Figure 113).  This figure shows no 

Solving for best fit coefficients A, B and D 

R2 = 0.996
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correlation between coefficient D and P-wave velocity at .20 kbar, but the lack of correlation is 
true for both P-wave and S-wave velocities at any pressure.   This means that in any empirical 
equations, an average D value could be used for the entire data set.  Although this is not entirely 
desirable, coefficient D does not affect our equation enough to cause significant errors in 
predictions.  

Figure 112: These plots show that there is no 
correlation between clay or porosity and 
coefficient A, B or D.  These are the same 
results that were found by Eberhart-Phillips. 

 

Next, having fixed the value of D at 10.66, 
the relation between coefficient A and 
velocity was examined (Figure 114).  Not 
only are coefficient A and velocity related at 
.20 kbar as shown in this figure, but 
coefficient A and velocity (either P-wave or 

S-wave) show a strong correlation at any pressure.  Coefficient B and velocity relations were 
also examined (Figure 115).  This is not a statistically significant correlation.  However, 
coefficient B vs. change in velocity was plotted, and this does show a strong correlation (Figure 
116).  The correlation coefficient for velocity changes between pressures of .10 and .20 kbar is 

nearly 98 percent for this figure.  This correlation 
coefficient drops as velocity changes between 
higher pressures are considered, down to about 56 
percent for velocity changes between .40 and .50 
kbar.  However, this shows that there is still some 
sort of correlation between coefficient B and 
change in velocity, even at higher pressures. 

 

Figure 113: Best fit coefficient D values show no 
relation to velocity measurements in Han’s data set 

Best fit coefficient D vs. clay and porosity values 
for each rock sample in Han’s dry data set.  
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Figure 114: Best-fit coefficient A values show a 
strong correlation with measured velocity.  This 
means if we start with a known velocity, we can 
predict coefficient A. 

 

 

 

Figure 115: Best-fit coefficient B values show a 
weak correlation with measured velocity.  
Though there may be a trend of decreasing 
velocity with increasing coefficient B, velocity 
alone is not useful in predicting coefficient B 
values. 

 

 

Figure 116: Best-fit coefficient B values show a 
strong correlation with change in measured 
velocity.  This means if we can solve for 
coefficient B, we can predict what the change in 
velocity is. 

 

Figure 114 showed that coefficient A can be predicted with a known velocity.  This is true at 
every pressure.  But the equation of the line used to make this prediction is different at every 
pressure, since there are different slopes and intercepts for each of the measured pressures.  If we 

plot these slopes and intercepts 
against the varying pressure, we 
obtain a smooth line (Figure 
117). 

 

Figure 117: Slope and intercept 
in the coefficient A vs. velocity 
best fit line.   
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Finding the equation of this line allows us to predict, at any pressure, the slope or intercept that 
should be used to find coefficient A from a known velocity.  For example, if we know the P-
wave velocity at a certain pressure – say 3.5 km/s at .23 kbar – we can solve for coefficient A 
using Figure 117.  Just plug in .23 kbar to find the slope and intercept values – a slope of .7119 
and an intercept of 1.592 in this case.  Then, we have V = .7119 * Coef. A + 1.592, and since 
V=3.5, we can solve the equation for coefficient A: 2.68. 

Using the same method to plot the different slopes for the relationship between coefficient B and 
the change in velocity, a similar plot can be generated (Figure 118).   

This equation only gives what coefficient B would be if .10 kbar pressure increments are desired 
(as is the case in Han’s data set).  In order to be able to apply this equation between any two 
pressures, the plot in Figure 118 is integrated, resulting in Figure 119.  

Figure 118: Plot of Table 2, giving the 
equation that will predict the slope in the 
best fit line that relates coefficient B and 
pressure change.  Note that the data 
points for changes between two pressures 
are plotted at the midpoint of these two 
pressures. 

 

 

 

 

Figure 119: This is simply an example of integrating the 
equation in figure 11 above, and applying it at different 
pressures. 

The equation of this curve is:  

)70756542.5(14457050. xey −×−=  (eq. 5) 

Using this, coefficient B can be found between any two 
pressures, by finding y at a certain pressure, x, and 

subtracting from the y value at another pressure, x.  Dividing this by .1 will give the slope, or, in 
other words, the rate of change of the velocity (in km/s) between two pressures (in kbar).  These 
plots can similarly be generated for S-wave velocities. 

The end result of all these correlations, along with the assumption that the equation 1c is correct, 
is that an empirical relationship between change in velocity and change in pressure can be 
developed.  A brief summary follows describing the use of these relationships: 
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Start with your known velocity and pressure.  Use Figure 117 to find the slope      and intercept 
at the pressure of interest.  Using these slopes and intercepts, and the known velocity, you solve 
for coefficient A. 

Our original equation was )( )( eDP
e ePBAV −−+= .  We have our known velocity at an 

effective pressure, and we now have A, and D is 10.66, the average for the Han data set for P-
wave velocities.  We now solve for the remaining unknown coefficient B. 

 Once we have coefficient B, we can use the equation that comes from integrating Figure 118 
(shown in Figure 119) to find the slope of our equation between the original pressure and 
whatever new pressure we want.  Our new velocity will simply be our original velocity plus or 
minus coefficient B times the slope we found in this step. 

All these steps put together result in the following empirical equations: 

P-wave velocities (eq. 6): 

S-wave velocities (eq. 7): 

These equations become more accurate as the step size between the two pressures decreases.   

Results 
This method was developed entirely from the Han dry data set by the procedures described 
above.  All correlations between velocity and coefficients A, B, and D were made using all of 
Han’s velocity values at effective pressures ranging from .10 kbar to .50 kbar (we originally 
included the .05 kbar point to build our method, but we found that our empirical equation was 
not accurate for pressures below .10 kbar.  After redoing the method based only on the data 
between .10 and .50 kbar, we found our equation could more accurately predict velocities in this 
range.)  For this section, will we only discuss our results relating to P-wave velocity predictions, 
since the S-wave, bulk modulus and shear modulus results were done in a similar fashion to the 
P-wave velocity.  At the conclusion of this section, we will give results for these remaining three 
parameters, and discuss any difference in these results and the P-wave results. 

The first test to see if this method works is to see how accurately it can predict the entire data set 
when only given the initial information of one velocity at a certain pressure for each rock in the 
data set.  This means that if we were given the P-wave (or S-wave) velocity at .20 kbar for each 
sample in the data set, we should be able to accurately predict the P-wave velocity at all other 
pressures (.05, .10, .30, .40, .50) for each sample in the data set.  For each sample, we took the 
difference between our prediction and the actual velocity value and squared it, allowing us to 
measure the error in our predictions (Figure 120). 
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Figure 120: Plot of 
data  for sample 49. 

The average error 
values at each 
pressure for the 
entire data set, along 
with the average 
overall error (just the 
sum of the average 
errors) is shown in 
Figure 121. 

Figure 121: Actual values in 
Han’s dry P-wave data set vs. 
values predicted by my 
method, assuming a known 
velocity at .20 kbar.  This is 
for every sample in the entire 
data set. 

This figure shows that we can 
accurately predict the P-wave 
velocities of this data set with 
this new method if we assume 
a known velocity at a certain 
pressure.  However, how 
accurate is this method if we 
choose a pressure that is near 
the limits of our data set, 
instead of a pressure like .20 
kbar, which is in the middle?  
We can generate a set of 
predicted velocity values 
starting with a known velocity 
of .50 kbar instead of .20 kbar. 
Figure 122 shows how 
accurate this prediction is for a 
characteristic sample, sample 
45.  Finally, just as we did for 
our predictions starting at 
known velocities at .20 kbar, 
at known velocities at .50 kbar 
we can analyze the error for 
the data set (Figure 123). 

Figure 122: Plot of data for sample 45.. 
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Figure 123: Actual values in Han’s 
dry P-wave data set vs. values 
predicted by my method, assuming a 
known velocity at .50 kbar.  This is 
for every sample in the entire data 
set. 

From Figures 120 and 123, it can be 
seen that, generally, the error 
increases as the predictions are 
made with increasing differences in 
pressure.  Comparing the residual 
values at .05 kbar in these tables to 
the residual values at other 
pressures in the tables, and to the 
total residual values, it can be seen 
that the error at the .05 kbar point is 
significantly higher than the error at 
any other pressure. By removing the 
.05 kbar point, the error in the .20 
kbar original pressure drops from 

.0749 to .0333, a decrease in error of 56 percent.  For the .50 kbar original pressure, this decrease 
in error is from .1862 to .0748, or 60 percent.  From these results, the conclusion is made that 
this method does not accurately predict velocities down to .05 kbar.  This conclusion is very 
similar to that of Bentley et al, 2000, who also concluded that his method is valid only at 
effective pressures greater than .10 kbar. 

This method seems to accurately predict velocities using the data set that it was developed for.  
This was a good internal check on the method, but to truly prove useful, we need to see how 
accurately this method can predict velocities given a new data set.  The data set used to do this is 
from Freund, 1992.  Freund’s data set contained dry velocity measurements at pressures ranging 
from .08 kbar up to 3.0 kbar.  Effective pressures in a reservoir generally range from near 0 kbar 
up to about .50 kbar, and our method was based on data to .50 kbar.  For these reasons, we will 
only test our method on the .08, .24, .40, and .60 kbar pressures in Freund’s data. 

To test our method on Freund’s data, we first assumed that we only knew the velocities at the .24 
kbar pressure.  From this central pressure, we predicted velocities up to .60 kbar and down to .08 
kbar, and compared them to the actual values.  After this, we started with the velocities at .60 
kbar as known, and predicted velocities down to .08 kbar, to check how accurate our method 
would be when starting at the edge of the data we’re interested in.  A plot of the predicted values 
vs. the actual values for both cases are shown in Figure 124 and Figure 125. 

Our conclusion from Han’s data about predictions below a pressure of .10 kbar being inaccurate 
holds for Freund’s data as well.  The total error reduces from .2809 per sample to .1243 per 
sample (a decrease of 56 percent) for the .24 kbar starting point, and for the .60 kbar starting 
point, it decreases from .7255 per sample to .1430 per sample (a decrease of 80 percent).  This 
reinforces our conclusion that this method is not accurate below .10 kbar. 

Han’s Dry P-wave Velocity Data vs. Values Predicted by 
My Method, Assuming Velocity Known at .50 kbar
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Figure 124: Actual values in Freund’s dry P-
wave data set vs. predicted values, assuming 
a known velocity at .24 kbar.  This is for 
pressures .08, .40 and .60 for every rock 
sample in the entire data set. 

 

 

 

 

Figure 125: Actual values in Freund’s dry P-
wave data set vs. predicted values, assuming 
a known velocity at .60 kbar.  This is for 
pressures .08, .24, and .40 for every sample 
in the entire data set. 

But, looking at figures 124 and 125, we can 
see that predictions for Freund’s data are 
much less accurate than the predictions for 
Han’s data.  This is to be expected for a few 
reasons.  First, the method was developed 
empirically for Han’s data, so it should fit 
this data set better than an outside data set 
like Freund’s.  Second, we’re looking at a 

greater range in Freund’s data – all the way up to .60 kbar – and as we said before, the accuracy 
of the predictions decrease the further from a known velocity you go.  This being said, the best 
way we can determine how accurate our method is would be to compare it to other methods.  
Many have worked on this problem to develop an empirical equation that would predict velocity, 
so a comparison to these equations can show how useful this new method is. 

Landro’s Method  

Another equation that predicts velocity changes due to pressure changes is described by Landro, 
2001.  Landro’s technique utilized the equation 

2PmPlSk ∆+∆+∆≈∆
αααα

α
 (eq. 8) 

where α is P-wave velocity, ∆S is change in oil saturation, ∆P is change in net pressure, and kα, 

lα, and mα are empirical parameters estimated from saturation and pressure curves from 
laboratory studies of core samples (Landro, 2001). Note that the change in net pressure for 
Landro’s equation must be entered with the units of MPa (1 kbar = 100 MPa).  A similar 
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equation exists for S-wave velocities also, with slightly different empirical parameters.  If we 
want to look at pressure effects alone (instead of pressure and fluid effects), we can simplify the 
equation to: 

2PmPl ∆+∆≈∆
ααα

α
 (eq. 9) 

Empirical parameters lα and mα are solved for by plotting change in P-wave velocity vs. effective 
pressure, giving a curved line (Figure 126).  A second order polynomial can be fit to this curved 
line – the coefficient in front of the x² term is mα, and the coefficient in front of the x term is lα.  
While lα is positive, mα is usually negative. 

Figure 126: Changes between two 
pressures for the average velocities 
of the entire Han data set.  
Coefficient lα is .0366 and mα is -
.0004. 

Although Landro intended his 
method to be used for specific rock 
samples, we have applied it to an 
aggregate set of velocities from all 
the samples in the Han data set, 
assuming a known velocity at a 
pressure of .20 kbar.  The accuracy 
of this method can be compared with 

the accuracy of our new method.  Landro’s method is accurate, but for this group of samples our 
method is a significant improvement.  These results can be explained because our 
implementation of Landro’s method uses a best fit polynomial from the entire data set to predict 
all velocity changes.  This means that the magnitude of the velocity change is not dependent 
upon the original velocity.  This point will be illustrated in the next section. 

Also, it’s important to note that Landro developed this equation based on the assumption that 
several core measurements already exist.  In order to find coefficients lα and mα and solve for 
new rock velocities, velocity measurements at various pressures must be available for rocks in 
the area of interest.  Our method only requires one known velocity at one known pressure to 
predict its velocities at other pressures. 

Bentley’s Method 

Both Bentley’s method (eq. 2 and eq. 3) and our method are empirically derived equations based 
on Han’s data.  However, Bentley et. al. used Han’s wet rock data, and did not include any data 
above pressures of .40 kbar.  Our method used Han’s dry rock data, and also included pressures 
up to .50 kbar (Han, personal communication). 

There is another significant difference between Bentley’s method and our method.  This 
difference is most evident at the highest velocities on Figure 126.  Looking closely at the upper 
right velocities in this figure, it can be observed that the predicted velocity is actually increasing 
as the pressure decreases.  This is because, according to the empirical method we developed, 
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velocity changes decrease linearly as original velocity increases.  At about 5.6 km/s (depending 
on the original pressure), the velocity changes predicted by our method hit zero.  At velocities 
higher than this, the predicted velocity changes will be negative, suggesting that velocity would 
actually decrease with a pressure increase.  This is a limitation in our method, and allows our 
method to be applied to rocks only with velocities under about 5.6 km/s. 

Figure 127 shows how our method and Bentley’s method predict velocity changes for different 
original velocities (this figure assumes a starting pressure of .20 kbar), and compares them with 
the measured velocity changes in Han’s data.  The method developed in this paper shows a linear 
relationship, while Bentley’s method shows a relationship roughly in the shape of a hyperbola.  
Interestingly, the relationship for Bentley’s method does not produce a well defined function.  
This is caused because in Bentley’s method, predicted velocity changes are not dependent on P-
wave velocities alone, but also on S-wave velocities.  Bentley’s original equations were 
developed for bulk modulus and shear modulus, each of which is dependent on both P-wave and 
S-wave velocities. 

Figure 127: Comparing velocity change predictions 
between our new method and  Bentley’s method.  

The original pressure of .20 kbar and pressure 
change between .20 and .30 kbar are arbitrarily 
chosen to use in the respective empirical equations.  
Other pressure values would alter the placement of 
the data slightly, but the same trends would still be 
observed.  This figure uses P-wave velocities only. 

 

 

This leads into another interesting aspect of Bentley’s method.  Bentley’s method predicts 
changes in bulk modulus and shear modulus, regardless of what the original modulus is.  
Bentley’s method is dependent only of the original pressure – the original modulus has no effect 
on further modulus predictions, meaning that the change in modulus predicted by Bentley's 
method is always the same for a given pressure and change in pressure.  The method presented in 
this paper takes into account the original modulus – that is, changes in modulus predicted for a 
sample with a high known modulus would be different than changes predicted for a sample with 
a low known modulus at a certain pressure. Our new method predicts more realistic modulus 
changes compared to Bentley’s.  However, as we noted earlier, this appendix again shows that 
our method can predict negative changes in velocity or modulus at high velocity samples.  So our 
method more accurately predicts modulus changes, but just as with high velocities, a high 
modulus can lead to unrealistic predictions. 

Therefore, Bentley’s method is preferred over our method at higher velocities, but our method 
can be used when only P-wave velocities are known, compared to Bentley’s method that requires 
both P-waves and S-waves, and our method predicts modulus changes more realistically.  The 
question that this leads to is: at what velocities is it better to use Bentley’s method, and when is it 
better to use this new method?  To examine this, we plotted our velocity predictions and 
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Bentley’s velocity predictions versus actual velocities for characteristic samples exhibiting high, 
medium and low original P-wave velocities (Figures 128, 129 and 130).  From these figures, we 
make the conclusion that Bentley’s method is more accurate at higher velocities (above about 5 
km/s), but our method is more accurate for original velocities that are lower (below about 4 
km/s) 

Figure 128: For this typical high velocity 
sample, Bentley’s method predicts velocity 
changes more accurately than our new method.  
The new method predicts values that are too low 
for the slope of the curve at high velocities. 

 

 

 

Figure 129: The typical medium velocity sample 
shows that the new method is more accurate than 
Bentley’s method in this situation. 

 

 

 

 

Figure 130: The new method predicts the actual 
velocity values even more accurately at this 
typical low velocity value. 

 

 

 

 

Comparison of Results 

We will compare tables showing total residual for this new method for P-wave, S-wave, bulk 
modulus, and shear modulus, for both the Freund data set and the Han data set.  These will be 
compared to Bentley’s method.  Also, plots of predicted vs. actual values for all four parameters 
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will be shown for both methods.  The S-wave values for our method were calculated in the same 
way that we calculated the P-wave values.  Our predictions for shear and bulk modulus were 
done two ways: 1. Simply by converting our predicted P and S-waves to shear and bulk modulus 
and 2. Building an entire empirical equation (solving for coefficients A, B, and D) by using bulk 
modulus and shear modulus values alone.  The results showed that it was significantly more 
accurate to predict bulk and shear modulus by the first method – directly converting our P and S-
wave predictions to shear and bulk modulus. 

Two other pieces of data that we have for both the Han and Freund data set are porosity and clay 
content.  These are also two parameters that many have often attempted to correlate to observed 
velocity changes.  Both porosity and clay content in the Freund data show no correlation between 
error and porosity.  However, Figure 131 shows clay content vs. residual error and displays a 
strong relationship.  It’s obvious from this figure that as clay content increases, the error in 
prediction tends to decrease.  Particularly, sands with a clay content below 30 percent seem to 
have a much higher error.  This observation is consistent for both this paper’s predictions and 
Bentley’s equation’s predictions.  Residual error vs. clay content was plotted for Han’s data 
(Figure 132), but no relationship similar to that in the Freund data was observed.   

Figure 131: Clay Content vs. residual error for 
Freund’s P-wave data is shown here.  Samples with 
clay content below about 30 percent show a much 
higher error. 

 

 

 

 

 

 

 

 

 

 

 

Figure 132: Clay Content vs. R2 error (residual) 
for Han’s P-wave data is shown here.  Unlike the 
Freund data set, the magnitude of error does not 
seem to be affected by clay content. 

 

Summary of Results 
1. For both P-wave and S-wave velocities, the method presented in this paper is more accurate 
than Bentley’s method when starting at lower pressures and predicting to higher pressures.  
However, when starting at higher pressure ranges (.50 or .60 kbar) and predicting to lower 
pressures, Bentley’s method is more accurate. 
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2. In almost every case, the new method presented here is more accurate than Bentley’s method 
in predicting bulk modulus values.  Bentley’s method is more accurate in almost every case at 
predicting shear modulus, though.  This seems to difficult to explain, since differences in 
Bentley’s method and this method only depend on starting pressure for velocities.  One 
possibility may be that Bentley’s velocity predictions are compounded when converting to bulk 
modulus.  Bulk modulus is calculated in part by subtracting S-wave velocity from P-wave 
velocity.  If estimates for P-wave velocity were too high, and estimates for S-wave velocity too 
low, then the bulk modulus would be significantly overestimated.  The error in bulk modulus 
estimates in this case would be greater than if velocity predictions overestimated (or 
underestimated) the velocity in both cases. 

3.  Clay content and error in velocity predictions are strongly related in the Freund data set.  The 
trend shows that both velocity predictions become less reliable in cleaner sands.  Han’s data set 
shows that this isn’t always the case – the clean sands in this data set show no more error than 
other samples. 

4. Comparing AVO effects observed in an actual producing field (the Teal South study, 
previously reported) to those predicted with the inclusion of pressure effects successfully 
demonstrated that velocity changes due to pressure variation must be considered.  Pressure 
changes can have as significant an effect on velocity as fluid changes do, and are important to 
consider in any reservoir characterization. 
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The Dynamic Fluid Method 
The Dynamic Fluid Method (also previously translated as the ‘Dislocation Fluid Model’) was 
developed by Dr. Vladimir Pisetski of the Urals Mining Academy, in Ekaterinburg, Russia.  The 
technique is patented, and Pisetski’s USA-based company, TransSeismic International (TSI), is 
licensed to perform the DFM analysis.  The DFM approach is both a computational technique 
and a conceptual interpretational technique.  In this report, we are primarily concerned with the 
computations.  Many additional details can be found in their complete report in the appendix. 

The DFM computations are based on seismic attributes, particularly the instantaneous frequency 
and instantaneous amplitude, combined in such a way as to remove the average values along 
horizons or time-slices, and to enhance those aspects presumed to result from open cracks.  In 
essence, the value of instantaneous amplitude (or frequency) is normalized at every point along 
the horizon (or time slice) by the average value along that horizon.  These relative values are 
presumed to correspond more to the differences in physical state of the rock along the horizon 
than the original total value, which in turn correspond more to the change in lithology vertically 
in the section.  That is, the lithologic differences generally sought through reflection seismology 
are in effect removed, by normalizing by the average values (along horizons or time-slices) of 
the attributes.  The DFM method presumes that those differences remaining are indicative of 
open fractures, which in turn result from ‘decompression’ of blocks of rock, due mostly to 
unloading and differential compaction. 

In summary, the 3-D seismic volume was first processed using DFM method to determine the 
total ground pressure Pi: 

Pi=Pig+Pid,  

where  Pig is the pressure caused by gravity load, Pid is the anomalous pressure caused by the 
modern movements and by anomalous fluid pressure. The second step was interpretation of the 
parameters of total ground pressure and finding anomalous pressure zones. The sequence of 
seismic data processing is summarized as follows: 

• Interpretation of seismic horizons; 

• Determination of the values of instantaneous amplitude and frequency at every sample 
point; 

• Determination of the average estimates of instantaneous amplitude and frequency for 
given horizon; 

• Calculation of the value θi at each reflecting point at the interface (an equation for θi is 
given in Appendix A) ; 

• Normalization of the calculated values θi in the range between the minimum and 
maximum values. 

The specific attributes of instantaneous frequency and amplitude are combined in the following 
equation 
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where the subscript i refers to the i-th reflection point, A refers to the instantaneous amplitude, ω 
refers to the instantaneous frequency, and the tilde ~ indicates an average value.  The powers b 
and c are fitted to the data by the investigator, in an effort to best make the term θ correspond to 
effective pressure as indicated by other information.  Their report, submitted separately, provides 
more details on the DFM procedure to relate this parameter, quantitatively, to pressure. 

TSI was invited to perform their DFM analysis on three of the fields described in this report 
(Stratton, Boonsville, and Wamsutter), and an additional data set not specifically studied by 
Michigan Tech, but studied by the Texas Bureau of Economic Geology (Waha).  At the start of 
this project, microfracturing and pressure differences were believed to be a significant factor in 
the production at Wamsutter and Waha, as well as portions of Boonsville.  Stratton was believed 
to be entirely a stratigraphic play.  TSI has interpreted their DFM results in terms of the DFM 
theoretical framework which places great importance on differential vertical compaction during 
diagenesis and later vertical tectonics and associated compression and decompression. 

We found the similarity of the DFM results for the Lewis shale interval in Wamsutter to our 
differential acoustic impedance analysis to be intriguing, and suspect that both techniqes are 
revealing features directly related to pressure variations.  Results from the other two data sets 
studied by both groups were not obviously comparable, although TSI found strong correlations 
between their results and the production data that was available to them during their study.  
Three of the data sets studied by TSI are available in the public domain, and other investigators 
are invited to compare their observations with those of TSI as described in their reports, included 
in the appendix. 
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Conclusions 
In  order to make judicial use of seismic attributes for reservoir characterization, one must take 
into account the seismic petrophysical aspects of the goals of the characterization in designing 
the attribute suite, or even the processing flow leading to the attribute suire.  The use of acoustic 
impedance from inverted seismic data is often warranted, and leads to additional insight for 
layer, and not interface, properties, but care must be taken to avoid confusing elastic (offset-
dependent) impedance with acoustic impedance. 

With the use of well-designed attributes, one can often determine properties of reservoir intervals 
that are of interest.  Care must be taken whenever horizon-based attributes are used without 
tracking the peak or trough on which they are based. For subtle features, or those not readily 
amenable to seismic detection, specially designed attributes can be of tremendous value. 

The attributes which we have found most valuable include acoustic impedance from trace 
inversion and amplitude.  In order to use these attributes, however, a realistic expectation of the 
various responses for different reservoir conditions must be available.  Then, the use of these 
attributes may become apparent.  The straightforward application of attributes without a firm 
grasp of the physics involved is not usually recommended – even in the ‘simplest’ environment 
of a bright-spot in the Gulf of Mexico, we found that interpretation of the magnitude of the bright 
spot (over time) could not be conducted without a thorough understanding of the rock physics 
and its effect on the stacked section, after amplitude-versus-offset effects were included. 

Calibration of seismic attributes must be undertaken in every field study, independently, in order 
to have confidence in the interpretations that result. 
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Appendices:  Reports from TransSeismic International 
[The reports are reproduced as submitted by TransSeismic Internationa, with minor editing and 
reformatting only. They do not necessarily reflect the opinions of  Michigan Technological 
University nor the US Dept of Energy. Editorial comments by MTU are in brackets and italics]. 

DISCLAIMER 
This report was prepared as an account of work sponsored by an agency of the United States 
Government. Neither the United States nor any agency thereof, nor any of their employees, 
makes any warranty, express or implied, or assumes any legal liability or responsibility of the 
accuracy, completeness that its use would not infringe privately owned rights. Reference herein 
to any specific commercial product, process, or service by trade name, trademark, manufacturer, 
or otherwise does not necessarily constitute or imply its endorsement, recommendation, or 
favoring by the United States Government or any agency thereof. The views and opinions of 
authors expressed herein do not necessarily state or reflect those of the United States 
Government or any agency thereof. 

Stratton and Boonsville Fields 
The subcontractor ( Trans Seismic International, Inc., address: 1329 Clay Street, suite 4, San 
Francisco, CA 94109) retains all rights to the invention named the Dynamic Fluid Method and 
the software programs DYNAMIX (as well as its versions DYNAMIXt and DYNAMIXs), 
which were invented, developed and applied prior the commencement of work under the 
agreement # 970821Z in the Stratton and Boonsville fields (Texas, the USA) as well as outside 
of the agreement # 970821Z  for other applications in different fields (e.g. White Tiger, Vietnam, 
Kaliningrad, CIS, Tartastan, CIS).  

 [United States Patent number 5,796,678 filed August 11th, 1997, as well as other continuation-
in-part patents are pending (with the filing date of August 11th, 1997). Patent title: “METHOD 
FOR DETERMINING THE PRESENCE OF FLUIDS IN A SUBTERRANEAN 
FORMATION”, inventor: Dr. Vladimir B. Pisetski, Ekaterinburg, Russian Federation, assignee: 
Trans Seismic International, Inc., San Francisco, California, the USA. Method and techniques, 
outlined in the 10 claims of the patent and patents pending mentioned above cover the method 
and the techniques used in the data analysis under the agreement # 970821Z. Also, please, note, 
that the Dynamic Fluid Method, as well as the algorithms and the software programs constituting 
DYNAMIX (as well as its versions DYNAMIXt and DYNAMIXs) have been applied (”in-
house” prior to the obtaining of the patent) in over 20 different fields since 1982.] 

INTRODUCTION 
The purpose of the work is to test the Dynamic Fluid Method-based technologies of processing 
and interpretation of 3D seismic data for identifying oil and gas deposits in the conditions of 
fluvial basins and in the regions of karst formations on the datasets from the South and North 
Texas (Stratton and Boonsville fields). 

Involved in the projects: O.Voronin, V.Samsonov, Yu.Patrushev (processing), V.Pisetski 
(interpretation and report compilation), V.Kormiltsev, A.Ratushnyak (calculations and 
modeling), A.Minaeva (horizon picking, processing), E.Herzog (design and management). 
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September 10th , 1999  

ABSTRACT (EXECUTIVE SUMMARY) 
The process of hydrocarbon pool generation occurs in a generally accepted order: generation => 
migration => accumulation. Mostly,  prediction of oil and gas resources is geared towards the 
last part in this chain, i.e. accumulation, - to finding traps of different types. The multitude of 
technologies for and approaches to the interpretation of seismic data compete in accuracy and 
reliability of the prediction of the traps of structural, stratigraphic, or lithological type. «Direct» 
indication of small and non-structural traps in complex sedimentation settings (including the 
conditions of fluvial and karst formations in the fields under consideration, i.e. Stratton and 
Boonsville) is not always possible with a traditional technology. The term “direct” refers to a 
technique of the prediction of petrophysical anomalies and those of a characteristic shape. 
Statistical methods are widely applied for the identification of such targets, as well as the 
techniques for the direct prediction of the acoustic impedance values with the use of calibration 
of well-logging data.  

The DFM approach to analyzing seismic data is based on the understanding that the migration 
and, consequently, the accumulation of fluids are controlled by two main parameters, i.e. the 
permeability of the medium and the super-hydrostatic pressure (the Darcy’s flow). If we direct 
our efforts to the prediction of these two parameters, we can then detect a closed contour of 
abnormal pressures (determining also the outline of a trap of any possible type), or areas that are 
most likely areas of fluid accumulation based on the derived parameters of fluid flow (the spatial 
distribution of pressure or permeability determined on the basis of pressure values). In essence, 
the total pressure and its variation in the geological time scale determine the fluid dynamics and 
make the fluid migrate from the regions of a compression into the regions of low pressures (the 
areas of decompression). Why do we benefit from locating regions of low pressures?  

1. Any heterogeneity (geometrical or lithological) of the medium distorts the normal total 
ground pressure within the outline of this heterogeneity, as well as rather far beyond it, in 
overlying and underlying formations. Therefore, the region of an anomalous pressure, as 
a rule, exceeds several times the size of the heterogeneity source, and this region can also 
be detected on the properties of the seismic horizons distant from the target. For instance, 
if a sandy body (a channel) is located in a plastic formation (clayey deposits), then, a 
region of anomalous compression will be located above the channel, and a region of 
decompression will be located below it. Both anomalous regions will be several times 
wider than the transverse size of the channel. Figuratively speaking, the channel will 
throw a peculiar shadow to the overlying and underlying horizons, and this shadow will 
repeat the shape of the channel with some enlargement. 

2. Heterogeneities of some formation type (traps) originate from certain dynamics of the 
sedimentary basin caused by the active impact of the basin at the moment of generation 
of this heterogeneity. The scheme of this dynamics or its peculiarities should be 
preserved in the modern conditions of a basin and can help us in identifying regions of 
the medium where generation of the traps of this or that type is most probable. The active 
region of the medium (the region of decompression or compression) is determined in a 
given moment of time (the geological time) by the anomalous pressure. If we find a 
current estimate of the anomalous pressure, we can then define the contour of a possible 
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prospect or a trap, or a localized zone of decompression which can not be identified as a 
trap because of the small size or some complicating factors. For example, such a region 
can be represented by a karst zone in the vicinity of the boundary between the blocks 
with different moments of modern tectonic movements. Therefore, the karst generation 
processes should develop faster in the decompression region located near the boundary 
between the blocks than in a region of compression. The contact region between the 
blocks can be undefined visually on the seismic sections since it has the shape of a 
narrow vertical zone. 

The physical basis for estimating the pressure parameters on seismic data is the direct functional 
relationship between the total ground pressure in a certain region of the medium and the 
instantaneous pressure created by a seismic wave propagating in the same region: the wave 
equation in its fundamental form is formulated via initial (the components of total ground 
pressure) and instantaneous (dynamic) stresses (the equation of M.Biot). The necessary condition 
for reflection of a seismic wave is a contrast of elastic and density parameters at the stratigraphic 
interface. The same parameters determine also the contrast of total ground pressure components 
at a given interface. Besides, the modern dynamics of a basin cause an extra pressure with 
respect to the normal gravitational value, and this extra pressure will lead also to a change of the 
elastic and density properties of the earth. Hence, the idea of estimating the total pressure from 
the parameters of seismic wave propagation is, in our opinion, more promissing than the idea of 
estimating some selective properties of the earth simply because the pressure parameters 
“automatically” integrate the geometry of the interfaces of formation units and their properties 
such as density, elastic moduli, general porosity (the matrix porosity plus the fracture one), etc. 
The value of a DFM-based analysis is its capability of finding the parameters of anomalous 
ground pressure as well as defining the fluid parameters i.e. the permeability and the fluid 
pressure. We use seismically derived estimates of total pressure for predicting the relative 
(effective) permeability within the entire investigated medium. We call such concept “dynamic”, 
and the method for predicting the parameters of permeability and pressure as dynamic fluid 
method (DFM).  

The purpose of this work is to investigate possibilities of the DFM application in several 
geologically complex areas with “old” recovery of oil and gas. The first stage of the work was 
devoted to investigations of the areas of oil and gas development (the main product is gas) in the 
Stratton and Boonsville fields. The main purposes of DFM processing and interpretation of 
seismic data in the mentioned areas were formulated for the first stage of processing and 
interpretation as follows: 

• to construct detailed maps of anomalous ground pressures for the main seismic horizons 
and for the whole initial information “cube”, 

• to evaluate the possibilities for detecting local bodies such as a “channel” and ”karst” on 
the pressure anomalies in the maps of these values for certain horizons and in the volume 
of the data, 

• to collate quality and reliability of detection of these bodies with the results of other 
known interpretation techniques, 
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• to collate the anomalies of the ground pressure with the well productivity data and the 
fluid pressure in the wells, and to evaluate DFM possibilities in direct prediction of the 
anomalies of fluid pressure in such conditions.  

The general strategy of investigations consists of the two main successive processes: 

1. Processing of the seismic data represented in the form of a stacked “cube” with the aim of 
determining the parameters of total ground pressure on the DFM technology. 

2. Interpretation of the parameters of total ground pressure in order to detect localized 
regions of an anomalous pressure caused either by a formation unit such as a channel, 
bar, or karst area, or by the current anomalous dynamics in the vicinity of the contact of 
separate blocks of the sedimentary cover, or by other reasons (for example, by long 
development of a field, and correspondingly, by distortion of the natural stressed 
condition, which in turn could result in remigration processes). 

To a certain extent this strategy does not depend on the traditional approaches to interpretation, 
and therefore the results may be independently confirmed, supplemented or become alternative 
to the conclusions which were formulated on the basis of different approaches (statistical, 
pseudo-acoustical, etc.). In general, comparison of all results of interpretation should lead to 
more objective understanding of the geological and physical fundamentals of the fluid process 
nature in the considered conditions. The role of DFM is to connect  the whole series of 
apparently incompatible parameters related to the basin’s geology and derived with the aid of 
different technologies.  

DFM helps understand the fluid geology by determining relative spatial estimates of two 
significant parameters in the fluid geology, i.e. pressure and permeability. 

PROCESSING AND INTERPRETATION OF SEISMIC DATA IN DFM TECHNOLOGIES (GENERAL INFORMATION) 

The fundamentals of DFM model of a sedimentary basin are the following: 

• each formation unit of a sedimentary basin from the lowest level (layer) to the highest 
one (basin itself) is a naturally destroyed system or, in other words, a discrete medium 
where the total permeability is determined as a tensor and depends on the size of separate 
samples and their ordered multitude (the fracture openness) and on the porosity of the 
sample material (the rock porosity), 

• the “basin - basement” system with a discrete structure is by definition an active medium 
continuously found in the state of a “viscous flow” as the response to the modern 
movements of the basement, and in this “basin - basement” system is characterized with 
the total pressure continuously varying in time (on the geological scale). 

• irregular distribution of the total pressure predetermines coordinated variation in time of 
the fluid pressure, and consequently, a directional fluid flow from the high-pressure 
regions to low-pressure regions appears in different intervals of a layered system with the 
discrete structure. 

The more detailed information on DFM is given in the Appendix 1 and in the papers listed in this 
appendix. (see a more detailed explanation on  
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1. the concept that the contact of two discrete formation units of any hierarchical level is 
considered as a plane of break of the medium continuity independently of the contrast of 
the elastic and density properties of the rocks at the contact;  

2. that such a plane of break acts as a seismic reflector according to DFM; 

3. that the attributes of the wavelets reflected from this contact depend on the applied total 
ground pressure (and on the contrast of the elastic moduli at the contact, since the 
difference in the elastic moduli increases the pressure contrast). 

In general case this dependence θ  in i-th point of the reflecting interface occurring at the depth z 
is given by: 
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where: 

Pi is the total ground pressure,  

Pij is the pressure caused by the gravity load, 

Pid is the anomalous pressure (exceeding the hydrostatic pressure) caused by the modern 
movements (external loads) and by anomalous fluid pressure, 

k is is the coefficient of effective stiffness of a boundary, 

s  is the scale coefficient depending on the discreteness of the medium from both sides of 
the boundary (the discreteness is expressed via the volume of one sample normalized by 
the considered volume of the medium) , 

ξi  is the value of total deformation of the boundary caused by  Pi , 

Ai , ωi  are the amplitude and frequency of the reflected wavelet, 
~

, ~Ai iω −  are the amplitude and frequency of the incident wavelet, 

b , c  are the coefficients taking into account the type of formation units (terrigene or 
carbonate sediments). 

In essence the value θ i  corresponds to the reflection coefficient for a normally incident elastic 
body wave and, in contrast to the classical definition, is the function of the frequency of incident 
and reflected wavelets. Thus, the reflection coefficient of an elastic wave in the model of a 
discrete irregularly stressed medium is functionally dependent on the anomalous pressure acting 
in the reflection point. And if we determine the relative variability of the reflection coefficient 
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along the reflecting horizon, then this variability will serve as the relative estimate of the 
anomalous pressure gradient along the same horizon. Further in this paper we will often use the 
term “anomalous pressure” without mentioning the sense of its spatial and physical definiteness 
as a gradient, but we will always have this in mind. On the basis of the said considerations, the 
general idea of seismic data processing with the purpose of estimating the anomalous pressure 
gradient and its subsequent interpretation lies in the following: 

A. Seismic data processing targeted at estimating the anomalous pressures. 
A stacked seismic section obtained as a result of the full cycle of classical processing of CDP 
gathers using 2D or 3D technologies will serve as the initial information. We will accept that the 
attributes of the reflection events in this section correspond to the true amplitudes and 
frequencies of the reflection wavelets. Then we will accept/consider(?) the values 

iiA ω,  in the 
formula ( 1 ) as ai and  fi  of Hilbert transformation of each wavelet of given reflection (the 
values of instantaneous amplitude and frequency) , and we will denote the values 

~ , ~Ai iω   as fa
~

,~  

and find them as the average values of all ai and  fi  for the selected horizon. In this case the 
average estimate ~,

~
a f  is a certain estimate of the incident wavelet in the medium with a constant 

total pressure P at the depth of given reflecting horizon. We can obtain a more complex estimate 
of ~,

~
a f  on the strength of horizontal variation of the pressure P along this horizon due to 

lithological changes in the sequence (variability of the density and the elastic moduli in the 
overlying sequence, for example the velocity of seismic wave propagation). The general scheme 
of estimating θi for one selected horizon can be as follows (calculations are based on the 
DYNAMIXt scheme): 

1. Picking the same cycle of the wavelet along the reflecting horizon. 

2. Determination of the values of instantaneous amplitude and frequency (ai and fi) in each 
point t0i. 

3. Determination of the average estimates  ~,
~

a f  for all values ai and  fi   for given horizon. 

4. Calculation of the values θi   in each point using the formula ( 1 ). 

5. Normalization of the calculated values θi  in the range between the minimum and 
maximum values. 

It is necessary to realize this scheme for maximum possible number of the reflecting interfaces in 
given seismic section aiming at subsequent calculation of the integrated estimates θi and 
construction of the vertical maps of these estimates in the plane of a seismic section. The 
alternative variant for estimating θi in the plane of a seismic section is the scheme based on the 
principle of regular selection of arbitrary number of the horizontal lines with constant values of 
T0 and application of the described scheme for each line with the use of the specified window T0 
± ∆T0  where the values ai and  fi  are defined as the average values in the window. The obtained 
estimates θi in the plane of given section are the instantaneous estimates of the anomalous 
pressure gradient, and these estimates can be used for deriving the integrated estimates 

~θi by 
summing the values θi in the specified time interval of the seismic section or for several picked 
horizons. In this case the values 

~θi  will reflect some generalized estimate of the anomalous 
pressure gradient, and the latter estimate should reflect the general trend of pressure distribution 
in the plane of the section. Analysis of such estimate can lead to the conclusions about the 
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boundaries of anomalous areas in the context of general modern dynamics of a sedimentary 
basin. 

The second possible scheme for estimating the anomalous pressure can be built in the spectral 
domain of given time section (the calculation scheme is DYNAMIXs). Here we proceed from 
the following idea: 

                        S j S j S js= θ                                                                                           ( 4 ) 

where 

 Sj   is the spectrum of j-th trace of the section (the whole trace or a specified time interval), 

 Sjθ  is the spectrum of reflectivity time function (the function of θi values), 

 Sjs  is the spectrum of seismic source (the spectrum of incident wavelet). 

Since the needed function is the function θi , then: 

                       S j

S j

S js
θ =                                                                                               ( 5 ) 

The estimate SjS is the most difficult to derive and the most unstable. We can determine this 
estimate using the same principles which were used in the first scheme, i.e. as an average value 
obtained in the specified interval by applying smoothing in different windows to the averaged 
spectrum. After the optimal spectrum Sjθ  is found for each trace, we will proceed again to the 
time domain and determine the estimate θi  using the scheme described above. In general, this 
approach allows for a more detailed analysis of the anomalous pressure estimate, which is leads 
to detecting local bodies such as channels and karst. 

Processing of all initial information «cube» was carried out independently for each vertical 
section (in in-line or cross-line direction) or for each horizontal section. In the latter case we 
derived estimates which were slightly different from the estimates in the vertical sections since 
the average estimate in a horizontal plane will somehow differ from the average estimate in one 
vertical section in the same time interval. These differences are significant if the geometry of the 
seismic interfaces is quite complicated within the cube, or there are numerous “pinchouts” of 
formation units. However, based on our experience in data processing in different basins, the 
differences in the mentioned technologies are small enough. Taking into account possible weak 
effects from local bodies, in this work, we tested a variety of techniques estimation of the 
anomalous pressures. 

The anomalous pressure estimates derived from the amplitude and frequency parameters of the 
reflected signals can be essentially supplemented if we see fulfilled two more considerations: 

• an estimate of the total ground pressure includes the gravity component (3) with a 
magnitude depending on the depth of each considered reflection point. But the formula 
(1) has been deduced for the variant free from the static influence of the main gravity 
component (indirectly, via the general influence of pressure on the stiffness coefficient of 
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a boundary, the gravity component has already affected the value of the reflection 
coefficient), 

• beside the vertical gradient of the anomalous pressure (which is accounted for in the 
formula (1)), a horizontal gradient of the anomalous pressure is also observed along the 
seismic horizon, and the horizontal gradient is caused by the horizon shape as well as by 
possible variation of lithological and other petrophysical properties of sedimentary rocks 
within given stratigraphic interval. 

Therefore, the derived estimate of the anomalous pressure θi  may be supplemented on the basis 
of the following expression: 

               θ θ
δθ
δi i e ti w i
x

= + +∆
max

                                                                             ( 6 ) 

The formula (6) has dimensionality of pressure in relative physical units (P = ρgh ) in the case if 
we take the density  ρ  of the overlying sequence as unity, and all pressure components are 
normalized in their own ranges from minimum to maximum values (i.e. in the range 0÷1). Each 
component, except the main one, is added with its own weights e, w. Let’s call the obtained 
estimate as an integrated one since it has been determined with account for the dynamic pressure 
as well as with additional account for static (structural) components. 

The derived sets of the anomalous pressure estimates θi or     for the «cube» of seismic data are 
presented in three possible variants:  

• a map of the anomalous pressure estimates for the seismic reflecting horizon in the form 
of a matrix of the values θi in the points Xi, Yj, T0k ( Zk). This map will be further called as 
DFM map, 

• a section of the anomalous pressure estimates in the plane of one vertical cross-section of 
the «cube», or DFM section, 

• a multitude of the functions θi  (t or z) in the format of seismic traces, or «DFM cube». 

Interpretation of the anomalous pressure estimates. 
The derived set of the anomalous pressure estimates for all the cube or for its vertical or 
horizontal sections and selected horizons (DFM sections and maps) may represent a rather 
specific basis for interpretation which can be divided into two stages, i.e. a qualitative 
interpretation and a quantitative interpretation. 

The qualitative interpretation is similar to the analysis of the displayed seismic traces in 
traditional technologies, but in this case it is necessary to account for some features of the 
anomalous pressure distribution from the ground of geodynamics and the mechanics of the 
elastic media. Here, we mean the following general circumstances: 

• a localized anomaly of the pressure estimate in given seismic horizon may be a 
consequence of the spatial influence of a local body (sand channel, karst, etc.) with the 
elastic properties that are different from those of the background medium. This local 
body can be actually located below the given horizon or above it, 

iθ
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• the same circumstance is true for the areas of “old” durably developed oil or gas fields 
where complex but regular contours of the pressure anomalies may be observed above 
and below the developed reservoir, because the development processes strongly 
influenced on the distribution of natural pressures (which existed in the earth before 
beginning of the field development), 

• within an active block of the sedimentary basin, a common bias toward increased or 
decreased pressures (compression or decompression blocks) should be observed for all 
reflecting horizons from top to bottom, and this common indicator may be used for 
determining outlines of a block characterized with certain dynamics, 

• lines of tectonic faults or block boundaries should be reflected in plane and cross-section 
in the form of corresponding linear zones of anomalous pressures. And anomalies of 
different signs with a noticeable linear gradient zone between them may be observed. 

To jointly evaluate the geometry of a reflecting or stratigraphic horizon and the anomalous 
pressures, the corresponding isochron map or depth map is superimposed on the DFM map. In 
this case the anomalous pressure estimates are presented using a color palette, while the contours 
are presented in the vector form.  

Certainly, the main result of DFM processing and interpretation includes the outlines of the 
regions of low total pressure, since the fluid flow will be directed into these regions if all other 
circumstances are favorable, and fluid accumulation and retaining is most probable in such 
regions. Here we should fix the sign and general physical perception of the anomalous pressure: 

• a decompression region has the positive sign in the components of stress, 

• high fluid pressure has the same positive sign and high absolute value, 

• in the geological time scale at slow fluid flow and low speed of deformation (“flow”) of 
the solid medium the total anomalous pressure may be considered as a positive sum of 
anomalous ground and fluid pressures, and further we can consider them as 
interconnected values.  

In that way we will further suppose that the value θi is always positive, and its large numerical 
magnitude we interpret as a decompression region from the ground of solid phase, and as a high 
fluid pressure from the ground of liquid phase.  

Quantitative interpretation of the results of anomalous pressure estimation includes prediction of 
fluid flow parameters within the cube. We will further accept that the derived relative estimate of 
the total anomalous pressure can be calibrated and recalculated with the aid of borehole data 
(initial or current formation pressure) into the true anomalous pressure P d = u θi , where u is the 
transfer coefficient. In this case the speed and direction of the fluid flow 

&
V  will be determined 

by the Darcy’s equation in the following form: 

              
&

V
c

Pd= − ∇
µ

                                                                                        ( 7 ) 

Here ñ is the permeability of the medium in given point, and µ  is the viscosity of a fluid. 

Now we will consider the case where the sources and drains of a fluid are generated in each unit 
volume of the discrete medium due to variation of the total voidness as a consequence of 
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continuous change of the total ground pressure toward its increase (compression) or decrease 
(decompression). Then from the continuity equation we have  

             ( ) ( )∂
∂t

Fr rV+ ∇ = 0                                                                              ( 8 ) 

for an incompressible fluid with the constant density ρ it follows that 

            ∇ = − = −V
F
t

q
∂
∂                                                                                       ( 9 ) 

where V is the speed of Darcy flow, F is the total voidness (the fracture and porosity space), and 
q  is the speed of its variation ( ñ-1 ). We will also accept that the speed of volumetric 
deformation ∆D/∆t of some volume of the discrete medium D is related only to the speed of 
change of the total voidness: 

         q
D

D t
= ∆

∆                                                                                                          (10) 

By substituting the equation for the speed of Darcy’s flow V=c/µ grad Pd  into the formula (3), 
we will obtain the Poisson’s equation for pressure in the following form: 

                ∇ = − ∇ ∇ +2Pd c
c

Pd c
q

µ
µ

µ
                                                                  (11) 

In the case of a medium with homogeneous permeability c0  and a homogeneous fluid with the 
viscosity µ 0  we have: 

     ∆Pd

q

c
= −

µ0

0
    and     P

c

qdD

RD0
0

4 0

0

0

= − ∫
µ
π                                                     ( 12 ) 

where dD0=dx0dy0dz0  is the deformed volume, and R2=(x-x0)
2+(y-y0)

2+(z-z0)
2. 

The formula for pressure in the presence of a heterogeneous region D, in which c and µ are the 
functions of coordinates, can be written in the form: 

              Pd P
c

c
Pd r

dDD
D

= − − ∇∫










0

1
4

0

0
1 3π

µ
µ

r
                                                   ( 13 ) 

                   r = ( x-ξ )i + ( y-η )j + ( z- ζ )k ,  dD = dξdηdζ 

where Ð0  may in particular correspond to the equation ( 12 ). 

The formulae ( 12 ) and ( 13 ) can be directly generalized for the case of several deformed and 
heterogeneous volumes, and the values D and D0 can coincide partially or completely. Let’s 
suppose that a small deformation does not cause an essential displacement of the permeability 
boundaries in the considered volumes, that there are several deformed volumes D0=ΣD0j , 
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j=1,2,3....,n, and that each volume D0j is characterized with its own speed of volumetric 
deformation qj  and of different signs in the directions of compression and strain of the volumes. 
Just so the sedimentary cover can be modeled, in the form of a discrete dynamic system. In this 
case, the problem of basin’s dynamics corresponds directly with the problem of the medium 
permeability variation, and in the form of time function. This finally leads to generation of a 
natural “communicating” block patterns, i.e. one system of blocks squeezes out the fluid, while 
the other system of blocks absorbs it.  

For regions with sufficient extent along the axis OY comparatively to the dimensions along the 
other axes, we will rewrite the equation for two-dimensional case (by analogy with the equations 
(12) and (13)) in the following form: 

Pd c
q RdS

c

c DPd r
dS

S S
= ∫ − −∫ ∇













µ
π π

µ
µ

0
2 0

0
1

2
0

0
1 2

0

ln
r

                                      ( 14 ) 

Using the equation ( 14 ) we can deduce an integral equation for the gradient of potential for the 
inner points of the section S: 

∇ = ∫ − ∇ −∫ ∇










APd c

q
R

dS A
c

c M Pd r
dS

S S

µ
π π

µ
µ

0
2 0

2 0
1

2
0

0
1 2

0

R r
                        ( 15 ) 

where ∇A=i ∂/∂x+k ∂/∂z,  ∇D  =i ∂/∂ζ+k ∂/∂ζ  , dS=dξ∂ζ  , R=(x-x0)i+(z-z0)k,       r= (x-
ξ)i+(z-ζ)k, dS0=dx0dz0.. 

When the integral equation ( 15 ) is solved, we will derive pressure from the equation ( 14. ) 
using the same matrix of inner values ∇DPd .  

Now we will consider a thin horizontal layer placed in the medium which is impermeable for 
fluids, and also we will unite the volumes of deformation and heterogeneity S and S0. In this case 
the equations (14) and (15) shall be written in the form:  

   Pd c
q RdS

c

c M Pd r
dS

S S
= ∫ − −∫ ∇













1 0

0

1
2

0

0
1 22π

µ
π

µ
µln

r
                                    ( 16 ) 

   ∇ = ∫ − ∇ −∫ ∇










APd

c
q

r
dS A

c

c M Pd r
dS

S S

1

2
0

0
2

1
2

0

0
1 2π

µ
π

µ
µ

r r
                       ( 17 ) 

∇A=i ∂/∂x+j ∂/∂y,  ∇M =i ∂/∂ζ+j ∂/∂η  , dS=dξ∂η  , r= (x-ξ)i+(y-η)k 

After scalarization the vector integral equation (17) can be considered as a system of integral 
equations of Fredholm of the second type if the distribution c/µ is known and we need to 
determine the pressure gradient, or as the equation of Fredholm of the first type in the case of 
unknown distribution of c/µ if we know the pressure gradient distribution. If our target objective 
is estimation of the correspondence between pressure and permeability, then it is logical to solve 
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the forward problem of determining the pressure gradient on the specified distribution of 
permeability using formula ( 17 ) as the equation of Fredholm of the second type, and then to 
calculate pressure using the formula ( 16). 

Thus, as a result of quantitative interpretation we can proceed from the relative estimates of the 
anomalous pressure derived exclusively from the seismic data, to quite valid final product, i.e. 
the permeability and the true fluid pressure. For oil engineers this can represent a very useful 
basis for defining more accurately the resources of the product and for correcting the plan of its 
recovery. There is no ground to carry out the quantitative interpretation at given stage of 
investigations, since additional information extracted from all interpretation technologies is 
required. The next stage will include calculations with the use of the described algorithm and 
with account for all circumstances revealed at the first stage. As a result the permeability maps 
will be constructed, and the outlines of actual fluid saturation will be drawn. 

It should be noted that all discussed approaches to processing and interpretation of seismic data 
with the use of DFM technologies have been published and patented (the USA patents from 1997 
and 1999). These approaches are described in general in the Appendices 1 and 2 of this report 
and were tested in different areas within the basins of Western Siberia, Caspian sea, China, 
Vietnam, Baltic sea, North sea, etc. 

PROCESSING AND INTERPRETATION OF 3D SEISMIC DATA IN THE AREA OF STRATTON FIELD 
Stratton field is located within the Kleberg and Nueces counties in South Texas and is related to 
the type of fluvial sediments of the stratigraphic interval of Oligocene Frio Formation (Bob A. 
Hardage, Raumond A. Levey, Virginia Pendleton, James Simmons, and Rick Edson,1994: A 3-D 
seismic case history evaluating fluvially deposited thin-bed reservoirs in a gas-producing 
property, Geophysics, vol.59, NO.11, p.1650 - 1665, 22 FIGS.). The considered formation FR-4 
is related to Vicksburg Fault Zone where the sand-shale sequence is a gas-bearing reservoir.  

The initial seismic data are 
represented by a seismic “cube” 
consisting of 100 in-line stacked 
sections after migration (Fig.1). 
Several in-lines and cross-lines 
which were used for estimating the 
anomalous pressure in the vertical 
sections are marked by red lines in 
this figure. Also shown here are the 
exploration and development wells. 

The most consistent reflection 
interfaces (SH1, SH 2, SH 3, SH 4, 
and SH 5, see Fig.2) were selected as 
the main seismic horizons for 

predicting the anomalous pressures with the aid of the DFM technology. Also shown here are the 
stratigraphic interfaces delineated with the aid of the borehole data (B 46 - F 39). Thus, the 
selected seismic horizons completely represent the whole producing interval of fluvial sediments 
of the producing formation within the interval of 1.05 - 1.75 s. With account for locations of the 
mentioned seismic and stratigraphic interfaces we have divided the whole producing interval into 
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three intervals (IA, IB, and IC) also shown in the same figure. The choice of such intervals is 
dictated by subsequent application of the 
DFM technology. A DFM section shown 
in given figure as the physical basis 
represents the anomalous pressures 
estimate (color) and the singular points 
of the phase characteristic of each 
seismic trace. These singular points 
indicate the values of +/- 180 degrees 
and zero-crossings (larger black dots 
correspond to the 180-degree values, 
while smaller black dots correspond to 
zero-crossings). This mode is the most 
convenient and informative one for 
displaying a DFM section with the 
purpose of tying the pressure anomalies 
to corresponding seismic horizons. The 
color palette for the anomalous pressures 
is always the same for vertical sections 
and corresponds to the following 
principle: the red color indicates a 
relative decrease of the total pressure 
gradient (a decompression region), the 
green color corresponds to the values of 
normal lithostatic gradient of the total 
pressure. 

À. Processing of the initial «cube» according to DFM technology. 
The general scheme of data processing in given area includes the following logical stages: 

1. Calculation of the anomalous pressures in several time intervals. 

Figs.3, 4, and 5 show the DFM maps for the time intervals IA, IB, and IC correspondingly. In 
this case the anomalous pressures were estimated in the time domain with the aid of 
DYNAMIXT scheme described in the previous section. The values θ i were calculated for 
horizontal slices of the cube with the interval of 4 ms TWT and the vertical averaging window of 
5 samples ( - 4ms + 4 ms). All the matrices of the calculated values θ i were summed in each 
time interval, and in that way one DFM map was produced for each time interval. These DFM 
maps are related to the centers of corresponding time intervals and represent generalized 
estimates of the anomalous pressures for the whole volumes of selected time intervals. The same 
color palette is used to indicate the anomalous pressure estimates in each map: the red color 
corresponds to low-pressure regions (decompression zones), while the blue color corresponds to 
regions of normal or increased loads (compression zones). Besides, the isochron map for one of 
the seismic horizons located in given interval is drawn on each DFM map (fig.3 - SH1, fig.4 - 
SH3 , fig.5 - SH4). In this case the pattern of time contours aids in understanding of the 
correspondence between the pressure anomalies and the general geometry of the layered 
structure in each time interval.  
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          along the horizon SH3.
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2. Estimation of anomalous pressures on the reflecting horizons. 

Figs.6, 7, 8, 9, and 10 show the maps of anomalous pressure estimates calculated with the aid of 
the main scheme (DYNAMIXT) for each selected and manually tracked seismic horizon (SH1, 
SH2, SH3, SH4, SH5). The same color palette is used in these maps to indicate the anomalous 
pressure estimates. The isochron maps for corresponding horizons (the result of horizon tracking 
in the coordinates of the initial cube) are drawn on the DFM maps.  

3. Calculations of the horizontal gradients of anomalous pressure. 

Fig.11 and 12 show the maps of the horizontal gradients for several seismic horizons (SH2, SH3, 
and SH4) and the sum of the derived gradients for these horizons. The horizontal gradient was 
determined with the aid of the following principle. Maximum of the gradients calculated in each 
point of the DFM map for the rays passing through given point in each 45 degrees was selected. 
The gradient was determined on the basis of 100-meter interval (about one dominant 
wavelength). The gradient values are indicated in the figures with the aid of color (the red color 
corresponds to high gradients, and the blue color corresponds to low gradients). 

 

4. The structural DFM maps. 

Fig. 13 shows the structural DFM maps for three stratigraphic intervals: b46, c38, f11. The 
choice of these stratigraphic intervals is explained by the proximity of the tracked seismic 
horizons: b46 to SH2, c38 to SH3, and f11 to SH4. The maps are obtained by superimposition of 
the anomalous pressure maps for the mentioned seismic horizons (these map are shown 
separately in figs. 7,8,9) on the depth maps for the stratigraphic horizons. These maps will serve 
as the physical and geological basis for estimating the parameters of fluid flows at the stage of 
subsequent quantitative interpretation. 
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5. Estimation of the anomalous 
pressures in the sequences 
underlying the producing 
intervals. 

Such estimation is needed to clarify 
general elements of the dynamics of 
the fluvial basin’s base. As a matter of 
fact there should be some general 
scheme of the dynamics of the basin’s 
base to determine river flows in the 
periods of generation of sand bodies 
such as «channels». Most likely, the 
boundaries of active blocks should 
serve as such general dynamic 
distorting elements, and corresponding 
local highs and lows on the ground 
surface (horizontal gradients of the 
surface relief) appear along these 
boundaries in each stratigraphic 
interval in the period of its generation. 
In this case we have selected a time 
interval of 2.200 - 2.700 s, and the 
DFM map has been produced for this 
interval according to a scheme similar 
to that applied for calculating the 
interval estimates of the anomalous 
pressures in the overlying intervals 
(IA,IB,IC). This map shown in Fig.14 
completely justifies our hopes to 
determine the boundaries of active 
blocks. The outlines of the anomalous 
pressure regions have strictly 
rectangular (block) shape thus 
indirectly testifying to the modern 
dynamic conditions of the basin on 
the one hand, and to its connection 
with the dynamics during earlier 
periods, comprising the time of 
generation of the fluvial basin, on the 
other hand. 
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6. Calculation of the anomalous pressure estimates in the vertical sections. 

Figs.15,16,17,18 show the DFM sections produced with the aid of DYNAMIXt scheme in 
vertical sections of «cube» for selected directions (correspondingly, in-line sections 79,53,142 
and cross-line section 109 ). 
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7. Calculation of the anomalous pressure estimates in the whole volume of the «cube». 

Calculations of the anomalous pressure estimates in the whole volume of the «cube» were 
carried out with the aid of DYNAMIXt scheme in two variants: 

a) for horizontal slices with interval of ∆t 0 = 4 ms in the range from to = 0 to to = 2.5 s, 

b)for vertical sections of the cube for all in-lines in the same range of TWT (to). 

It is obvious that these two variants may have differences in the levels of anomalous estimates 
because of the differences in estimation of the average values in horizontal and vertical planes 
for the same TWT (to). The format of the pressure values corresponds to the initial format and 
the structure of the cube (SEG Y), thus giving opportunities for analysis of spatial regularities of 
the estimates of the anomalous pressures with the aid of any known seismic technologies such as 
GeoQuest, Stratimagic, etc. The calculated «cubes» of the pressure estimates were transmitted to 
MTU for analysis. 

Interpretation of the anomalous pressure. 
All the mentioned results of processing were used at the stage of qualitative analysis which was 
carried out in the following interconnected directions: 

• estimation of the general scheme of dynamics of a fluvial sequence, 

• delineation of local anomalous stratigraphic elements such as «channels» as the main 
producing bodies, 

• preliminary evaluation of the productivity of the studied stratigraphic interval, 

• determination of the initial conditions for the stage of quantitative interpretation which 
includes calculations of the parameters of fluid flow (permeability and fluid pressure). 

Now we will bring the main results of the stage of qualitative interpretation in this sequence and 
will formulate a number of recommendations for the final stage of interpretation and practical 
usage. 

The general scheme of dynamics of a fluvial sequence. 
Development of the scheme of dynamics of the sedimentary cover is mainly targeted at detection 
of the boundaries of blocks into which all the sedimentary cover or its sufficiently large interval 
can be divided with a certain degree of probability. Development of this scheme is based on the 
following general principles of geodynamics of discrete media: 

• the outlines of the blocks should be mainly rectangular, 

• the sign or magnitude of the anomalous pressures is different from both sides of the 
boundaries of dynamically active blocks, and their outlines on the DFM maps should 
coincide with the zones of contrast horizontal gradients of the anomalous pressures,  

• since the modern movements of the blocks have a vertical direction, then the boundaries 
of active blocks should mainly have the vertical dip on the DFM sections and serve as 
natural separating planes between the regions with different levels and structure of the 
anomalous pressures, 
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• the transverse size of the blocks can not be smaller than the thickness of a formation 
sequence (in given case the thickness of all fluvial formation sequence is equal to about 
1000-1500 m. Therefore, the transverse size of the blocks should not be smaller than the 
latter value). 

According to these principles, the block scheme in the form of a system of lines marked as A, B, 
C, and D was drawn on all presented maps. The line “À” as the boundary between two large 
blocks is reliably detected on the DFM map complied for a deep interval below the producing 
formation (fig.14). This map shows a clear image of a rectilinear boundary between two regions 
with principally different estimates of the anomalous pressures. This may indicate either the 
boundary between two different structural and lithological sequences, or the boundary of a 
regional fault dividing the base of the fluvial basin into two blocks with different dynamics. The 
same boundary is clearly visible on all the in-line DFM sections (Figs. 2, 15, 16, 17, 18). The 
lines B, C, and D were detected by analyzing the maps of the horizontal gradients of the 
anomalous pressure estimates (Figs.11, 12) and DFM sections (Figs. 15, 16, 17, 18). All the 
system of lines (or the boundaries of dynamically active blocks) does not contradict to all other 
results of processing, i.e. to the DFM maps for time intervals and for reflecting horizons. In all 
these maps the local regions of anomalous pressures are located beside the detected boundaries 
or related to the crossings (nodes) of the block boundaries, thus increasing fidelity and reliability 
of the constructed scheme as a whole. 

Local bodies in the fluvial sequence. 
A contrast local region of the anomalous pressure estimates emerges in the DFM map for the 
reflecting horizon SH2. The meandering boundary of blue color indicates a compression region 
similar to the image of a channel in the plan view. In the map for more deep horizon SH3 we 
observe a decompression region of the same pattern but with a certain shift in the plan view. 
According to the general principle of anomalous pressure distribution in the vicinity of a local 
solid body, as a sand channel should be, we can assume with a sufficiently high probability that a 
channel is located between the two mentioned horizons, and this channel creates a peculiar 
shadow in the anomalous pressure maps for overlying and underlying seismic horizons. Besides, 
the meandering pattern of this body is logically explained by the boundaries of delineated blocks 
(the lines A, B, C, D), i.e. all bends of the channel coincide with the crossings of corresponding 
boundaries of the blocks. Just so the direction of water flows should be generated with account 
for the relief of the active bottom of the basin in the period of its continental development and in 
the conditions of a shallow sea. 

Preliminary conclusions on the productivity of the studied reservoir. 
At given stage of interpretation we did not have accurate data on the productivity of wells 
(within the studied «cube» all the wells are more or less productive). The available information 
testifies to the fact that the highest productivity is observed in the wells 13, 11, 9, 20, 2, 5, 4, 7, 8, 
10. The wells of this group according to qualitative DFM interpretation are located either in the 
outline of the channel or near the boundaries of the blocks (the boundary of an active block 
should possess the highest permeability). After productivity of all wells is defined more 
accurately, the maps of initial pressures and current pressures (to date) are constructed, we will 
have an opportunity to make more precise analysis of the rules of productivity distribution in 
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these or those stratigraphic sequences and to analyze relationship between the found rules and 
the elements of dynamic fluid model. It is quite probable that the current distribution of the 
anomalous pressure is different from that before beginning of the field development. Therefore, 
the calculated estimate of the current anomalous pressure reflects new conditions in the 
production zones penetrated by the wells which were abandoned in the past (the wells with lost 
productivity). In this connexion, the node of the lines A and C seems the most prospective and 
suitable for testing by drilling by analogy with the node of the lines A and B where all three 
wells (3, 4, and 5) have the highest productivity. The final recommendations can be formulated 
after the stage of quantitative interpretation. 

The initial conditions for the stage of quantitative interpretation. 
The central condition for solving the problem of estimating the fluid pressure and permeability 
on the derived estimates of the anomalous pressures is the construction of a productivity «cube» 
in several variants:  

a) a cube of initial fluid pressures at the time of well testing, 

b) a cube of accumulated productivity, 

c) a cube of average productivity reduced to one time interval. 

With account for this information the stage of quantitative interpretation will include solution of 
the direct problem with the use of Darcy’s equation aiming at prediction of permeability on the 
specified pressure values with the variants of initial pressures (at the moment of well drilling) 
and above-hydrostatic current pressures (on the seismic data with account for calibration by well 
tests).  

PROCESSING AND INTERPRETATION OF SEISMIC DATA IN BOONSVILLE FIELD. 
The Boonsville project area is located within the limits of Fort Wortch Basin, Texas and related 
to the type of midcontinent reservoirs with gas pools (the main product) and oil pools in the 
Bend Conglomerate interval. The oil-and-gas-bearing capacity of the region was determined in 
1956, and development of gas and oil was started that time. The oil and gas pools are of 
stratigraphic type and located within the shelf zone with a system of channels and bars filled 
mainly with sandstones and mudstones of different types. The main oil inflows were obtained 
from Caddo sequence, while the main gas inflows were obtained from Vineyard sequence (the 
main target zone in the past). 3D seismic surveying in this field had to solve problems related to 
mapping of karst zones (that is, dissolution of buried Ellenburger carbonates)and sandy 
reservoirs of the Caddo sequence (by using the seismic attributes such as instantaneous 
amplitude and frequency). Also a joint analysis of the parameters of well productivity and the 
results of detailed stratigraphic analysis on the 3D seismic images should be fulfilled. 

DFM processing and interpretation of the initial stacked «cube» was carried out according to the 
same principle which was used previously in the Stratton field, but in a more expanded variant to 
account for the necessity to detect local regions of karst process development. Besides, rather 
detailed information on the parameters of well productivity is available in given case, so we have 
an opportunity to fulfill analysis of the relationship between well productivity parameters and the 
anomalous pressures estimates derived from the seismic data. 
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Processing of the initial «cube» using the DFM technology. 
In this case the general scheme of processing coincides with the scheme applied in the Stratton 
field : 

• the main horizons 
within the producing 
interval have been 
picked (Fig.1, horizons 
m90, e70 , e50 , m20 , 
m10 ), 

• estimates of the 
anomalous pressures 
have been derived for 
the picked horizons, 

• estimates of the 
anomalous pressures 
have been derived for a 
series of time intervals, 

• estimates of the 
anomalous pressures 
have been determined 
in vertical sections for 
several selected 
directions, 

• estimates of the 
anomalous pressures 
have been calculated 
through the whole 
«cube» for horizontal 
slices with the interval 
of ∆t = 4 ms. 

 

Taking into account the specific character of the problems to be solved in this field, the 
mentioned scheme was supplemented with the DYNAMIXS procedure (in correspondence with 
the ratio 5) and the procedure for calculation of the integrated pressure estimate (the ratio 6). 
Thus, all the processing results are represented by the following maps and sections: 

1. The maps of anomalous pressure estimates for the selected horizons in the DYNAMIXt and 
DYNAMIXs variants (Figs. 2 - 6) with the identifiers PT and PS respectively (for example, 
PTm90 and PSm90 denote the results of calculations using DYNAMIXt and DYNAMIXs 
schemes correspondingly). 

2. The maps of summed estimates of the anomalous pressures for certain horizons (PS = 
(PSm90 + Pse70 + Pse50 + PSm20 + PSm10)/5) and the map of horizontal maximum 
gradients of this estimate (grPS). The maps are shown in Fig. 7. 

by2 lof1lof4 cwb12-1

m90

e70
e50

m20

m10

Fig.1. Cross section, L2, picked horizons (defined by black lines). 
          Pressure anomalies (color, red - low pressure, blue - normal lithostatic pressure)
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3. The maps of integrated estimates of the anomalous pressures (in correspondence with the 
ratio 6). Fig. 8 shows all intermediate maps, while fig.9 shows the final map of the integrated 
estimate of the pressure for seismic horizons m90 - m10. 

4. The maps of interval estimates of the anomalous pressures derived with the aid of 
DYNAMIXs scheme in the time intervals 820-1200 ms (fig.10), 1200-1500 ms (fig.11), 
1500-1800 ms (fig.12) . 

5. The vertical sections of the anomalous pressure estimates derived with the aid of 
DYNAMIXs scheme for selected directions (Figs.13-16). 

Interpretation of the results (the stage of qualitative interpretation). 
The general analysis of the results of anomalous pressure estimation with the aid of two 
calculation schemes in given case brings us to a definite conclusion that the DYNAMIXs scheme 
is suitable as it gives higher degree of detail of the anomalous pressure estimates for separate 
horizons as well as in vertical sections. The anomalous pressure estimates derived with the aid of 
this scheme were selected for final interpretation. Figs.2-6 can be used for comparative analysis 
of two mentioned processing schemes, and one can conclude that a number of details in the 
anomaly outlines and their spatial orientation better correspond to the stratigraphic situation, 
practically for all horizons. Such detail can be explained by higher quality of initial seismic data 
(first of all, preservation of a wide frequency range), than for example in the previously 
considered Stratton field. The resulting maps constructed with the use of DYNAMIXS scheme 
are displayed in an enlarged form in the figures with the index “d”. The map for Caddo horizon 
(upper) in fig. 4 (PSe50) attracts our attention. A decompression anomaly of typical elongated 
shape (the red color) most likely confirms the presence of a sandy body in the form of a bar or 
channel, which is one of the main gas and oil reservoirs in given case. The reservoir is located 
above given horizon and throws a sufficiently bright «shadow» to it. There are strong 
compression anomalies in the maps for underlying horizons (Figs.5 - 6), and these anomalies are 
most likely related to the effects of karst process development in more deep intervals of the 
carbonate sequence. 

The generalized analysis of the maps of summed estimates of the anomalous pressures on the 
seismic horizons, the maps of the interval estimates, the maps of integrated estimates, and the 
vertical sections (Figs. 7-16) allow for quite definite scheme of dynamics of given region to be 
built. The primary map for building this scheme is the map of the anomalous pressure estimates 
in the interval 1,500-1,800 ms (fig.12). Here, in the center, we see a clear anomaly of 
compression, and this anomaly in given stratigraphic situation can be interpreted as the zone of a 
regional fault. This fault’s activity determined basin’s development in essence, first, generation 
of a sandy buildup in Caddo, and second, contributed to formation of karst in the carbonate 
sequence, resulting in turn in anomalous transformations in the strength structure and in 
destruction of the rock mass also in the overlying sequence (Vineyard, Runaway  - horizons 
m10, m20 and others). The eastern edge of this anomaly is reliably tracked in vertical sections of 
the anomalous pressure estimates, and along the line “À” we see a vertical boundary in the form 
of a narrow, clearly drawn zone. In given case the outline of this zone is identified in all vertical 
in-line sections, and the position of the boundary “À” as the active contact between two large 
dynamic blocks is apparent. Analysis of the maps and vertical sections in this context also allows 
for detection of the boundaries of the blocks of lower levels: A, C, and D.  
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Fig.2.  Maps of inital attributes and pressure anomalies.
                   Horizon m90.
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Fig.3.  Maps of inital attributes and pressure anomalies.
                   Horizon e70.
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Fig.4.  Maps of inital attributes and pressure anomalies.
                   Horizon e50.
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Fig.5.  Maps of inital attributes and pressure anomalies.
                   Horizon m20.
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Fig.6.  Maps of inital attributes and pressure anomalies.
                   Horizon m10.
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Fig. 7. Maps of integrated pressure anomalies & their gradients
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Fig.8. Maps of integrated dt values and their gradients & pressure gradients
                 ( horizons e90 -m10 )
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Fig.10. Maps of integrated pressure anomalies.
                  Interval 820 - 1200 msec.
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Fig.11. Maps of integrated pressure anomalies.
                  Interval 1200 - 1500 msec.
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Fig.12. Maps of integrated pressure anomalies.
                  Interval 1500 - 1800  msec.
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All the mentioned lines form a regular scheme of the block dynamics of the basin, and this 
scheme does not contradict to typical pressure anomalies in the maps constructed for seismic 
horizons or time intervals. Especially, contrast anomalies of compression and decompression are 
observed along the boundary “À”. This may be an indication of altered high-permeability zones 
generated by karst processes. Besides, location of the line “À” completely explains possible 
genesis of a sandy buildup in the Caddo interval: the blocks’ activity along the boundary “À” in 
the period of sedimentation of this stratigraphic interval should have lead to the natural change of 
the surface morphology, thus, causing quick accumulation of sandy sediments along this 
boundary. 

The determined scheme of block dynamics and the maps of anomalous pressures calculated only 
on the seismic attributes help in stratigraphic interpretation on the one hand. It also allows to 
estimate fluid saturation on the ground of dynamics by comparing the elements of the scheme of 
block dynamics with the detailed data on the productivity of representative number of wells with 
known history and fluid parameters on the other hand. For that purpose, it was necessary to 
superimpose a number of parameters, which give information about the real fluid saturation in 
these intervals, on the maps of integrated estimates of the anomalous pressures for all horizons or 
for producing intervals. The available data allows the following parameters listed in the tables of 
well productivity to be selected for analysis: 

• cumulative volume of the product 
recovered during history of the well (cum. 
gas and oil), 

• average annual productivity of the well 
(gas/j , oil/j), 

• initial formation pressure at the moment of 
well testing (p init), 

• cumulative volume of water, 

• total time of well exploitation, 

• generalized porosity of the rocks in the 
interval, 

• cumulative volume of the product for 
separate stratigraphic intervals. 

Fig.17 shows the maps of summed estimates of 
the anomalous pressures on the seismic horizons 
(“a” and “b”) and the map of anomalous pressure 
estimates on the horizon e50 - Caddo (“c”). The 
values of cumulative volume of the oil recovered 
during the whole history of exploitation of all the 
wells are superimposed on the fragment “à”, 
while the average annual oil recovery is 
superimposed on the fragment “b”. The volume of 
recovery from the Caddo interval is shown in the 
fragment “c”. The general conclusion is the 

asb3

asc1

asc2

asc3

asc4

asc5asc6by2

by3

by7

by13

by15by18d

cwb12-1

cwb21-1cwb21-2

fy7

fy10

igy3

igy4

igy9

igy13

igy14igy18

igy19

igy21

igy31

igy32

Lof1

Lof2

Lof3
Lof4

Lof5

wd1
wd2

20 40 60 80 100 120

20

40

60

80

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

asb3

asc1

asc2

asc3

asc4

asc5asc6by2

by3

by7

by13

by15by18d

cwb12-1

cwb21-1cwb21-2

fy7

fy10

igy3

igy4

igy9

igy13

igy14igy18

igy19

igy21

igy31

igy32

Lof1

Lof2

Lof3
Lof4

Lof5

wd1

wd2

20 40 60 80 100 120

20

40

60

80

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

asb2

asb3

asc1

asc2

asc3

asc4

asc5asc6by2

by3

by7

by13

by15by18d

cwb12-1

cwb21-1cwb21-2

fy7

fy10

igy3

igy4

igy9

igy13

igy14igy18

igy19

igy21

igy31

igy32

Lof1

Lof2

Lof3Lof4

Lof5

wd1

wd2

20 40 60 80 100 120

20

40

60

80

1
2
3
4
5
6
7
8
9
10
11
12
13
14



Final Technical Report Michigan Technological University  DE-AC26-98BC15135 

October, 2002  Page 163 

following in this case: oil-bearing capacity of the whole producing interval, including  Caddo 
interval, is associated with the most active contact zone along the boundary “A”. This can be 
explained by two reasons: 

• a vertical region of the medium independently from its stratigraphy and lithology in the 
vicinity of the contact of active blocks in the plane “A” possesses a high permeability and 
serves as the main migration channel from deep intervals of the basin (ascending 
migration) or from the periphery (lateral or horizontal migration), 

• the reservoir intervals are located in the zones of maximum decompression (the red color) 
in direct closeness from the active contact. This determines the maximum localized 
voidness of the medium in corresponding lithological conditions of the rock mass and the 
maximum fluid pressure in it (the maximum value of decompression “automatically” 
determines the maximum fluid pressure in the observance of other favorable conditions).  

A similar situation can be observed for gas recovery (fig.18), but here (which was to be 
expected) the productivity if the interval extends essentially farther from the contact “À” along 
the lower-rank boundaries of this contact, namely “Â” and “D”. Fig.19 shows the parameters of 
initial pressure (fragment “à”), cumulative volume of water (fragment “b”), and the generalized 

porosity of rocks (fragment “ñ”). These 
parameters are superimposed on the integrated 
estimate of the anomalous pressure (fig. 9) for 
the whole producing interval. All the parameters 
in their entirety confirm that the area in the 
vicinity of the active contact “À”  has higher 
permeability and productivity, which is an 
indirect confirmation of the results represented 
in Fig. 20, fragment “à”: the largest time period 
of well exploitation is observed in the vicinity of 
the most active node near the crossing of the 
boundaries “À” and “D”. The highest recovery 
of gas for the “Vineyard” interval is shown in 
the fragment “b” of the same figure, and this 
point is precisely associated with the position of 
the system of contact boundaries. 

The fulfilled qualitative analysis of the 
relationship between the well productivity and 
the parameters of the dynamic condition of the 
basin has the very preliminary character and 
requires a quantitative confirmation on the basis 
of modeling of the Darcy’s flow in the defined 
scheme of block dynamics. We see a connection 
between the parameters of reservoir productivity 
and the parameters of the real dynamic condition 
of the basin for the purposes of stratigraphic 
interpretation as well as for evaluating oil-and-
gas-bearing capacity of a basin.  
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Thus, the derived estimates of the anomalous pressures and the scheme of block dynamics can 
serve as the physical basis for evaluating oil-and-gas-bearing capacity of the area under 
consideration. Therefore, the recommendations in this case are the following: the highest fluid 
pressure should be observed within the vicinities of the contacts between active blocks and 
should be associated with local regions of reduced total ground pressure (decompression 
regions). 

CONCLUSIONS. 
The results of the first stage of processing and interpretation of seismic data with the aid of the 
DFM technologies in the Stratton and Boonsville areas can be formulated as several general and 
interconnected conclusions: 

General dynamics of a sedimentary basin determine the stratigraphic bodies, the principle of 
their detection on seismic data should be based on estimation of the current dynamic condition of 
the basin and discovery of local regions of anomalous pressure in the studied intervals. 
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Estimation of the anomalous pressures on the seismic data allowed for objective detection of 
local bodies, such as «channel» or «bar», in the areas under consideration. 

Distribution of the anomalous pressures within the studied intervals of the basin was determined 
exclusively on the seismic data. This distribution is in agreement with the actual parameters of 
well productivity, thus, indirectly confirming DFM results. 

RECOMMENDATIONS FOR FURTHER ANALYSIS 
We advise an additional quantitative stage of interpretation which can give more detailed 
information about productivity of the reservoirs in different intervals in the studied areas. With 
account for possible remigration processes caused by exploitation of the fields, information on 
the residual contour of oil or gas saturation can be extracted after the stage of quantitative 
estimation of the parameters of the fluid flows. This will allow for the formulation of a number 
of practical recommendations (drilling of new wells). 

To fulfill the final quantitative interpretation in 1999 - 2000 it is necessary to develop spatial 
models of productivity of the studied reservoirs in the form of the fluid parameters «cubes» built 
on the available borehole data and coincident with the format of the seismic «cube». This will 
allow for objective calibration of the “seismic cubes” of the anomalous pressure estimates, and 
these “productivity cubes” together with the defined geometry of block dynamics will allow for 
quantitative solution to the Darcy’s problem for different initial conditions. Solution to this 
problem will help formulate a series of practical recommendations for further development of the 
Stratton and Boonsville fields.  
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Dynamic Fluid Method (DFM) interpretation of the oil and gas potential of the 
Wamsutter field. 

INTRODUCTION 
Here, we have applied our technology and software DYNAMIX™ based on the Dynamic Fluid 
0HWKRG��8QLWHG�6WDWHV�3DWHQWV�� ������������� �������������RWKHU�SDWHQWV�DQG�OLFHQVHV�SHQGLQJ��
to recognize as best as we could subtle and general features of the Wamsutter field.  

The sedimentary sequences formed in the shallow-sea conditions are characterized, as a rule, 
with a thin-layer structure accompanied by complex spatial configurations of different 
stratigraphic units, each – with a limited size (with respect to seismic wavelength) both in 
thickness and spatial extent. In such conditions, the geometrical (structural) and the fluido-
dynamic parameters of oil and gas pools are determined by a number of factors apparent in the 
Wamsutter region. Almond formation is defined by a complex mode of deposition in the 
shallow-sea conditions.  

As the existing methods and technologies of seismic data interpretation are based mainly on the 
geometry and the properties of reflecting boundaries, the solution of the problem of stratigraphic 
zonation within the target intervals of the subsurface is automatically limited by the resolution of 
seismic signals in the presence of interference. In such sedimentation setting, traditional 
techniques of seismic data interpretation allow for reliable definition of rather thick formations, 
but these techniques are practically useless for a detailed subdivision of the subsurface into units 
with thickness less than half of the seismic wavelength.  

For more detailed analysis of the reservoir properties of each formation containing subtle 
stratigraphic features, traveltime parameters of seismic signals should be used in combination 
with other attributes such as instantaneous amplitudes and frequencies. We believe, that the 
attributes of seismic signals are related to the dynamic state of the medium on both sides of the 
reflecting boundary. In other words, these seismic attributes depend on the value of the total 
ground pressure acting at the reflection point. If we are able to estimate deviation of the pressure 
from normal lithostatic value (i.e. the anomalous pressure value), for example, along the roof of 
a thick formation or in certain seismic sequence, then we can perform the following predictions:  

Anomalous pressures in the reflection points can be caused by modern dynamic processes 
occurring in sufficiently large regions of the basin (block structure of the subsurface), as well as 
by lithological heterogeneity in the closest vicinity of this reflection point. And “sensitivity” of 
seismic waves to the pressure at the reflection points ensures detection of a feature which is 
much smaller in size than the wavelength. For instance, a sand lens with the thickness of about 
several meters and the width of several tens of meters causes a significant change in the 
distribution of the total pressure in the surrounding medium at the distances up to one hundred 
meters from the lens. 

Independently of the reasons causing an anomalous deviation of the total ground pressure, a 
region of the subsurface with anomalously low pressure will be favorable for the accumulation of 
a fluid. 

A relative estimate of the anomalous values of the total ground pressure can be obtained using 
the DFM technology of seismic data interpretation. Application of DFM technology allows for 
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determination of fluid migration parameters such as relative values of fluid pressure and the 
structure of modern block dynamics in the “basin-basement” system. 

BACKGROUND 

Geologic Setting 
[Adapted from the work and  thesis of Anastasia Minaeva, MTU, 2001, summarized in the main 
body of this report.  Figures that are duplicated from the main body of this report are presented 
here at small scale.] 

The study area, the Wamsutter field, is situated in southwestern Wyoming in the Greater Green 
River Basin (Fig.1). The area of investigation is in the Rocky Mountain foreland structural 
province, which is comprised of high desert basins surrounded by breached anticlines with 
Precambrian cores, and thrust-faults.  

Fig.1.  Map of the Wamsutter 
field. 

Greater Green River Basin 
contains several geologic 
structures: the Rock Springs 
uplift, the Great Divide Basin, the 
Waster Arch, the Washakie Basin, 
and the Green River Basin. The 
Wamsutter Arch separates the 
Great Divide Basin from 
Washakie Basin. The Wind River 
thrust, Thrust Belt, Uinta 

Mountains, Sierra Madre, and Rawlins uplift define the northwestern, western, southwestern, 
southeastern, and northwestern margins of the Greater Green River Basin respectively  
(Jaworovski and Simon, 1995). 

It needs to be noted that studied region situated near the Eastern margin of Basin and Range 
Province. Basin and Range Province and adjacent extension regions in Canada and Mexico cover 
the area of about 2 millions km2  being the region of multistage extension from Late Precambrian 
to Present. More and more often Basin and Range Province is considered as the standard for 
interpretation of extension structures in different parts of the World. 

A lot of geological and different geophysical studies revealed geologic setting of the Basin and 
Range Province and main characteristics of its interior structure. It has, besides unconsolidated 
deposits, two- and three-storied tectonic structure. The upper layer (upper crust) is composed by 
consolidated, however, unmetamorphosed sedimentary Upper Precambrian, Paleozoic and 
Cenozoic rocks and also by abundant magmatic intrusion and volcanic rocks of different ages up 
to Present. The middle crust  (middle layer) is mainly made by same rocks (with increasing the 
proportion of intrusive ones), but they were metamorphosed under greenstone and locally 
amphibolite facies and were mylonitized in the upper part. In the most extended regions the 
middle crust is absent. The lower crust is probably composed by basites with increasing basity 
downward to Moho that is located at the depths of about 30 km. 

 

Seismic 
survey area { 
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The upper crust of Basin and Range Province is represented by mainly west-south-west and east-
north-east tilted blocks, quite often complicated by north-north-western dextral  strike-slip shear 
zones. Blocks are classified by size from several kilometers to first hundreds meters depending 
mainly on the thickness of the upper crust. They are separated by listric, more rarely, linear faults 
observed by from the seismic only down to a base of the upper crust. The latter is bounded below 
by subhorizontal fault (detachment fault). It corresponds to the boundary the "brittle" upper crust 
and plastic middle one, rocks of which were weakened due to large pore pressure of fluids and 
deformed mainly plastically. 

The rocks of the middle crust («core complexes») are cropping out in antiforms forming gneiss 
domes in windows of the upper plate. Genesis of these structures is interpreted after B.Wernicke 
(1988 etc) by gently dipping gigantic strike-slip faults extending into the mantle. Later on he and 
other developed the hypothesis of «rolling hinge». But both hypothesis  have kinematic 
unfoundedness  and structure and origin of «core complex» antiforms should be interpreted on 
the base of a new rheological model of the earth crust (Ivanov, Ivanov,1993), which develops the 
early proposed one (Smith, 1978; Miller and others, 1983). 

It was determined that formation of detachment and movements along it (of the upper plate 
relative to the middle one) occurred simultaneously and in the same direction with 
mylonitization of the middle crust at the depth from several meters to several hundreds meters 
(and even to several kilometers) beneath the detachment. In a number of Basin and Range 
Province regions, magmatism and metamorphism manifestations associated with extension. Role 
and significance of thrusts, the weakly studies traces of which are marked only at the eastern 
boundary of Basin and Range Province, usually had been exaggerated. The indications of a large 
ductile movement including lateral one of masses of the lower crust and, apparently, of the 
mantle, synchoronous with extension of the upper and middle crust has established. The 
contemporary morphology of the Moho discontinuity reveals the ability of the mantle to support 
the isostatic equilibrium synchronously with the deformation of the crust in spite of rapid 
extension of the latter. 

Trans Seismic International, Inc.  

[The following text is original from TSI] 

The Dynamic Fluid Method approach makes the assumption that the spatial distribution of the 
anomalous pressures is determined by modern vertical movements of the blocks of the 
sedimentary cover in the “basin-basement” system.  

Consequently, we may assume that larger-scale horizontal movements (in particular, multistage 
extension in Basin and Range Province and adjacent regions) caused vertical motion of the 
basement in the study area (and, correspondingly, present accumulations of fluids, possibly, 
hydrocarbons). These present effects, we believe, have been “programmed” during 
sedimentation. A more detailed and deep analysis of the structure and the geological history of 
the region may render more insight into the modern dynamics of the region.  
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Stratigraphy 
[Adapted from the work and  thesis of Anastasia Minaeva, MTU, 2001, summarized in the main 
body of this report.  Figures that are duplicated from the main body of this report are presented 
here at small scale.] 

Evaluation of seismic attributes in Wamsutter Field, Wyoming.] 
The main target in Wamsutter field is the Almond Formation. The Almond Formation is the 
youngest formation (Upper Cretaceous) in the Mesaverde Group of southwestern Wyoming 
(Figure 2). In the subsurface, the Almond Formation can be subdivided into three genetic units:  

• an upper unit which is transgressive in origin and which includes a highly productive 
barrier-bar facies and a coal-bearing facies deposited dominantly in back-barrier 
environments;  

• middle unit, consisting of several dominantly marine shale-to-sandstone sequences that 
contain little or no coal; 

• and a lower, fluvially dominated, coal-bearing unit. The upper Almond is the primary 
exploration target, significant gas potential may also exist in the middle and lower 
Almond, as it contains numerous thick coals, which have generated both oil and gas and 
have expelled significant quantities of gas. (Martinsen et. Al., 1995). 

The Almond Formation is overlain by the marine Lewis Shale and underlain by the Ericson 
Sandstones. The thickness of the Almond formation in the Washakie and Great Divide Basins 
varies from 250 to more than 500 ft. The drilling depths to the top of Almond formation vary 
from a few thousand ft to over 16000 ft in the center of the Washakie Basin (Hendricks, 1994). 

Variations in the formation thickness and in 
lithofacies may be due, at least in part, to 
syndepositional movements along basement 
block faults. Both its upper contact with the 
Lewis Shale and its lower contact with Ericson 
Sandstone stratigraphically rise to the west. 
The Almond-Ericson contact is commonly very 
sharp. The contact between the Almond and the 
Lewis is very sharp and is marked by a 
transgressive surface of erosion (Martinsen et. 
al., 1995).  

Fig.2. Stratigraphic tie of reflections. 

Petroleum potential 
The Almond formation is one of the most important gas producing units in southwestern 
Wyoming. Most of the gas production in the eastern areas of the Washakie and Great Divide 
Basins and intervening Wamsutter arch is predominantly from the marine sandstones of the 
upper Almond. Within this area approximately 65 fields produce from the Almond Formation. 
Wamsutter field primarily produces gas. First year gas production for Wamsutter field area is 
shown on Figure 3. Two areal trends of production can be identified from it. A linear trend on 
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the west shows the largest production from the sand barrier associated with Almond formation. 
Production from zone B comes from different 
intervals, perhaps from the overlying shales.  

Fig.3. The map of productivity in the study 
area. 

 [end of material taken from Minaeva, 2001/ 
the remainder of this section is original with 
TransSeismic International.] 

 

 

 

 

DFM INTERPRETATION OF SEISMIC DATA 
The general approach of interpretation of 3D seismic data acquired in given area (within the red 
outline (Fig.3)) is three-fold: 

The structure and petrophysical parameters of producing stratigraphic units are considered (by 
DFM) to be due to the geodynamic conditions of basin’s development. These conditions, among 
other factors determining reservoir properties, were very important at the sedimentation stage. 
Then, inheriting general pattern of existing geodynamic state, these conditions controlled general 
behavior of the dynamic fluid processes in the periods of generation of oil and gas pools and 
continue to act at present. 

The spatial distribution of the anomalous pressures is controlled by modern vertical motions of 
the blocks of the sedimentary sequences in the “basin-basement” system. 

Each localized structural or formation unit or a collection of them create an anomaly of the total 
pressure of a positive or a negative sign. This anomaly can be detected at the boundaries of the 
stratigraphic interval which contains this or these units. 

Thus, the process of interpretation of 3D seismic data in the study area included the following 
successive stages:  

Traditional seismic-stratigraphic technology targeted at correlation and stratigraphic tie of 
reflections within the producing interval of the basin, as well as overlying and underlying 
reliably correlative seismic horizons. 

DFM transformation of the seismic cube aiming at calculation of relative values of the 
anomalous pressures in the initial scale of the cube and with the same discreteness. The result of 
DFM transformation includes an estimate of the relative values of the anomalous total pressure 
(deviations of pressure values from the normal ground pressure in each depth point)  / 1, 2 /. 

Integration of the estimates of the anomalous pressures in given intervals of the cube and 
construction of the maps of these estimates. The intervals were selected to include target 
reflectors. 

A
B
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Results obtained at the above mentioned stages allowed for compilation and analysis of 
structural-dynamic maps for different intervals of the subsurface. Each of these maps represents 
a combination (overlay) of the maps of structural parameters (isochrons, gradients of 
isochronous surfaces, etc.) and the maps of the anomalous pressures for the same horizon or an 
interval of the sedimentary section comprising given structural unit or a combination of units.  

Before commenting the results of DFM interpretation, let’s define the main elements of the 
clinoform structure of Almond formation along one of east-west sections of the initial cube 
(Fig.4.). 

Fig.4 Vertical section of the cube 
and the model of clinoform deposits 
in the interval of Almond formation. 

Taking into account the hypothesis 
of clinoform structure development, 
one can delineate typical patterns in 
Fig.4. In the terminology of seismic 
stratigraphy, these patterns allow 
for identification of an undaform 
� ��� DQ� RUWKRFOLQRIRUP� �%��� DQG� D�
fondoform (A). In the terminology 
of paleogeography, these regions 
correspond to three environments of 
deposition: deep sea, continental 
slope with the water depths from 50 
WR� ���� �� DQG� VKDOORZ� VHD�
representing a fore-deltaic plain 
with water depths of 25-50 m. 
According to available conceptions, 
sandy-silt sediments mainly formed 
on the fore-deltaic plain, and these 
sediments overlie the sediments of 
the preceding clinoform as a sheet. 
Isolated sandy-silt lenses were 

formed in the regions of steeper dips of the basin’s bottom, while north-south incisions, as results 
of turbidites’ movement, were formed in the regions of steep dips of the substrate of the sea 
basin. Explorationists estimate the width of the gradient zone of paleobathymetry almost 
identically (from 5 to 20 km). The region of deep sea represented an area where condensed series 
and sandy-silt lens-like bodies were formed. Generation of sandy-silt lenses in a zone distant 
from the shoreline was connected to avalanche sedimentation. 

At this stage some limited geological and geophysical information [courtesy BP Amoco] was 
available to us. We also considered some analogous examples of other hydrocarbon-bearing 
basins that we had come across in the past (first of all, a number of fields in Western Siberia). 
All this led us to assume (at the level of a working model which – this is very important – is open 
for on-line examination and correction) that the western part of this area is composed of shallow-
water and very shallow-water Almond bar facies and corresponds to a fondoform region (region 
���7KH� HDVWHUQ�SDUW� FDQ�FRUUHVSRQG� WR�DQ�XQGDIRUP�UHJLRQ�� L�H�� WR� WKH�PDLQ�DUHD�RI�DYDODQFKH�
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deposition which occurred at more gentle dips of the sea bottom. This assumption, i.e. the 
lithology of Almond formation in this eastern part, should be tested by drilling. (We have no 
such data at present). There is a clearly visible gap (i.e. a zone of almost zero hydrocarbon 
potential) between the western and eastern parts (observed also in fig.3). This gap probably 
FRUUHVSRQGV�WR�DQ�RUWKRFOLQRIRUP�UHJLRQ��UHJLRQ� ���7KXV��ZH�VXJJHVW�WKDW�WKH�FKDUDFWHULVWLFV�RI�
the middle part are determined by the slope where dips as low as several degrees significantly 
OLPLWHG� VHGLPHQWDWLRQ� SRVVLELOLWLHV�� VLQFH� GHWULWDO� PDWHULDO� PLJUDWHG� LQWR� WKH� UHJLRQ� ��
Nevertheless, isolated sandstone bodies can be formed here (filling of underwater canyons, etc.), 
possibly, with good reservoir properties. 

Other explanations of the nature of non-hydrocarbon-bearing region are also possible, but at the 
current stage of exploration we consider them less probable. For instance, if it were a deepwater 
area between two shallow-water areas, then, with account for the widths of three discussed areas, 
it would be, most likely, also filled with detrital material (with a hydrocarbon potential).  

One of the possible mechanisms of clinoform generation is an oscillating dynamic mode of the 
basin’s basement motion in the form of periodical movements of the isolated active blocks of the 
basin (a fault indicated by blue dotted line in fig.4 is related to the existence of two deep active 
blocks of the basement). 

Experience of application of DFM in such sections shows that clinoform bodies should clearly 
manifest themselves in the field of anomalous total pressures in a number of stable and 
characteristic indicators: 

the regions of an undaform and a fondoform (C and A in fig.4) manifest themselves in the form 
of positive pressure anomalies (decompression areas), 

the transition area (zone� �LQ�ILJ���RU�DQ�RUWKRFOLQRIRUP��PDQLIHVWV�LWVHOI�LQ�WKH�IRUP�RI�D�KLJK-
pressure anomaly.  

    It should be specially underlined that the pressure anomalies are detected at the external edges 
of the thin interval confined by strong reflectors (the top and the base of the interval) and having 
internal clinoform structure. Combination of the mentioned indicators resulting from the 
application of DFM technology allows for a mapping of such intervals with the internal 
clinoform structure.  

Taking into account all the said above, let’s comment the results of DFM interpretation in the 
study area. The overall character of anomalous pressure distribution within the seismic cube can 
be seen in fig.5.  
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Fig.5. A series of horizontal slices after DFM transformation of the cube.Color scale 
corresponds to relative pressure estimates. 

Here one can see several horizontal slices color-coded in the estimates of the anomalous 
pressures. The slices are selected in the closest vicinity of the producing interval and inside it. In 
this case the color scale reflects relative estimates of the anomalous pressure: red tints 
correspond to the areas of low pressure with respect to the normal lithostatic value, while green 
tints indicate areas where the pressure values are close to normal ones. Analysis of this figure as 
well as all other slices of the seismic cube led us to the following conclusions: 

��LQ�JLYHQ�FDVH�WKH�PRGHUQ�dynamic state of the basin is determined by the boundaries of 
blocks (along the first-RUGHU�OLQH� - �ZKLFK�GLYLGHV�WKH�UHJLRQ�LQWR�WZR�ODUJH�EORFNV�ZLWK�
different activity and several second-order blocks along the boundaries b-b), 

E�� WKH�ERXQGDU\�EHWZHHQ� ODUJH�EORFNV�DORQJ� WKH� OLQH� - � LV� FRQILUPHG�E\� Whe dynamic 
state of lower interval of the basin in the interval from 2100 to 3200 ms. (Fig.6. shows a 
map of anomalous pressure values found for the whole interval from 2100 to 3200 ms), 

c) two second-order blocks delineated within Almond formation possess anomalously 
low pressures. (The most southwestern block and the most southeastern block indicated 
in the fig.5 as B sw  and B se correspondingly). 

The location of the first-order boundary� - �DQG�WKH�FKDUDFWHU�RI�GLYLVLRQ�RI�WKH�EDVLQ�LQWR�WKH�
second-order blocks are also confirmed independently by morphology of the ground surface in 
the study area (see fig.1).  
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Fig. 6. The anomalous 
pressure map on the base of 
Almond formation. 
Characteristic distribution 
of the anomalous pressures 
allows for reliable definition 
of the boundary between the 
first-order blocks along the 
line A-A. 

The performed analysis 
suggested to us an idea to 
calculate a combination map 
of the anomalous estimates 
on the top and the base of 
Almond formation, i.e. a 
sum of the estimates is 
found in two intervals: 800-
1100 ms and 1580-1660 ms. 
In essence, this gives an 
estimate of the anomalous 
pressures for the whole 

Almond formation. This map is shown in fig.7 where fig.3 has been also included for 
comparative analysis. 

 

Fig. 7. .    The map of anomalous pressures in the 
producing interval and virtual distribution of 
productivity of this interval estimated on 
cumulative production of gas (and oil). Two blocks 
(B sw and B se) with anomalously low pressures 
are clearly distinguished. Location of these blocks 
correlates very well with virtual productivity of 
Almond formation. 

7KH� ODWWHU�VKRZV� WZR�]RQHV�� � DQG� ��SRVVHVVLQJ�
the main productivity within Almond formation. It 
is evident that there is good correspondence 
between the blocks with maximum level of 
decompression and zones with maximum fluid 
saturation (including oil).  

A more detailed representation on the fluid 
saturation distribution within the formation under 
study can be obtained even in more narrow time 
intervals where (as was discussed above) 
anomalous pressures can depend on local 
lithological heterogeneities originating from the 
clinoform mechanism of deposition. Fig.8.“a” 
shows such a map for the interval of 1580-1660 
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ms, while Fig.8“b” shows a modification where the zones of higher than normal pressures are 
defined. In this case the local zones of increased pressures should correspond to the subsurface 
features with higher values of the elastic moduli, i.e. to sand bodies.  

Fig8. The map of anomalous pressures in a 
narrow zone inside Almond formation (“a”) 
and the map of local pressure anomalies 
connected to sand bodies (“b”). Conventional 
signs are used to mark the wells which 
penetrated local reservoir bodies with oil 
inflows (the symbol size corresponds to the 
volume of produced hydrocarbons). 

If we also post the locations of wells in which 
oil inflows were obtained in given depth 
interval and sand beds were penetrated, then, 
we hope to see good correspondence between 
the zones of anomalous pressures and actually 
proved productivity in this interval.  

CONCLUSION. 
We believe that the limitations of traditional 
technologies which are related to seismic 
resolution of stratigraphic features in terms of 
spatial dimensions and properties can be 
solved through the application of the Dynamic 
Fluid Method and its approach to the 
interpretation of seismic data.  

The DFM strategy is based, firstly, on the 
amplitude parameters of the seismic signals, 
and secondly, on the integral characteristics of 
present stressed state of the earth. In 
combination with the classical approaches, an 

independent estimation of the anomalous pressures provides sufficiently objective basis for the 
construction of the scheme of the basin’s block dynamics and local prediction of the occurrence 
of stratigraphic features of small size (with respect to the seismic wavelength). The scheme of 
block dynamics and local prediction of the pressures independently of the reasons and 
mechanisms of perturbations in the field of stressed state of the basin are closely connected to the 
parameters of modern dynamic fluid processes and, consequently, to virtual productivity of the 
reservoirs under study.  

These special features of the DFM technology allowed for a determination of the general 
character of fluid saturation in the producing interval in the study are and for the detection of 
local subsurface features with promising reservoir properties. 



Final Technical Report Michigan Technological University  DE-AC26-98BC15135 

October, 2002  Page 176 

The Dynamic Fluid Method (DFM) analysis of seismic data in the area of Waha 
fields. 
Pisetski V.B. Patrushev Yu.V. and Voronin O.A 

Trans Seismic International, Inc. 

INTRODUCTION 
From the report compiled by Bob A.Hardage, R.P.Major, and Tucker F.Hentz /1/ the following 
summarizes some of the main features of the Waha fields: 

• Productivity of the Ellenburger carbonate reservoirs is mainly determined by the tectonic 
elements of geological section (faults, fractured zones, etc.) and, in fact, does not depend 
on the porosity of the rock matrix and the structural factors. 

• Dynamic-fluid parameters, derived from the well data, widely vary (pressure, flow rates, 
etc.). 

• No reliable link has been found between velocity and amplitude, in this case. 

In given conditions, it’s possible to use an approach based on the positions of modern dynamics 
of the sedimentary basin. Parameters of the modern dynamics should essentially control the 
reservoir parameters, in our opinion. The history of tectonic processes is complex as the intensity 
and the direction of forces which successively destroyed the sedimentary cover may have varied 
dramatically. But we know that in given moment of time a definite slow (plicative) process of 
motion of all subsurface blocks takes place in one direction or another. For instance, if a bending 
force is directed from the basement toward the base of the sedimentary cover in given moment of 
time (to date), then a totality of the blocks is activated so that their sides will coincide with one 
of the main axes of bending deformation. Tomorrow (we mean quanta of the tectonic time) the 
axis of bending will rotate, and another system of blocks passes into the active state, while the 
previous system of blocks recovers normal lithostatic pressure.  

It is natural to assume that a reservoir will have the highest value of productivity at the 
boundaries of blocks with different modern activity (on the boundary of blocks moving in 
different directions). The processes of destruction of the rock mass (generation of new fractures 
and renewal of old ones with a mineral filler which in our case was formed, for example, in the 
process of dolomitization of carbonate rocks) are activated along and in the vicinity of these 
boundaries.  

Thus, the problem of estimation of relative values of the ground pressure can become a valid 
purpose of seismic data interpretation. If this problem is solved, then the boundaries of the active 
blocks will become “visible”. These blocks can be constructed based on the characteristic spatial 
variability of the anomalous values of the ground pressure within the analyzed interval of the 
sedimentary cover or the basement. In other words, an estimate of actual variability of the 
ground pressure in the studied volume of the subsurface gives us an opportunity to separate the 
system of all faults, visible and invisible for interpreter’s eye, into “old” and “new” faults. In 
given context the difference between a new fault and an old one lies in a relatively contrasting 
change in the stressed state at the boundaries of blocks in current (modern) tectonic period, while 
adjacent blocks separated by an old fault are presumed to have the same sign and value of the 
stress. It should be underlined that discrete media behave as a quasi-liquid under action of slowly 
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changing external forces/ and the tensor of stresses can be replaced with an estimate of the 
ground pressure with a sufficient accuracy on condition that the relation στ 75.0≤   is satisfied 
/ 5 /; where  στ ,   are tangential and vertical components of the stresses. 

Taking all of the above into account, further, we will use the term pressure. Of course, we mean 
the relative value of the pressure with respect to normal (lithostatic) value. And it is assumed that 
the values of the DFM parameter present an estimate of the decompression state with respect to 
the normal pressure, and the higher the values of DFM parameter, the higher the degree of 
decompression. It is the parameter found with the aid of DFM technology will present the target 
parameter for prediction of the scheme of modern block dynamics in the Waha area.  

THE METHODOLOGY OF DFM ANALYSIS AND THE RESULTS OF PREDICTION OF THE SCHEME OF 

BLOCK DYNAMICS IN THE WAHA FIELDS. 
Figure 1.  Location map of the study area. 

The study area is located within the Delaware 
Basin (Fig.1). This figure also shows a part of the 
area where 3D seismic data are available in the 
form of a migrated cube, plus all the geological, 
geophysical, and production data from the report 
/1/. This collection of data has served as a basis for 
DFM interpretation. The boundaries of this part of 
the 3D seismic area and the faults were identified 
as a result of an integrated interpretation of all 
available geological and geophysical information 
and taken from the report /1/ and have been shown 
in Fig.2 representing the structure of the 
Ellenburger horizon. And the authors of the report 

separate the two groups of faults further indicated by 
different colors. The solid red lines represent faults 
coincident with sharp changes of the structure and 
geological section (we will call them the faults of the 
first group), while solid green lines represent faults 
crossing the first-group faults in approximately 
orthogonal direction (the second group). All these faults 
are shown in all of the figures.  

Figure 2.  The structure map on the Ellenburger horizon 
and the outline of the 3D seismic area.  

The general tectonic setting of the study basin is 
illustrated by the seismic section along the online 510 
shown in Fig.3a. According to the stratigraphic tie, the 
boundary of the last high-amplitude tectonic pulse is 
coincident with the Mississippian interface. After this 
pulse, plication processes are dominating in the basin 
until now. This conclusion follows from the general 
comparative analysis of the geometry of Bone Spring 
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and Mississippian interfaces. Consequently, all estimates of the DFM parameter (pressure) in the 
depth interval from the ground surface down to the Mississippian interface should reflect, on the 
one hand, the spatial character of the modern stressed state of the basin in a pure form, and on 
the other hand, the influence of a strongly uneven topography of the Mississippian interface. In 
the deeper intervals, the modern stressed state will be determined by a number of mechanisms, 
e.g. by variable thickness of the overlying sequences, by faulted structure of the depth intervals 
starting from the Mississippian interface, by different modern activity of the depth intervals 
below the Ellenburger interface, and others.  Fig.3b shows a DFM section for the same online 
460. This DFM section is color-coded by relative estimates of the pressure, and these estimates 
were found from the attributes of seismic signals. Here, we see a situation typical for the whole 
data volume, and it can be characterized by the following: 

Figure 3.  Stacked seismic section on line 460 and DFM section for the same line.  

The highest modern activity in the basin manifests itself on three interfaces, i.e. Upper, Bone 
Spring, and Mississippian interfaces.  

Activity in the upper intervals is determined in the vertical direction by the activity in all 
underlying depth intervals. Such vertical boundaries of two blocks, with moving in different 
directions can be identified, for example, along the lines A and B (these boundaries are shown in 
the figure by a red dotted line). 

The same situation is observed in all vertical and horizontal sections of the data volume. Figs.4 
and 5 show two sections for online 510 and 560, while Fig.6 shows a series of horizontal slices 
in the interval from 2000 to 2520 ms. The faults detected as a result of integrated interpretation 
of all available information and extracted from the report /1/ are posted in all mentioned figures.  
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Figure 4.  Stacked seismic sections on lines 510 and 560.  

Figure 5.  DFM sections on the lines 510 and 560. 

 

 

Bona Spring

Fig. 4

Bona Spring

Mississippian

Devonian

720 770 820 870 920 970 720 770 820 870 920 970

Mississippian

Ellenburger

Devonian

Ellenburger

Crossline 510    Time section
Inline coordinate

Crossline 560    Time section
Inline coordinate

T
im

e 
(s

) T
im

e (s)

4.00 4.00 4.00 4.00

0.00 0.00 0.000.00

Fig. 5

720 770 820 870 920 970720 770 820 870 920 970

Crossline 510    DFM section
Inline coordinate

Crossline 560    DFM section
Inline coordinate

T
im

e 
(s

)

T
im

e
 (s)

Min dP

Max dP

0.00 0.00 0.00 0.00

4.004.004.004.00



Final Technical Report Michigan Technological University  DE-AC26-98BC15135 

October, 2002  Page 180 

Figure 6.  Horizontal slices of the DFM cube in the interval from 2000 to 2520 ms. 

A conventional sign was used to indicate crossings of the boundaries of aFWLYH�EORFNV��OLQHV� �� ��
etc.) with vertical sections along the lines 410, 510, and 560 (Fig.2). As we see, these boundaries 
are in good coincidence with faults (Fig.2-6), and besides, the character of the spatial distribution 
of anomalous pressures in the horizontal sections (Fig.6) reveals all detected faults with different 
degree of contrast. Hence, we can agree that the spatial pattern of the anomalous pressures 
reliably control the scheme of fault tectonics defined through classical methods of visual 
interpretation of seismic and other data. But it should be noted here that the anomalous pressure 
values are an essential supplement to such tectonic schemes and can be used as a basis when 
taking decisions on/about the modern dynamic state of those blocks of the sedimentary cover 
into which it is separated by previous and modern tectonic processes. 

Activity of the blocks should be analyzed, in our opinion using integrated estimates of the 
anomalous pressures in the intervals of the sedimentary cover related to different tectonic 
periods. In this case we have a possibility, on the one hand, to obtain stable estimates of the 
anomalous activity regions within target stratigraphic intervals in a certain order (from bottom to 
top or from top to bottom), and on the other hand, to define more accurately the spatial location 
of the vertical boundaries of the blocks possessing different degree of activity.  
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Fig.7 shows the first map of integrated estimates 
of the anomalous pressures in the interval of 500-
900 ms, i.e. in the stratigraphic interval between 
the Upper and Bone Spring horizons. (The 
isochrons on the Upper horizon are posted on the 
map). Here, attention is drawn to the fact that 
given interval, which acts as a seal, possesses a 
region with normal and uniform pressure (green-
colored field) is located over the producing 
Devonian and Ellenburger intervals, while a 
region of anomalously low estimates of the 
pressure (decompression region) is located over a 
non-producing sequence. Apparently, such 
situation is normal and it determines “quality” of 
the overlying sequence and its ability to retain 
fluid accumulations.  

Figure 7.  Integrated estimate of the anomalous 
pressures in the interval from 500 to 900 ms. 

 

Figure 8.  Integrated estimate of the 
anomalous pressures in the interval from 2000 
to 2400 ms. 

Fig.8. shows an integrated estimate of the 
pressures in the interval from 2000 to 2400 ms 
with equalization for the Devonian horizon 
(from this horizon and below it). This map 
illustrates relations between linear zones of the 
anomalous pressures and a system of the faults 
of the first group. In this case, producing wells 
penetrate the Devonian and Ellenburger 
horizons located in the decompression regions 
(red zones), which is logical with account for 
the activity of given interval, and does not 
contradict to the assumptions of the authors of 
report /1/ on the leading role of the faults in the 
distribution of productivity of this or that 
stratigraphic interval. The distribution of 
pressures varies weakly in a more narrow 
interval comprising the Devonian reflecting 
horizon (Fig.9). The faults become more 
apparent, particularly in the center of the area. 
In our opinion, this fact should attract attention 
in view of the outlook of drilling an appraisal well. There is a well (No.39) in this area with an 
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insignificant oil inflow. The rest of the producing wells (No.29, 90, 36) in this area are located 
within the southern linear active zone. 

Figure 9.  Estimate of the anomalous pressures on 
the Devonian horizon. 

Distribution of the anomalous pressures within the 
main producing interval comprising the Ellenburger 
interface is shown in Fig.10. Here the estimates 
correspond to a large interval of the sedimentary 
cover – from the Ellenburger interface to the 
traveltime of 3500 ms. Two main decompression 
areas can be defined in the southern half of the area, 
and two main groups of the producing wells are 
located exactly in this areas. In a more narrow 
interval (Fig.11) coincident with the Ellenburger 
interface, the features of the pressure distribution are 
localized along the faults of the first group and, in 
fact, this situation explains the distribution of the 
productivity.  

Figure 10.  Integrated estimate of the anomalous 
pressures in the interval from 2440 to 3520 ms. 

 

Figure 11.  Estimate of the anomalous pressures on the Ellenburger horizon. 
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Figs.12 and 13 are obtained by superposing 
the anomalous pressure maps shown in 
Figs.9 and 11 on the structural maps on the 
Devonian and Ellenburger horizons. Here, 
one can see typical features of distribution 
of the pressures in the main intervals of the 
geological section and correspondence of 
these features to actual data on the 
productivity of wells. 

Figure 12.  Structural map on the Devonian 
horizon, and the estimate of anomalous pressures 
for this horizon.   

 

Figure 13.  Structural map on the Ellenburger 
horizon, and the estimate of anomalous pressures 

for this horizon. 

 

The next map of anomalous pressures is shown 
in Fig.14 and it seems most illustrative. This map 
illustrates an integrated estimate of the anomalous pressures for the whole sedimentary sequence 
lying below the Mississippian interface (the interval from 1600 to 3600 ms). In essence, this 
interval was formed during tectogenesis and, most likely, reflects the last, modern, process of the 
basin’s dynamics. Here, we see quite natural separation of the whole sedimentary sequence into 
the blocks of certain configuration, and this system of the blocks is in agreement with the system 
of the faults of the first and second group. Such a map allows us to draw the boundaries of the 
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active blocks, and these boundaries are posted in given figure by blue dotted lines denoted by 
letters from A to F. A number of 
the boundaries of the active 
blocks in the mentioned map are 
coincident with the faults of the 
first and second groups, thus 
testifying to an independent 
confirmation of validity of the 
anomalous pressure estimates. In 
other words, the map of 
integrated estimates of the 
anomalous pressures for the 
whole target interval of the 
sedimentary cover is an objective 
estimate of its productivity in 
wide sense and allows to 
correctly build a system of faults 
of different ranks. Hence, if we 
set the problem of building a 
scheme of fault tectonics with 
estimation of its relative activity 
in the modern period, then the 
DFM technology discussed here 
allows to successfully solve this 
problem. And as we see, the 
system of faults is guided first of 
all by the system of the blocks of 
different activity which follows 
from the laws of mechanics of 
deformable bodies with discrete 
structures.  

Figure 14.  Integrated estimate of the anomalous pressures in the interval from 1600 to 3600 ms, 
and the scheme of active block dynamics in the basin.  

CONCLUSIONS. 
Application of the DFM technology in the given area allows to obtain a sufficiently reliable 
scheme of the active dynamics of the sedimentary cover. This, in turn, gives an opportunity to 
independently assess prospectivity of different intervals of the sedimentary cover for delineation 
of producing zones.  

In essence, a map shown in Fig.14 can be used as a physical basis for definition of the main 
tectonic elements of the basin, as well as for assessment of the productivity of this or that interval 
of the sedimentary cover.  

In given case the anomalous pressure maps obtained for intervals and individual horizons can be 
used as recommendations for determining new drilling sites along the most contrast boundaries 
of the blocks –�IRU�H[DPSOH��OLQHV� �� ��DQG� �� 
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