08722798 TUE J.K)CUJ{BQ I)g')ib:) S/U0 LANSCE 3
as L S
LAUR- 98-
B

~Spproved for public nlease;
> Reibution is unlimite .

Title: | MEASUREMENT OF NEUTRON TOTAL CROSS
SECTIONS IN SUPPORT OF THE APT PROGRAM

Author{s): Abfalterer
Haight
Morgan
Bateman
Dietrich

Finlay

WO s

=TnwHaQro

Submittedto: | 15th International Conference on the
Application of Accelerators in Research
and Industry, November 4-7, 1998,
Denton, TX

Los Alamos

NATIONALLABORATORY

Los Alamos National |.aboratory, an affirmative action/equal opportunity employer, is operated by the University of Califomia for the
U.S. Department of E vergy under contract W-7405-ENG-36. gy acceptance of this article, the publisher recognizes that the U.S.
Governmernt retains a nonexclusive, royalty-free license to publish or reproduce the published form of this contribution, or to allow
others to do so, for U.S. Govemment purposes. Los Alamos National Laboratory requests that the publisher identify this article

as work performed urvier the auspices of the U.S. Department of Energy. The Los Alamos National Laboratory strongly supports
academic freedom arxi a researcher's right to publish; as an institution, however, the Laboratory does not endorse the viewpoint

of a nihlicatinn or mamntes ite terhnical enmectness e AL (AN




DISCLAIMER

This report was prepared as an account of work sponsored
by an agency of the United States Government. Neither
the United States Government nor any agency thereof, nor
any of their employees, make any warranty, express or.
implied, or assumes any legal liability or responsibility for
the accuracy, completeness, or usefulness of any
information, apparatus, product, or process disclosed, or
represents that its use would not infringe privately owned
rights. Reference herein to any specific commercial
product, process, or service by trade name, trademark,
manufacturer, or otherwise does not necessarily constitute
or imply its endorsement, recommendation, or favoring by
the United States Government or any agency thereof. The
views and opinions of authors expressed herein do not
necessarily state or reflect those of the United States
Government or any agency thereof.




- DISCLAIMER

Portions of this document may be illegible
in electronic image products. Images are
produced from the best available original

document.




09722798

TUE 15:04 FAXK DUD BbL 3705

LANSCE 3

Measurement of Neutron Total Cross Sections
in Support of the APT Program
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F. S. Dietrich
Lawrence Livermore National Laboratory, Livermore, CA 94551 USA

R. W. Finlay
Ohio University, Athens, OH 45701 USA

We have complet:d a new set of total cross section measurements of 37 samples spanning the periodic 'taﬁ.’ Msﬂmd the
same technique a: in a previous measurement (1), with refinements intended to allow measurements 6;;5;:112& ms, and with
nesrgybil

improved systeme tic error control. The goal of the new measurement was 1 % statistical accuracy in
errors less than 1 %. This was achieved for all but the smallest samples, for which the statistical accua \S n7b|ic as2 % in 1%

bins.

INTRODUCTION

Neutron total crass sections are the most fundamental
quantity describing the interactions of neutrons with nuclei.
If there is any interz ction at all, including elastic and all non-
elastic interactions, then it is reflected in the total cross sec-
tion. Yet the data bise of total cross sections has significant
uncertainties and, in regions, significant gaps. Therefore we
undertook this extensive program to measure these cross sec-
tions.

These measurements were supported by the Accelerator
Production of Tritiv.m (APT) project as part of a program to
improve the physic:: in the modeling code (LAHET) used in
the design of the APT target and other parts of the facility.
The new data, alon 1 with those of (1), are being used in the
development of a global optical potential from 20 to 2000
MeV.

The goal of the new measurements was 1 % statistical ac-
curacy in 1 % enerjy bins with systematic errors less than 1
%. This was achieved for all but the smallest samples, for
which the statistica and systematic accuracy was as large as
2 % in 1 % energy bins. The data will be given to the Na-
tional Nuclear Data Center at the Brookhaven National Lab-
oratory in 1% ener3y bins. However, the energy resolution
is significantly bett:r than this at low energies.

‘We measured the total neutron cross section of 37 materi-
als at the Los Alam >s WNR spallation source. We employed
the same techniques as in (1), with refinements intended to
allow measurements on separated isotopes and other materi-
als only available in small quantities.

Samples were the APT spallation target material W;
medium-mass struc tural materials Ti, V, Cr, Mn, Fe, Co, and
Ni; the actinides Th and depleted U; the materials for global
optical model development F, Mg, P, S, K, Y, Mo, In, Au,
Hg, and natural Pt; the light nuclei Li, B, and C; the sep-

systernatic

arated isotopes of light nuclei Li, 7Li, 1°B, 1!B, and 13C;
the medium- and heavy-mass separated isotopes 54-*Fe, and
182,183,184,186 VY. the few-nucleon nuclei H and D.

Total neutron cross sections were determined by measur-
ing the transmitted neutron beam through a known amount of
sample material in comparison to the transmitted beam with-
out sample. If N, is the number of counts without a sample,
and NV; is the number of counts with a sample interposed be-
tween neutron source and detector, then the transmission is
given by:

T = &

N,

where n denotes the number of atoms per unit volume and

[ the sample length. The total neutron cross section o can
then be determined as

=e T, ¢

1 R; - B;
ar = — m In m . (2)
R; and R, denote the normalized sample-in and sample-out
rates respectively, and B;, B, the normalized background
rates.

Therefore, for a successful total neutron cross section
measurement the following ingredients were needed: An
accurate measurement of the areal density (nl), knowledge
of the background rates and an accurate normalization of
sample-in and sample-out fluences. Thus we required a well
defined experimental geometry, stable detectors and elec-
tronics, and a solid understanding of systematic effects such
as electronic dead time.

TECHNIQUE

Total cross sections were measured in a good-geometry
(i.e., a geometry that minimizes in-scattering) transmission
experiment with neutrons up to 600 MeV emanating at 30

ig| 004
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rv~fegrees from the LANSCE WNR TARGET 4 white neutron
source. The white nzutron source was realized by bombard-
ing a water-cooled t 2ngsten target with 800 MeV protons.

The neutron ener 2y was determined by standard time-of-
flight techniques. For details on the proton beam structure
and time-of-flight technique see (2).

This experiment :s distingnished from (1) in 2 number of
ways. Instead of on: detector, two detectors were employed
with different thicknesses in order to increase the count rate
at the high end of {1e neutron spectrum, and also to have a
check on systemati:: errors. Our count rate was further in-
creased by a factor :2.5 because of an increased beam repeti-
tion rate (rnacropulte).

The sample whe:l and detector set-up are shown in Fig.
1. For a more detail=d description see (2). Neutrons traveled
from the tungsten froduction target through vacuum to the
shutter exit window and then through air for the remainder
of the flight path. .A 10.16-cm-thick piece of polyethylene

Views of the aparatus for measuring neutron
total cross sections

Looking downs tream

near sample c! anger
FIGURE 1. The left-hand picture shows the monitor and sample
wheel set-up, and the -ight-hand picture shows the veto and detector
set-up. The second veto counter is hidden behind detector 2.

View of detectors at
40-m flight station

{CHz) was used to harden the beam for all but the hydro-
gen and deuterium ross section measurements. This greatly
reduced the over-a'l count rate in the detectors but had lit-
tle effect on the rat:s above 100 MeV where high statistical
accuracy is most difficult to achieve. A 1.27-cm-thick piece
of lead was used t> attenuate the gamma burst. Two sets
of sweeping magn:ts removed charged particles upstream
of the sample. A horseshoe magnet swept charged parti-
cles out of the flight path immediately after the sample. The
sample was situate:] in such a way as to completely shadow
the detectors. Samle diameters were typically 2.54 cm but
spanned arange from 2.117 to 3.810 cm.

Data were taken in 25 sets referred to as “wheels’™; these
were distinguished by the samples mounted on the rotating
sample changer which was a wheel 63.5 cm in diameter with
eight positions for ;amples including the “open” sample.

In order to assu:ss the beam stability we continuously
checked the ratio o{ sample-out detector to monitor, and dis-
carded data taken C uring erratic beam conditions.

Figure 2 shows he transmission through the shadow bar

LAN Sbh 3

for detectors 1 and 2 in comparison to the dead-time cor-
rected and normalized open beam (sample-out) spectrum.

DETECTOR 1

carbon resonances
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FIGURE 2. Open beam (i.e. sample-out) and shadow bar time-
of-flight spectra after dead time corrections for detectors 1 and 2.
These show from right to left, the gamma flash, the fast neutron
spectrum modified at the lower energies by transmission resonances
in carbon (CH: filter), the detector threshold, and the time indepen-
dent background.,

The basic philosophy and consequent approach to this ex-
periment were to gain a clear understanding of the system-
atic uncertainties involved, given the neutron beam and flight
path geometry parameters. This is one of the reasons that two
independent detector systems were employed. The detectors
were distinguished by different bias settings, different types
of discriminators, and considerably different count rates for
a given sample.

Detector 1 was a 8.9 x 8.9 cm, 1.27-cm-thick piece of
BC404. Detector 1 was located at 37.70 + 0.01 m from the
neutron source. Detector 2 was of the same construction, the
thickness of the scintillator being 5.08 cm instead. Detector
2 was located at 39.61 £ 0.02 m.

Veto counters just in front of the neutron detectors were
nsed to reject charged particles produced by neutron reac-
tions on air in the flight path or other materials upstream of
each detector. The monitor counter consisted of a circular
plastic scintillator, 5.08 cm diameter and 0.159 c¢m thick.

Good agreement between results from detectors 1 and 2
gave confidence in the approach. In addition to the differ-
ences in the detectors and the electronics, the individual de-
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r4ector count rate characteristics were investigated by varying
the thickness of a particular type of sample. Finally, as a
check on the long-t me stability of the system several sam-
ples were remeasur:d as far apart as half a year, and again
excellent agreement was obtained.

ELECTRONICS AND DATA ACQUISITION

The essential prilciples of the electronics are as follows:
Figure 3 shows a siiaplified time line. Logic Ty's associated

Tq 601 MaV U 3MeV U
e 1

l Lookingtime I

delayed T, (Stop H

FIGURE 3. Simplified Time Line.

with the proton be:m burst arrived at evenly spaced 1.8 ps
time intervals, defining a time frame. These are used as stops
on the TDC clocks. We checked for a busy condition at the
beginning of a time frame. If the system was not busy, then it
was free to start the “lock with a neutron event. This arrange-
ment allowed a clez n separation of dead time corrections:

e “analytic” deal time - a neutron event within a frame
prevents subse quent events within that frame from be-
ing analyzed.

® acomrection T.Zz',n.,— for busy frames.
1ve

The complete ¢lectronics setup is discussed in (2).
Neutron-energy high and low thresholds for detector 1 were
set to give useful clata above 2.7 and 8 MeV, respectively.
The detector 2 thre shold gave data above E,, = 10 MeV. No
high bias was set for detector 2. In the final data analysis,
detector 1 was used above a neutron energy where the sta-
tistical uncertainty was better than 1 %, typically 3 - 6 MeV
depending on the mample. Detector 2 was used above 10
MeV.

Data were acquired on a given sample for 20 seconds after
which the target wlieel was rotated to another position. This
rapid sample cyclir g minimizes effects of drifts in the beam
spatial and energy profiles.

SAMPLE CHARACTERISTICS

We dealt with several categories of samples: metallic sam-
ples, encapsulated natural powder samples, encapsulated iso-
topic powders, en-:apsulated isotopic solids, encapsulated
liquids, pressed powders, solid hydrogen and fluorine com-
pounds, and sintered samples. Al} samples were cylindrical.

A detailed description of the sample characteristics is pre-
sented in in (2).

As we discovered, uncertainties in the areal density of the
samples are in many instances the main contributing factor
to the systemnatic uncertainty in the determination of the fi-
nal total neutron cross sections. Areal density was therefore
determined in as many as three ways: by physical measure-
ments of mass and dimensions, by a bulk density measure-
ment by water immersion coupled with a length measure-
ment, and by gamma-ray attenuation.

DATA ANALYSIS

Raw spectra were first processed by employing the so-
called analytic dead-time correction. This correction is due
to the fact that low-energy neutrons have a smaller probabil-
ity of being counted than high-energy neutrons because the
first-arriving TDC start pulse within a given frame blocks the
system from processing later events within that time frame.
Reference (3) gives a detailed description of this effect and
the necessary corrections for it.

The remaining dead-time of the TDC system is taken care
of by scaling the total number of logic Ty’s, the number
of Ty’s while the system was alive (called Tp Liye), and the
number of times a conversion in progress was aborted by a
veto-counter event (denoted v). The correction was accom-
plished by multiplying the analytic-dead-time correction by
the factor To/(Tg Live-V)-

Using charged-particle veto counters results in system-
atic changes in cross sections that are typically in the 0.5
% range. Howeuver, it is necessary to account for accidental
coincidences between the veto and main detectors in order to
avoid a count-rate-dependent systematic error.

The time-independent background was then subtracted
from the corrected spectra, and time-of-flight converted to
energy in 1 % bins. For the time-to-energy transformation
well-known carbon resonances were used to determine the
flight path for detector 1 and detector 2.

Finally, spectra were normalized to the monitor counts,
and the total neutron cross section was calculated with all
statistical uncertainties properly propagated.

SUMMARY OF SYSTEMATIC EFFECTS

For a detailed discussion of systematic effects see (2). We
will only discuss here detector count rate stability , and de-
tector 1 vs. detector 2 consistency.

Detector count rate stability: We tested the count rate stabil-
ity of a given detector and the electronics associated with it
by measuring the total neutron cross section of elemnents with
different sample length as in the case of oil-hardened tool
steel, Teflon, and also varying length carbon samples. Sys-
tematic differences for the Teflon samples and steel samples
were of the order of 0.5 %. In the case of the carbon samples,
detector 2 showed better consistency above 100 MeV for the
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*.<thinnest carbon sam ple (C-short), where the detector-1 sys-
tematic differences ‘vere as high as 1.5 % when compared to
the longer carbon sz mples. We attribute these differences to
a slightly better dete ctor 2 count-rate stability, and therefore
only used detector . data above 100 MeV for ®7Li, 10118,
and 13C.

Figure 4 shows tiie ratio of cross sections using detector
2 for the 2 cm and 9 cm carbon samples. The attenuations
of the two samples .1t 300 MeV (near the cross section min-
imum) are approxiniately 20 % for the long carbon sample
and 4.7 % for the short sample. The latter is comparable to
the attenuation of the thinnest sample of interest, ' B, which
has an attenuation ->f about 4.5 % at 300 MeV. The slight
overall deviation of the ratio from unity (approximately 0.5
%) is within the un:ertainty of the sample density determi-
nations. There is no evidence for an energy dependence of
the ratio beyond the level of about 0.5 %.

1.10 T e

L]
1.08 |- Ratio of cross sections for carbon samples 1
106 [ of differ :nt lengths

o2 cm) / ¢(9 em)
102 -

1.00

0.98

Cross sectlon ratio

ity g III

0.96 |

20 100 ] 00
Neutron energy (MeV)
FIGURE 4. The det::ctor 2 cross section ratio for the 2 cm and 9

cm carbon samples: The results were binned in 8 % bins in order to
get adequate statistic:.

Detector 1 vs. detei:tor 2 consistency: The consistency of the
total neutron cross :ections as a function of count rate as de-
termined for detector 1 and detector 2 was checked by com-
paring the cross se :tion differences between detector 1 and
detector 2 by varying the length of carbon samples from 2 to
15 cm. Only for thz thinnest carbon sample did we notice a
discrepancy above 100 MeV of the order of 1.5 - 2 %. This
was another reason for only using detector-2 data above 100
MeV for the sampl :s mentioned in the previous paragraph.

RESULTS

Figure 5 depicts a sampling across the periodic table of
the total neutron cross sections measured in this experiment.
Compound resonaices arising from the interference of many
nearby states can te seen in the cross sections of the lighter
elements such as Mg, S, and P, whose analysis allows the ex-
traction of level density information. The giant resonances

LANSCE 3

seen in the cross sections of the medium and heavier ele-
ments are the result of potential scattering, which arises from
the interferences between the incident wave function and the
wave transmitted through the nuclear potential.

Crass Seotian [bar

Neutron Energy (Mav}

FIGURE 5. Results for 22 of the 37 samples measured.

The results for the total cross section difference
deuterium-hydrogen (d-h) have been used to test the Fad-
deev description of the n+d total cross section between 10
and 300 MeV (4).
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