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PREFACE 

This report provides guidance on how to estimate the extemalities of oil fuel cycles, in 
which oil is used to generate electric power. The report considers a number of possible health, 
environmental, and other impacts assoclatedl ' with these activities and provides information on their 
possible externalities. The report is part of a series of reports on a joint U.S.-European 
Commission (EC) study of fuel cycle externalities. 

One reviewer of a draft of this report commented that it answered a question that no one 
had asked. The underlying basis of his ammmt was that oil is used to generate only 2.5% of the 
electric power generated in the United States and that an oil-fired p w e r  plant has not been 
constructed in this country since about 1981. So why publish a report on oil fuel cycle 
extemali ties'? 

One reason for this mport is that there are countries where oil is still an important fuel for 
generating electricity. The concept of externalities is Aevant worldwide. Indeed, recent 
regulatory and policy concerns about externalities and environmental protection have been much 
greater in Eurupe and elsewhere, compared to the United States, where interest has been focused 
on reducing financial costs through industry restructuring. 

Another reason for this report is that the methods in this report are also relevant to 
estimating extemalities associated with the use of gasoline and other refined oil products. From 
a life cycle Perspective, t h a  products involve extraction and transport of crude oil to refineries, 
activities that are common t4 all refined products, including residual oil which is used in electricity 
generation. ihus, some of the methods in this report can be used in, for example, studies of the 
externalities of gasoline use. 

Notwithstanding the devance of studying oil fuel cycles, this study was still a hypothetical 
ex& in which a new oil-- power plant is constructed in the year 1990. The study assumes 
that very effective pollution abatement technologies would be instatled. Consequently, the 
emissions from the power plant, and the subsequent externalities, turn out to be much less than 
many people would expect from an oil-fired *wer plant. This result reflects the importance of 
the efficiency of a power plant, and of the equipment installed in it, on the externalities from that 
plant, irrespective of the type of fuel used. 

Thm has been a bit of a hiatus since the publication of the previous report in this series. 
Since that time, the methodologcal approach, the major purpose of which the U.S.-EC study was 
to develop, is rapidly becoming a worldwide standard. This is evidenced by recent studies in the 
States of New York and Minnesota; in Eurape with the E ' s  ExtemE p r o g r a m  (the successor to 
the U.S.-Ec study); the Research Coordination Programmes at the International Atomic Energy 
Agency; and many other studies. 



This report benefitted from a review by the Fuel Cycle Peer Review Panel, which was 
oommissioned by the Sem$ary of Energy's Advisory Board (SEAB) and chaired by J. Christopher 
Btmabo. h e l  membem Richard M. Adams, Gardnea M. Brown, Jr., Donald C. Haney, Joseph 
S. Meyer, Paulette Middle$on, Edward S. Rubin, Carl M. Shy, John M. Skelly, and Leonard H. 
Weinstein provided useful review comments on a previous draft. In addition, we thank staff ih 
DOE'S EP-51 office; Hilary Smith, Richard Dye, and Nancy Johnson of DOE; and Howard 
Shafferman (then of the Federal Energy Regulatory Commission) for their reviews of the fust 
draft. We also thank those who provided us with data and other usefbl information. The U.S. 
Department of Energy (DOE) provided financial support for this study. Hilary Smith and, later, 
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Executive Summary Es- 1 

ES.1 INTRODUCTION 

Social accounting is a concept, largely developed by economists, to account 
for all of the costs of productim and consumption. These costs are both monetary 
and non-monetary in nature. Social accounting is of interest to many institutions 
in the world as a means of assisting in energy and environmental decision making. 
Social accowrts have two components: private costs such as capital, operating and 
maintenance costs; and costs and benefits that are not reflected in market 
transactions. The latter are called extemul costs and benefits - of externalities. 
They include environmental quality, health, and non-environmental considerations. 

It is well recognized (for example, DOE 1991) that the lack of highquality 
information about external costs and benefits is a handicap to making good 
decisions about energy. To address this problem, the U. S. Department of Energy 
(DOE) and the Commission of the Eumpean Communities (EC) committed in 1991 
to "develop a comptive analytical methodology and to develop the best range of 
estimates of costs from secondary sources" for eight fuel cycles and four 
c o n w o n  options for electricity generation. This report documents results for 
one of these fuel cycles, the oil fuel cycle, in which oil is used to generate 
electricity. 

5% * -. 
ES.2 PURPOSEOFSTUDY 

This report demonstrates the collection, assessment, and application of 
existing literatwe to estimate selected damages and benefits from the oil fuel cycle 
in which oil is produced, refined, and used to generate eleztric power. The major 
objectives of this study were: . 

(1) to implement the methodological concepts which wek developed in the 
Background Document (ORNURFT.. -1992) as a means a of estimating 
external costs and benefits of fuel cycles, and by so doing, to demonstrate 
their application to the oil fuel cycle (the Background Document provided 
a common conceptual framework for studying aU of the fuel cycles; but 
different fuel cycles have unique characteristics, residual discharges, 

I 1 , >  t -  
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impacts, and regulating issues that need to be addressed using different 
scientific and economic information and models); 

(2) to use existing data and other information to develop, given the time and 
resources, a.range of estimates of macginal damages and benefits associated 
with selected impacts due to a new oil-fired power plant, using a 
benchmark technology, at two reference sites in the United States; and 

(3) to assess the state of the information available to support energy decision 
making and the estimation of externalities, and by so doing, to assist in 
identifying gaps in knowledge and in setting future research agendas. 

m e  demonstrotion of rnethd, nuxlehgpmchs,  and use of scientific 
inJonnation are the most important objective of tliis d y .  This demonstration 
provides an illustrative example for those who will, in the future, undertake 
"actual" studies of "real" options at "real" sites. Although real data are used in the 
numerical examples in this study, the reference sites are only hypothetically 
considered as sites for the power plants. In reality, oil-fired plants would likely 
never locate at these sites. They were used in the study solely for the purpose of 
demonstrating the methodologies. The specific numerical results are not generic. 
However, many of the basic exposure-response functions, models, and other 
analytical methods an. Thus, a significant result of the study is the compilation 
of analytical methods, as well as representative data, that can ultimately be used 
in a modeling and information system for computing externalities. 

' There are several reasons why ir is not apprvptiate to apply directly the 
numerid results of this study to cornpate difJemntjbe1 cycles: 

(1) All of the potentially important impacts wefe not addressed because of 
limitations in the state of quantitative knowledge or in the time and budget 
for this study. 

(2) Impacts are project-specific. Different power plant Specifications will 
change the magnitude of the residual damages and benefits. Readers should 
not regard the hypothetical oil-fired power plant, that this study considers, 
to be a typical plant, or even one that is economically yiable. 

(3) Impacts are generally site-specific. It would be erroneous to extrapolate, 
without appropriate analysis, the numerical estimates for the two sites 
analyzed in this study to other sites. In particular, the two sites are not 
intended to be representative of all sites in the country, nor even to be 
economically viable alternatives. Rather, the sites were selected so as to 
compare individual impacts across fuel cycles using a common 
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environmental baseline. The sites are plausible from a physical standpoint, 
though not necessarily from an economic or regulatory one. 

(4) Limitations in knowledge preclude quantitative estimates of many 
ecological impacts. The effect of these limitations on the ability to derive 
quantitative estimates may vary for different fuel cycles. 

(5) Aggregation errors may arise from adding estimates of damages that are 
estimated separately for individual impacts. 

ES.3 METEIOD OF ANALYSIS 

The fuel cycle that was considered in this study involves the construction 
and operation of a new oil-fired power plant. The bransportation infrastructure, 
refineries, and other infrastructure that would be required to supply the power plant 
are assumed to already exist. That is, the addition of an oil-fired power plant does 
not result in any incremental damages associated with the construction of oil 
production, refining; or transportation Wties. If additional f d t i e s  were 
needed, than the damages from constructing these fdit ies would be included as 
part of the incremental damages of the oil fuel cycle. Other planning options such 
as adding units to an existing plant, purchasing lxnuer fiom other power producers, 
or integrated resource planning to meet system-wide or region-wide needs are not 
addressed. 

The damage function approach was used to estimate the social costs and 
benefits of the oil fuel cycle. The damage function approsch combines natural 
science and economics to estimate the changes in both environmental and 
nonenvironmental conditions that stem from an incremental investment to provide 
electrical power (building and Operating an &-fired power plant). The damage 
function approach is the most detailed and ihorough approach for .this purpose - 
though past< applications of this method prior to 1994 have been very ilimited 
because of the extensive data requirement8 and the level of effort involved 
( O W R F F  1994b). - 1  

Figure ES-1 is a flow chart that illustrates the damage function approach. 
It begins with an identification of the total fuel cycle and considers: (1) estimates 
of the more significant emissions and other miduals from eachfielqcle activity; 
(2) the transport, deposition, or chemical transformations of these emissions; and 
the resulting change in the geographical conoentratiOns of these pollutants; (3) the 
changes in ecological, human, and social  resource^ which are caused by the 
changes in concentrations; (4) the economic value that is placed on these impacts; 
and (5 )  the distinction between the social costs and benefits that are internalized 
within the market and those that remain as externalities. 
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The concept of impact pathways is used to define a sequence of physical 
cause-andeffect linkages. An impact pathway begins with a given activity or 
proms of the fuel cycle (such as electricity generation). The impact pathway then 
identifies: a particular emission, discharge, or other source of environmental stress 
from an activity; the transport and the possible chemical and physical 
transformation of that emission; the resulting change in its concentration in the 
environment; and the effect of that change, which results in a specific ecological 
impact or effect on health. This impact is the endpoint of the pathway and the 
starting point for an economic valuation of that impact. 

The impacts that this study addresses are the marginal ot incremental effects 
on the environment. It is important to note the distinction between the marginal 
effects and the average effects. "he marginal effects can be attributed to the 
incremental increase in fuel cycle activity. The average effects are the total effects 
divided by total electricity production from oil-fired power plants nationwide. 

Economic valuation in this study reflects the extent that individuals are 
f i g  to pay to avoid (the risk of) negative impacts or to obtain positive impacts 
--the so-called willingness to pay (WTF) criterion in economics that underlies 
modern benefitcost analysis. Emissions or other residuals from the oil fuel cycle 
result in health, environmmtal, and other impacts. In this study, the estimation of 
marginal damages and benefits from a new oil-fired plant and from its supporting 
fuel cycle activities utilizes the results of past economic studies that have estimated 
the WTP to avoid different types of impacts. 

ES.4 OIL TECHNOLOGIES AND EMISSIONS 

The benchmark technology that was used in the anslrysis of the oil fuel cycle 
is an oil-fired steam boiler electric generating plant. The analysis in this study 
focused on the impacts and damagestand bknefits) associated with this fuel cycle. 

A benchmark baseload technology was selected for analysis. A 300 MW 
oil-fired steam boiler plant having a lifetime of 40 years was selected for each of 
the two reference sites examined. We assume an 8096 capac"ity factor for this 
power system which would generate 2.1. x lo9 kwh per year. A 35% conversion 
efficiency was u d ,  resulting-in a daily consumption of approximately 8,900 

&sick, t@ power plants are built 
to meet OT e x d  envimhentiil $adads. The,primary pollutants emitted by the 
power plants are particulate matter (PM), NO,, and SQ. For the power plants 
built in 1990, we assume the following emission control technolo@e~: for PM -- 
baghouse and wet scrubbers; SOz - wet scrubbers; and NO, - low-NO, burners 
and ammonia injection. We do nat assume control technologk~ for CO and VOC 

b d s ' o f  No. 6 residual oh or 3.26 million b a k l s  per y&: . 1 c 

F O ~  eaciiofke two ime framk~ 
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emission control because these emissions from power plants are not a major 
concern. 

For the power plants built in 2010, we assume the same emission control 
technologies as 1990, but with more effective control. In addition, selective 
catalytic reduction devices are included with 90% control effectiveness. The 
damage function approach was used with the 1990 d o .  Emissions data for 
the 2010 scenario were provided for comparison. 

Table ES.4-1 contains some of the primary air emissions data. We used 
EPA's Ap-42 emissions factors to calculate emissions per Id barrels of residual 
oil input to 0il-W power plants with steam boiler technology. We used the same 
emission values for both of the reference power plant sites (in practice, the 
emission values are normally expected to exhibit regional variation depending on 
the location of the power plants). Examples of variations in oil-fired power plant 
emissions are shown in Section 2.2. 

Table ES.4-1. Air Emission Rates of Oil-Fired Power Plants 

(Ibs/ld bbi of oil input) 

PM so, CO NO2 VOC 

Uncontrolled Emissions 546 6594 210 2814 43.7 

Controlled emissions: 1990 27 659 2 10 844 43.7 

Controlled emissions: 2010 11 330 210 84 43.7 

ES.5 S E L E C b  IMPACT PATHWAYS 

Total fuel cycle externalities include those associated with the d-W 
electric power plant itself, the "upstream" activities that take place to supply 
residual oil to the plant, and the secondary activities that must take place for the 
oil plant to be built. secandary activities are associated with the manufacturing of 
the materials and components used by the plant. Previous analysis showed that, 
in fosd fuel cycles, the emissions h m  secondary activities are likely tiuo or three 
orders of magnitude smaller than the dm emissions of coal-fired power plants 
(ORNURFF 1994b). As such, secondary emissions were not included in the 
detailed impact pathway analysis for the oil fuel cycle. 
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Many activities, processes, and emissions are associated with the oil fuel 
cycle. Due to time and budget constraints, three major factors guided a setting of 
priorities in selecting pathways for analysis: (1) impacts that were considered to 
be most important in terms of their potential external costs or benefits (based on 
the existing literature and informed assessments); (2) impacts in different stages of 
the fuel cycle (so that we have a basis for comparing externalities in different 
stages); and (3) and impacts and damages (or benefits) that were more likely to be 
expressed in quantitative terms. The existing literatwe and preliminary screening 
analysis were used to suggest impacts and damages that were important and Likely 
to be quantified. The following impact pathways were selected for more detailed 
analysis. 

Impacts From crude oil production: 

= contamination of surface and groundwater from onshore drilling 
effects on marine organisms due to wastewaters from offshore 
drilling 
effects on aquatic or marine organisms due to crude oil spills 
from offshore-drilling platforms 
injuries from offshore production activities 

Impacts from refining crude oil: 

ecological and health effects of emissions and other wastes from 
refineries 

Impacts from crude and residual oil transportation: 

I 

road deterioration 

effects on aquatic of marine organism due to crude and residual oil 
spills from barges or tanker trucks 

Priority impacts for the power plant stage of the cycle: 

decreased crop yield from e~rposure to o m e  hnned from emissions 
of HC and NO, 
morbidity and mortality from ozone formation from emissions of 
HC and NO, 
morbidity and mortality from air emissions of combustion products. = 

Impacts are generally site- (as well as project-) specific. In this study, 
impacts were considered in different regional reference environments, reflecting 
the importance of how differences in location affect estimates of damages and 
benefits. For the United States, the Southeast and Southwest regions were selected 
as case study environments. Figure ES-2 is a map of the locations of the two 
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reference sites. Some of these impacts are internalized in that their damages are 
reflected in market decisions. However, the extent to which these types of 
damages are internalized is usually not clear-cut. 

SE Reference 

SW Reference Site 

Fig. ES.2. Locations of the Southeast and Southwest Reference sites. 
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ES.6 MARGINAL ECOLOGICAL IMPACTS OF AN OIL FUEL CYCLE 

Some of the potentially significant ecological impacts from oil fuel cycles 
are: (1) effeds of wastemerand discharges from offshore drilling on local biota 
and regional fisheries, (2) effects of possible crude oil spills, either from a platform 
or from a pipeline, on marine and cuastal resources, (3) changes in crop yield from 
omne formation h m  power plant emissions of hydrodmns and NO,, (4) damage 
to coastal wetlands and marine resources from potential spills of residual oil during 
barge transport along coastal areas, and (5) damage to freshwater aquatic resources 
from potential spills of residual oil during barge transport through inland 
waterways. Most of the quantitative data, which are available for the reference 
sites, are on the potential impacts of oil spills on marine and coastal resources and 
the impacts of omne on crop yields at the Southeast Reference site. Under the 
scenario & for this study, the parts of the oil fuel cycle that are likely to have 
the greatest potential for ecological impacts are large oil spills, though these are 
infrequent . 

Appropriate models provided the basis for quantifying these impacts. 
Injuries to marine and coastal r e ~ ~ u r c e s  of the Gulf of Mexico from hypothetical 
crude and residual oil spills were estimated using the U.S. Department of the 
Interior's Natural Resource Damage Assessment Model for Coastal and Marine 
Environments (NRDAM/CME). The model provides estimates of injuries to adult 
and larval fish, mollusks, decapods (shrimp, prawns, crabs, and crayfish), and 
birds for a given type of oil, size of spill, site, and season. The impact to the 
marine envimnment of chronic discharges of produced water and other wastes from 
offshore oil production are qualitatively described. 

Several qualifications should be kept in mind regarding ecological impacts. 
First, site-specific impacts are often not generalizable to other Sites. Second, 
impact categories such as biodiversity are difficult to quantiQ because thm is no 
consensus among ecologists on the definition of biodiversity for asskssment 
purposes. Thini, impacts that are distributed over large regions are inherently 
difficult to quantify. Systematic national environmental monitoring programs that 
could facilitate future regional I assessment studies include..the Environmental 
Protection Agency's Environmental Monitoring and Assessmeqt Program, the 
National Oceanic and Atmospheric Administration's National Status and Trends 
Program, and the Geological Survey's National Water Quality Assessment 
Program. 

ES.7 MARGINAL*EFFECTS OF AN OIL FUEL CYCLE ON HEALTH 

The emissions and impact pathways that were evaluated in this study 
probably represent most of the adverse health effects related to the oil fuel cycle. 
Notwithstanding, these impact pathways represent a partial listing of potentially 



Es-10 Executive Summary 

important sources of adverse impacts. For example, for human health impacts, 
only the air inhalation pathway was considered. Consideration in the future should 
be given to transport through the environment to and through the food chain. 
Likewise, effluent releases to the aquatic pathway were not fully addressed because 
of the lack of sufficient information. Finally, Occupational disease and accident 
rates were not specific to the technology except for offshore accidents, and these 
estimates must be considered tentative. 

The emissions examined were chosen either to demonstrate a particular 
facet of the methodology, to highlight a technology stage, or to capture a sizeable 
fraction of the anticipated health effects. Data presented in Table 11.4-1 indicate 
that a small proportion of both health and ecological impact information is rated 
as high quality. Future efforts will, no doubt, demonstrate similar conditions with 
other residuals and pathways. Some of these would include characterization of the 
hydroarboris, broken down at least into toxicological classes, and characterization 
of the food-chain and aquatic pathways. 

ES.8 CONCLUSIONS 

ES.8.1 Scope of the Study 

The primary objective of the study was to demonstrrcte metbhlogy  that 
can be applied to estimate externalities of oil fuel cycles. Thus far, only selected 
damages and benefits have been addressed. 

A major objective of the methodology is to develop quantitative estimates 
of damages and benefits, i.e., numerical estimates . However, the n u n h i d  results 
are in no respect definitive, universal estimates of the total externalities of oil fuel 
cycle. They are not 
representative of all, or even likely, sites in the U.S. or elsewhere in the world. 
The idea of the study was not to estimate damages and benefits that could be 
applied throughout the U.S., or even to other sites in the same region. Nor are 
these sites actual options. The options are sd numerous and different in their site 
characteristics that no single study can encompass them all. 

The sites considered were for illustrative purposes. 

In practice, analysis of every fuel cycle activity, emission, and impact is 
impossible. Practical implementation of the damage function approach requires 
selecting some, but not all, of the impacts for detailed analysis. This selection is 
based on an informed u priori assessment of the more important impacts in terms 
of the magnitude of their damages or benefits. Not all impacts are addressed. 
However, since the primary objective of the study was to demonstrate 
methodology, whenever time or resource constraints required a tradeoff between 
analyzing more impact pathways, but for only one site, versus fewer impact 
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pathways assessed for both sites, a decision was frequently made to consider more 
impact pathways, but for only one site. 

ES.8.2 Usefulness of the Damage F'undion Approach 

This study has demonstrated that the damage function approach is an 
operational method for estimating many of the damages and benefits of an oil fuel 
cycle, for an individual site. Also, as more studies are done using this approach, 
it will be much easier and less costly to implement. Future studies will be able to 
draw on the information, methods, results, and lessons learned from previous 
studies. 

t 

Because many countries are cumtly, and many Public Utility 
Commissions in the United States have in the past, considead ways of internalizing 
the external damages of fuel cycles, it seems all the more important to invest in 
thorough assessments. Regulatory burdens imposed on electric utilities and others 
am very costly. They should be justified by thorough study. By the same token, 
the e x t e d  damages to health and to the environment should be accounted for and 
reflected in energy prices. The method demonstrated in this study represents an 
important step in this direction. Thus, in #e of its ha&ions and the gaps in 
the base of scientific knowledge, results gained fmm studies using this appmach 
add to the base of knowledge to Support informed decisions about energy. Such 
results certainly extend beyond numerical estimates. They include estimates of the 
uncertainty and quality of the estimates, various analytical tools, dose-response 
functions, valuation functions, and information about impacts that are not 
quantified. 

ES.8.3 Marginal Damages and Benefits' 

Much of the damage, and. particularly the benefit, of using oil is 
internalized in its price, and in the price of the products that use it. However, 
some damages are not internalized. But the ones that are potentially the greatest 
are also those that are the most controvemial., There are many questions about 
their magnihde and even t whether they @st.& all. n;e most controversial 
impacts are global climate change from CQ (and other greenhouse gas) emissions, 
the effects of using imported oil on a country's energy security, and the ecological 
effects of catastrophic oil spills, Each is discussed below. 

The discussion in this report on cli - a  change i n s  kitten before 
mental Panel on Climate 

- 
- -  

publication of the Second Assessment of the 

I 
~ ~ ~~~~~ 

All values are in 1989 dollars. 
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Change.' But our discussion is still basically relevant. Average global temperature 
is expected to increase about 3 degrees C over the next lo0 years. Damages and 
benefits will be highly variable across regions. Analysts are st i l l  uncertain about 
their magnitude. Overall, global damage from marginal increases in CO, 
emissions from oil-fired power plants could be 4-5 milldkwh, but estimates range 
by an ordes of magnitude or more. Even if they could be quantified, the 
incremental impacts of greenhouse gases from a single power plant on climate 
change would be difficult to estimate. But the cumulative impact of many power 
plants may have a great impact. 

In the Scenarios constructed for this study, imported oil is not used. Thus, 
there are no energy security impacts. In any event, the addition of a single oil- 
fired power plant does little to affect a country's energy security. But the overall 
effect of aU end-users of imported oil (including of course automobiles) probably 
affects energy security to some degree. However, the magnitude of this effect is 
highly contentious. The two main positions in the literature on energy security are 
that it is either very small (close to m), or sinable. If sizeable, then there is still 
uncertainty about its magnitude. Bast?d on a range calculated in the literature (i.e., 
$2.25-$5.65/barrel of oil), if there are sizeable energy security effects, then the 
externalities are in the range of 2-8 mills/kWh. 

In the re fmce  cases that this study considered, oil tankers were not used 
for transporting crude oil. All of the oil was assumed to be from domestic sources. 
Thus, no tanker spills - in particular, Valdez-scale spills - were considered. 

through These catastrophic spills are infrequent and are largely intemahed 
insurance coverage. Nevertheless, the risks of these spills remain an issue of the 
oil fuel cycle. Much of the controvemy, as well as source of potentially very large 
damages, are non-use effm. These are effects on individuals who will newer use 
any of the ecological resources damaged in an oil spill, but whose sense of well- 
being is still adversely affected by it. The magnitude, and even the "legitimacy," 

' .  

'Hoq$tcm, JJ., Filho, L.G.M., CaUander, B.A., Harris, N., Kattenberg, A., Maskell, K. (eds.) (1996) 
Climate Change *I995 - Ihe Science of Climate Chunge. Contribution of  Working Group I to the Second 
Assessmeat Report of the Intergovernmental Panel on Climate Change, Cambridge University Press, 
Cambridge, UK. 

Watson, R.T., Zinyowera, M.C., Moss, R.H. (eds.) (19%) CIimOte Chunge 1995 - lnpacts. Aa@mtions 
and M i t i g d n  of Climate Change: ScientjEc-TecMCol Anatyses. Contribution of Working Group II to the 
Second Assessment Repart of the htergovernmental Panel on Climate Change, Cambridge University Press, 
Cambridge, UK. 

Bruce, J. ,  Lee, H., Haites, E. (eds.) (1996) Climate QIonge 1995 - Ecommic andsociol Dimenswns of 
Climate Ciuurge. Contribution of Working Group Ill to the Second Assessmeat Report of the 
Intergovernmental Panel on Climate Change, Cambridge University Press, Cambridge, UK. 
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of non-use values are the subject of ongoing debate among environmental 
economists and others. 

Based on the analysis in this rkport, most of the other damages expected 
from oil fuel cycles appear to be much less than the possible values that are 
associated with the impacts mentioned above. As emphasized throughout this 
report, however, most externalities are highly dependent on geographic factors -- 
the location of the source of the emissions, the population density, and other 
characteristics in the surrounding region - as well as on the technology. In our 
study of oil fuel cycles, we selected advanced pollution abatement technologies. 
As a result, the emissions from the oil-fired power plant are less than those from 
any existhg plant; but such low levels are possible, even if they are not 
economically viable. 

With the assumed level of emissions, and with the rather low populations 
in the two refmce sites, health and ecological damages are small. Of the impacts 
that were quantified (other than possible global climate or energy security effects), 
the major source of externalities is damage to public roads, when residual oil is 
transported in tank trucks over some (e.g. 30 mile) distance. The damages were 
estimated to be 0.10 millsntwh, of which 0.092 m i ~ I s / k ~ h  is an extemaIity.' The 
other externalities cal- for the Southwest Reference site were much less, the 
next greatest one being 0.0011 mills/kWh for effects of particulate matter on 
prematm mortality (O.ooOS4 millslkwh, if a health impact threshold is assumed). 
Other impacts are given in Table ES.8-1. 

' These exteraalities pertain only to the Southwest Reference scenario. "'he southeast Reference scenario 
involved b0rge transport. 
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Table ES.8-1. Summary of externalities estimated 
for the Southeast and Southwest Reference sites 

(millslkwh in 1989 dollars) 

Type of Impact Southeast southwest 

Highway damage from tank trucks carrying residual not applicable 0.092 
oil to the power plant 

Ozone effects on health (all morbidity endpoints) 
Ozone effects on crops 
Occupational injuries during offshore oil drilling' 
SO, damage to materialsb 
Particulate effects on mortality risk (primary 
emissions only) 

Particulate effects on morbidity (primary emissions 
only) 

SO, effects on morbidity (primary emissions only)b 

0.074 
0.06 

0.021 
0.019 
0.016 (0.033 
without 
threshold) 

0.015 (0.028 
without 
threshold) 

0.0048 

almost 0 

almost 0 

not applicable 

O.OOO64 

0.00054 (0.0011 
without 
threshold) 

0.0016 (0.002 
without 
threshold) 

0.00016 
Barge accidents in river system' 0.0043 not applicable 
Barge accidents offshore' 0.0017 not applicable 

' Largely internalized by workers' wages. 

Some portion internalized by trading of emissions permits. 

Largely intemalized by the Oil Pollution Act. 
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For the Southeast Reference site, the greatest marginal health impacts are 
from ozone, at least in areas with' high baseline concenfrations above the assumed 
threshold of 80 parts per billion. High ozone concentrations are associated with 
elevated rates of respiratory illnesses. Based on inspection of data on ambient rural 
concentrations in the rural Southeast, high ozone concentrations are not 
uncommon. Estimated externalities to the population within 1,OOO miles of the 
power plant were estimated to be 0.074 milldkwh. Estimates of other health- 
related externalities are given in Table ES.8-1. 

If the oil plant were situated in a region with 10 million people within, say 
50 miles, rather than only one million, as in the Southeast Reference site, then the 
damages would be significantly greater - assuming that meteorological conditions, 
topography, population distribution, demographic characteristics, and baseline 
ambient conditions are comparable at the two hypothetical Sites. In general, the 
level of emissions and the size of the nearby population are major 
determinants of the externalities from o i l - f d  power plants, especially in 
areas with high baseline ozone concentrations. Simply put, the greater the 
emissions and the greater the number of people exposed to a pollutant, the greater 
the expected health impacts. 

As found in analysis of other fuel cycles, there is generally a lack of 
quantitative information on ecological exposure-response functions. This situation 
does not mean that ecological impacts are Unimportant. Indeed it suggests the need 
for a broad approach 'for assessing externalities that uses the damage function 
approach, together with other methods that account for quolirative information on 
the impacts of oil fuel cycles. 

ES.8.4 Information Needs 
I * I  

A major conclusion of this study is that although the scientific base of 
knowledge is reaimably good in some areas, it is certainly lacking in others. The 
paucity of quantitative estimates of ecological impacts is particularly striking, all 
the more so for regional and global impacts that extend well beyond the local site 
of an oil plant. The many interacting fictors in ecological systems make it difficult 
to identify welldefined,functions describing the impacts.of changes in pollutant 
concentrations on ecosystems. Given the cumnt state of knowkdge, it wi l l  
genedy  be very dffjkrrll to develop Qlrrurlitoste edmates of ecological damages 
caused by firel cycles. 

In the health effects area, the air inhalatian pathway WBS considered in some 
detail. However, some of the more important health-effects estimates rely on a 
few or sometimes individual studies. The biteti  number ofhealtlr4$feds studies 
can be augmented with a&fifiod mseatrh. The lack of information about the 
effects of effluents on aquatic ecosystems and effects related to solid wastes have 
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not been addressed. The ingestion of pollutants through the foodchain is another 
area where information is lacking. Also, priorities should be established to develop 
better atmospheric tmnspott models, especitrUy for owne and su&?ates, that are 
reasonably accurate and that are also inexpensive to use in terms of their demands 
on data. 

In economics, a major issue is the accuracy and precision of estimates of 
individuals' willingness to pay (WTP) to avoid certain ecological impacts or health 
risks. In using estimates of WW, .sign#kant issues d e  in the tmnflembilify 
issue - the application of results obtained in one location or context to another. 
Other major issues are aggregation and non-use value. Aggregation refers to the 
practice of how to best add damages and benefits to obtain an overall measure. 
Non-use value refers to individuals' willingness to pay for certain environmental 
conditions, even though- the individuals may never experience these conditions 
themselves. This issue is probably the most important point of contention in 
developing the Arctic National Wildlife Refuge. Neither of the reference scenarios 
in this study uses oil from Alaska. Thus, these types of non-use damage issues 
were not addressed. 

Finally, all of the caveats regarding the intevretation of the numerical 
results bear repeating: 

The analyses were performed on a number-but not all-of the 
possible residuals and impacts. 

Limitations in the knowledge base precluded quantitative estimates 
on most ecological impacts. 

The analyses are project- and site-specific. 

The analyses estimate economic damages and benefits, not 
necessarily externalities. 

Because of these and related limitations in the analyses, the 
numerical fesults should not be used in any definitive comparison 
of externalities from alternative sources of energy. 
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1.1. BACKGROUND 

This report considers the oil fuel cycle, which involves the use of oil to 
generate electric power.' While it is highly unlikely that any oil-fired power 
plants will be built in the future in - 

. the United States, there are ,about 
82,000 M W  of oil-fired capacity. 
Worldwide, there is still 
considerable reliance on oil for 
generating electricity. When in 
operation, these power plants (and 
the associated fuel cycle activities) 
emit pollutants and have other 
residual effects that directly result 
in externalities. 

Externalities are effects on the well-being of third parties that are not taken 
into account by the producers and consumers (of electricity). Within the concept 
of social accounting, externalities are real costs, just like,capital, labor and other 
costs, except that externalities are to third-parties and usually have no market 
value. 

The social accounting concept is of interest to many institutions in the 
United States and elsewhere as a means of assisting in energy and environmental 
decision making. Social accounting seeks to make explicit all the social costs and 
benefits resulting from production ahd consumption decisions.* Ideally, a system 
of social accounts reflects two components: private costs (e.g., capital, operating, 
and maintenancesosts); and~externalities (incremental .costs and benefits that, for 
various reasons, are not reflected. in market transactions but that, nevertheless, 
have value). External cos6 and benefits include the value of environmental 
quality and health, as well as nonenvironmental considerations. 

'Within the U.S., oil is us6d mostly for gasoline. The processes (and the resulting externalities) involved 
in producing electricity and gasoline from oil are the same up to the point where crude oil is refined into 
petroleum products. 

%e term "social costs and benefiti" refers to conditions that have economic value to individuals. These 
conditions may be environmental, health-related, socioeconomic, or any other nature. 
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Estimating the externalities of energy production and consumption requires 
information about many complex factors. Information is needed about: (1) the 
total fuel cycle for each energy source (which is defined in this study as beginning 
with the development and extraction of the energy resource and ending with the 
disposal of its wastes) and the production processes and technologies at each stage 
of the fuel cycle (especially including emissions and other residuals); (2) the 
deposition of these residuals in the environment; (3) the incremental consequences, 
or impacts, that result from the change in pollutant concentrations, or from other 
physical changes, in the environment; (4) the magnitude to which these impacts 
are valued by individuals as economic damages, or as benefits; and (5 )  factors that 
distinguish externalities from costs and benefits that are already "internalized" 
within market prices. This series of information needs corresponds to the 
identification of "impact-pathways," in which the effect of a specific type of 
emission is traced from its source to its ultimate damage or benefit. The term 
emission is used here to mean any residual or altered chemical or physical 
condition. Further discussion on these concepts is provided in the Background 
Document for this study (ORNL/RFF 1992). 

The lack of high-quality information about external costs and benefits is 
a handicap to making good decisions about energy. This problem is apparent both 
at the Federal level, in terms of allocating energy research and development 
budgets, and at the State Public Utility Commission (PUC) level, in terms of 
choices among supply and demand resources that are necessary to meet the 
projected demand for electric power. Both sets of decisions have large 
implications for the nation's energy future. The European Union had come to 
much the same realization - that the external costs and benefits of fuel usage 
could not be understood, estimated, and correctly applied given the current state 
of knowledge. 

Thus the U.S. Department of Energy (DOE) and the Commission of the 
European Communities (EC) agreed to "develop a comparative analytical 
methodology and to develop the best range of estimates of costs from secondary 
sources" for eight fuel cycles and four conservation options. Lead responsibilities 
for the fuel cycles were distributed between the US. and EC research teams as 
follows: 

both teams were to undertake the coal fuel cycle; 

the United States was to lead on oil, biomass, natural gas, and 
small hydroelectric energy; and 

the EC was to lead on the nuclear, photovoltaic energy, and wind 
cycles. 
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conservation options were later addressed by the EC. 

Complete analysis of the external costs and benefits ultimately requires an 
equally balanced assessment of abatement technology and costs. This assessment 
is planned for future phases of this study. Such an assessment is crucial to 
evaluating the cost of abatement against the damage from unabated impacts. If 
the marginal cost of control is less than the external costs, then it would be 
efficient, from the standpoint of society as a whole, to reduce emissions and other 
residuals (or to have equivalent offsets). On the other hand, if the marginal cost 
of control is greater than the external costs, then it would be economically 
inefficient to reduce the externalities. In fact, there would be over-control. What 
action is taken to address the residual impacts (and externalities) is a policy issue. 

1.2. STUDY PRIORITIES AND CAVEATS 

This report documents the analysis of the oil fuel cycle, in which oil is 
produced, transported to refineries, refined into petroleum products and used to 
generate electricity' 

The major objectives of this oil fuel cycle study are three-fold: 

to apply the general methodological concepts which were developed in the 
Background Document (ORNL/RFF 1992) of this study to the specific 
analysis of oil fuel cycles; different fuel cycles have, in many cases, 
unique characteristics, residuals, discharges, impacts, and issues that need 
to be addressed in different ways, using different scientific and economic 
information; 

(1) 

(2) to develop, given the time and. resources, a range of estimates of 
externalities associated with a ~ new. oil-fired power plant,' using a 
benchmark technology, at two reference sites in the United States; and 

to aqess the state of the information available to support the estimation of 
externalities, and by so doing, to psist  in identifying gaps in knowledge 
and in setting future,research agendas. % 1 

The demonstration of methods, modeling procedures, and use of scientifi 
information was the most important contribution of this study. It provides an 

>I . g  . , * -  

(3) 

- - 3  .I 

'Because the report is intended to be self-contained, some of the material in this report overlaps with 
material in the reports on the other fuel cycles. 
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illustrative example for those who undertake energy planning and who are 
interested in developing quantitative estimates of externalities. While "real" data 
are used in the numerical examples in this study, the reference sites are only 
hypothetically considered as sites for the power plants. In reality, oil-fired plants 
would likely never be located at these particular sites. They were used in the 
study for the purpose of demonstrating the methodologies. 

In fact, there are several reasons why it is not appropriate to apply directly 
the numerical results of this study to all oil projects: 

All of the potentially important impacts were not necessarily addressed 
because of limited scientific and economic knowledge or because of study 
priorities with inevitable time and budget constraints. 

Impacts are project-specific. 
change the magnitude of the residual damages and benefits. 

Different power plant specifications will 

Impacts are generally site-specific. It would be erroneous to extrapolate, 
without appropriate analysis, the numerical estimates for the two sites 
analyzed in this study to other sites. In particular, the two sites are not 
intended to be representative of all sites in the country, nor even to be 
economically viable alternatives. Rather, the sites were selected so as to 
compare individual impacts across fuel cycles using, to the extent possible, 
a common environmental baseline. The sites are plausible from a physical 
standpoint, though not necessarily from an economic or regulatory one. 

Limitations in knowledge preclude quantitative estimates of many 
ecological impacts. The effect of these limitations on the ability to derive 
quantitative estimates may vary for different fuel cycles. 

Aggregation errors may arise from adding estimates of damages that are 
estimated separately for individual impacts. 

This study makes a number of assumptions for the purpose of analysis, 
while the study avoids by design, any particular policy context, the assumptions 
that define the scope of the analysis make it more relevant to certain policy 
contexts than to others. ORNLRFF (1994b, Ch. 2,3) devotes considerable 
discussion to these issues. Below we note some of the most important 
assumptions. 
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1.3. SCOPE OF THE ANALYSIS 

Fuel-Cycle Assumptions: 

0 The U.S.-EC studies are based on the life cycle concept of fuel cycles, in 
which fuel is extracted, transported, converted, and used for the generation 
of electricity. 

0 By definition, fuel cycle stages encompass all of the activities involved in: 
(1) primary resource extraction, transport, and refining into petroleum or 
other products; (2) transport and storage of products and materials; (3) 
electricity generation $from fuel; (4) distribution of electricity or products; 
and (5) disposal of wastes. End-use activities are not classified as being 
part of the fuel cycle. They are highly varied, and may be important 
sources of externalities that should be addressed in future study. 

The study focused on the following stages of activities: crude oil 
production, crude oil transportation, refining crude oil into products, the 
transportation of fuel to the power plant, and electric power generation. 

The scenario considered in 
this study was the 
construction and operation 
of a new generating plant 
located at a particular site. 
The oil is assumed to be 
from plausible domestic 
sources close to refineries, 
which themselves are 
assumed to be nearby the 
power plant. Oil 
production, transportation, 
refining, and other infrastructure required to supply the power plant with 
fuel were assumed ,to exist already unless, they were unlikely to exist 
without the oil plant. Other options - such as adding units :to an existing 
plant, purchasing power from other power producers, or integrated resource 
planning to meet system-wide or region-wide needs-are not addressed in 
this study. , -  

The U.S. and EC teams adopted an incremental investment view of the 
problem, leaving the operations view to be applied in further extensions of 
this work. Investment and operation activities are not mutually exclusive 
but involve substantially different information to examine pollution 
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emissions and other effects. The operations view, which is broader, 
requires a complete characterization of the existing production system's 
activities to capture the change in emissions and other effects from an 
increase in electricity output associated with bringing a new plant on line. 
The investment view, on the other hand, limits the analysis to 
characterizing emissions, impacts, and damages associated with the 
increment to output, holding the rest of the power system constant. This 
approach is appropriate, for example, in the context of new resource 
selection by State regulatory commissions. 

e Similarly, it is more consistent with existing literature to frame the analysis 
in terms of the incremental fuel cycle requirements of a new power plant 
than those of a new extraction process. Thus, incremental activities 
performed within other stages of the fuel cycle are assumed to reduce 
underutilized capacity, unless that activity is dedicated to the new plant. 

Scenario Assumptions: 

A benchmark technology was considered. The technology represents a 
current technology, if a plant were built for operation in 1990. This 
benchmark technology generally has lower emissions than the older oil- 
fired plants that are currently in operation. Technical data are also given 
for a power plant representing a future technology, one available in the 
year 2010. For the current timeframe, we assume that oil-fired power 
plants use steam boiler technology fired with No. 6 residual oil. We 
assume that the oil-fired plant built in 2010 uses a combined-cycle 
technology with No.' 6 residual oil. Since impacts are project specific, 
however, different power plant specifications will change the magnitude 
of the residual damages and benefits. The methodology that this study 
develops is illustrated for only the 1990 technology. Analogous 
calculations can be carried out for the 2010-technology (or any other). 

e Power plants come in many sizes, which influence their use in an existing 
electricity system. A review of current United States utility expansion 
plans suggested that, for commercial feasibility, coal, nuclear, oil, and gas 
plants corresponded to medium- to large-scale investment needs; and that 
hydro, biomass, photovoltaic and wind might satisfy smaller-scale needs. 
Medium to large scale is 300 megawatts electric ( W e )  or larger, while 
smaller scale is under 50 MWe.4 

40f course, some plants, particularly gas-fired ones, are in the range 50 to 300 MWe. 
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The scale set for the benchmark oil plant for both timeframes (1990 and 
2010) was a 300 MWe capacity. This benchmark plant was assumed to 
achieve a 80% capacity factor producing about 2,100 GWh of electricity 
per year for 40 years. 

e Since impacts may have varied temporal distributions, the corresponding 
damages and benefits must reflect their occurrence in time: 
conventionally, this is done either by using a discount rate to derive 
present values or by using an interest rate for "levelization." The levelized 
cost is the amount which, when summed annually in equal annual amounts, 
equals the total present value of the cost over the life of the oil plant. This 
study used a 5% real discount rate, which falls within the commonly 
considered range of 2% to 10%; and puts all damages and benefits in 
levelized terms, in millskWh. 

Impact Scope: 

The scope of impacts includes local, regional, and global consequences. 
The U.S. and EC teams agreed to examine local and regional impacts first. 
While there is considerable interest in the association between fuel cycles 
and the problem of global warming, there is extreme uncertainty and 
scientific disagreement about the linkage between emissions and 
measurable physical changes. This study does not develop new estimates 
of global warming damages or benefits. Instead, the more prominent 
studies are summarized in Ol2NL/RFF (1994), and a range of values is 
given, based on past studies. 

a Impacts are generally site specific (as well as project specific). In this 
study, impacts were considered in two different regional reference 
environments reflecting the importahce of how differences in location 
affect impact and damages." .For the oil- fuel cycle analysis, regional 
reference environments were defined for the Southeast (Clinch River site, 
Tennessee) and Southwest (near Farmington, New Mexico). See Section 
4.2 for the description of the regional reference environments. 

I 

Study Approach: 

a The U.S. and EC research teams selected the Damage Function Approach 
(DFA) as the basic methodology. The DFA attempts to combine natural 
science and economics to identify the changed conditions which stem from 
an incremental investment. In our study the investment is building and 
operating an oil-fired power plant. Figure 1.2-1 shows a flow chart that 
illustrates the DFA. It consists of a sequence of analyses that are 
described 
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Figure 1.2-1. Impact-pathway implementation of 
the damage function approach 
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further in Section 1.4 in the Background Document ORNLlRFF (1992), 
and in ORNL/RFF (1994b). 

A major departure from other approaches, which provide information about 
residual emissions and impacts, is the use of economic methods to estimate 
the economic value of physical impacts. Resources or impacts have 
economic value only because they affect individual weyare, not because 
they represent so many energy units, labor units, or land units or even 
health or the ecology per se. The assessment of damages and benefits, as 
defined by the theory of welfare economics, reflects both location-specific 
impacts and the economic value of these impacts. 

0 Given the extreme challenges posed by dynamic modeling at the given 
level of knowledge, in terms of both the data and the understanding of the 
physical and economic processes, the U.S. and EC teams chose to develop 
a static set of data and relationships. The term "static" describes the 
lack of feedback and other interactive channels that would normally be 
active in any systems approach for a given incremental change in 
generating capacity. For instance, we ignore the effect of more impaired 
health on wage rates and on demand for commodities. 

1.4. OVERVIEW OF THE IMPACT-PATHWAYS DAMAGE FUNCTION 
APPROACH 

The general methodological approach consists of three related concepts: 
total fuel cycles, the damage function approach, and impact-pathways. 

The first concept, the total fuel cycle, refers to the life-cycle approach in 
which all stages of the fuel-cycle are explicitly considered, beginning with the 
development and>extraction of a resource, and ending with the disposal of all 
wastes or residuals. x t -  

The second key concept is the damage function approach (DFA). This 
approach is a methodology that uses the existing scientific literature on ecological 
and health impacts associated with fuel cycles to identify: impact categories, 
exposure processes that link emissions to impact endpoints, dose-response 
information to quantify endpoint changes, , and 8 various measurement and 
quantification issues. + A detailed discussion of the literature supporting the 
analysis of ecological impacts from the oil fuel cycle can be found in Appendix 
D. Some of the health impacts are discussed in ORNL/RFF (1994a). 

For estimates of incremental damages, the DFA considers each major fuel 
cycle activity and estimates: 
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the residual emissions or the altered physical conditions; 

the transport, deposition, or chemical transformations of these 
emissions and other residuals, and the resulting change in the 
concentrations of the pollutants and other materials; 

the physical response of ecological, human, and social resources to 
these changes in concentrations; 

the value that is placed on these impacts by the individuals 
affected; and 

the distinction between externalities on the one hand and on the 
other hand the social costs and benefits which are internalized 
within the market. ORNLRFJ? (1992, 1994) provide further 
discussion of this damage function approach. 

In practice, analysis of every fuel-cycle activity, emission, and impact is 
impossible. Practical implementation of the damage function approach requires 
that the more important impacts be selected for detailed analysis. 

These more important impacts are analyzed using the third key concept, 
impact-pathways. This concept is used to define the sequence of linkages or 
"mappings" for a given activity or process of the fuel cycle (such as electricity 
generation). Defining an impact-pathway begins with an emission or other 
residual from an activity, traces the transport and/or chemical and physical 
transformation of that emission, identifies the resulting changes in its 
concentration in the environment, and notes the effect of that change that results 
in a specific ecological impact or health effect. This impact is the endpoint of the 
pathway and the starting point for an economic valuation of the impact, what we 
call the damage or benefit of that impact. Table 1.3-1 illustrates some general 
impact and valuation pathway mappings, both at the broad level and at the more 
specific level. 

1.5. ECONOMIC VALUATION 

A dictionary might define "value" as a quantity considered to be a suitable 
equivalent for something else, or the worth in terms of the usefulness or 
importance to the possessor (Morris 1976). This definition contains several key* 
concepts. First, value is quantitatively measured in terms of a suitable equivalent 
to something else. Thus, value is substitutable and is expressed in a common 
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metric. Second, value is measured in terms of its worth to a possessor, i.e., to an 
individuaZ(s). These concepts are fundamental to the paradigm of economics. 
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Table 1.3-1. Impact-pathway mappings 
Broad-Level Mappings 

Fuel cycle stages t activities 

Activities + emissions and other residuals 

Emissions t transport and changed concentration 

Transport and changed t physical impacts 
concentration 

Impacts t economic damages and benefits 

Damages and benefits --+ external costs and external benefits 

More Specific Mappings 
~~ ~ ~ 

Emissions 

Source Terms 

Exposures 

Doses 

Responses 

Impact endpoints 

Valuation startpoints 

Damages and benefits 

--+ 

t 

t 

t 

t 

--+ 

--+ 

t 

source terms 

concentrations 

doses 

responses 

physical impact endpoints 

valuation startpoints 

damages and benefits 

external costs and external benefits 

Thus, this study utilizes the economic approach because it is well suited to 
valuation. 

In economics, value is intimately connected to opportunity costs: the 
concept that there is no free lunch, that something must be given up to gain 
something else. Thus, values are determined in the context of constraints, be they 
money, time, health, or something else that is valued. These constraints imply 
that something has value to the extent that individuals are willing to pay for it - 
the so-called willingness to pay criterion in economics that underlies, modern 
benefit-cost analysis. Emissions or other burdens imposed by the oil fuel cycle 
result in health and environmental impacts (which may be positive or negative). 
These impacts have a monetary counterpart in that people may be willing to pay 
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to avoid such negative impacts (or to obtain positive impacts). Whether these 
"marginal damages" (or benefits) are counted as a social cost of the fuel cycle 
external to (and therefore additive to) the private costs of delivering electricity 
from oil depends on the type of policy in place to address these impacts and even 
on details of its design (see Freeman, Burtraw, Harrington, and Krupnick 1992). 

The practical and conceptual problems of economic valuation are discussed 
fully in the Background Document OWL/RFF (1992). However, some general 
remarks about the valuation process are worth noting here: 

0 The concept of value is based on decades of research in neoclassical 
microeconomic analysis. At the core of this notion is consumer 
sovereignty-i.e., that each individual in society is the best judge of his or 
her value for a good or resource. 

0 When damages show up in nonmarketed commodities, values are 
estimated as the individual's willingness to pay (WTP) for an improvement 
in the state of nature (in terms of reductions in pollution or its physical 
consequences) or by the individual's willingness to accept (WTA) 
compensation to tolerate a worsening of the state of nature. 

0 Standard economic methods to value changes in welfare may be used when 
damages arise in marketed products, such as using demand and supply 
models to derive price and quantity changes, which in turn provide the 
basis for damages. 

When impacts occur in non-marketed commodities, two broad approaches 
have been developed to estimate damages: the contingent value (CV) and indirect 
approaches. Both of these approaches have been developed over decades and 
continue to evolve and improve, although significant problems remain and 
significant types of impacts have yet to be credibly valued. 

. i  

Even with all of this research activity, effort has been unevenly distributed 
among the benefit categories. The most effort has clearly gone into the theory and 
estimation of recreation and mortality benefits. Mortality benefit studies have 
derived values for reducing risks of accidentd,death that are quite consistent with 
one another. However, very few studies have obtained values for reducing 
mortality risks arising from environmental improvements. Substantial research has 
also addressed the valuation of pollution effects on health, visibility, and economic 
production, particularly on the effects of ozone exposure on field crops. Valuation 
of damages to materials and to ecosystems (including endangered species) is 
largely unexplored, however, although much effort has recently been placed on the 
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natural resources damage assessment process particularly applied to the Exxon 
Valdez oil spill. 

The CV methods involve asking individuals either open- or closed ended 
questions to elicit their willingness to pay in response to hypothetical scenarios 
involving reductions in health or environmental risks or effects.' The major 
advantages of these approaches are that they can be designed for ex ante 
situations: the good being valued can be specified exactly to match other 
information available to the analyst (such as the endpoint specified in a dose- 
response function), and the survey can be administered to a sample appropriate for 
the good being valued (whether representative of the general population or of 
some other group, such as older people). Further, for some types of values, such 
as existence values, there are no other means of obtaining values. On the other 
hand, the hypothetical and often complicated nature of the scenarios raises serious 
concerns about whether individuals can process the information provided and have 
enough motivation and familiarity with the "goods" being valued to respond as if 
they were in a real situation. Concern over strategic bias' appears to have been 
overcome and much recent research has attempted to systematize and standardize 
the development and conduct of these surveys (Mitchell and Carson 1989; 
Cummings, Brookshire, and Schulze 1986), in terms of payment vehicle, treatment 
of risk in the scenarios, open versus closed-ended questions, and other issues such 
as how questions are phrased. Additional research has attempted to compare 
values elicited from CV surveys to values obtained by indirect methods (see 
below), generally finding close agreement. It should be recognized, however, that 
such comparisons are possible only for certain classes of nonmarketed goods. For 
obtaining existence values, for instance, CV methods are the only available 
approach. 

The indirect approaches (sometimes called revealed preference approaches) 
seek to uncover values for the nonmarketed environmental goods by examining 
market or other types of behavior related to the environment as substitutes or 
complements. For example, treating money (in the form of a wage premium) as 

' 

'Open-ended questions ask individuals for their WTP, either in a bid format, on a payment card, or some 
other method that seeks a best estimate from the individual. Closed-ended questions involve asking 
individuals whether they would be willing to pay as much or more than a given amount. This latter approach 
is less demanding of individuals, while still permitting recovery of values for the group. 

%his means that WTP for some future change in the state of nature can be elicited. This is the 
In contrast, other methods must rely on realized (or ex post) appropriate perspective for valuation. 

information to infer ex ante values. 

'This is the term for the act of willfully offering misleading answers in the hopes of influencing the 
outcome of the survey and, ultimately, of policy. 
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a substitute for on-the-job safety, the relationship between wage rates and 
accidental death rates in different occupations has been statistically examined, with 
the finding that such premiums do exist. These premiums represent a value for 
reducing risks of premature death that can be used to value occupational health 
and safety risks posed by alternative fuel cycles and, with appropriate caveats (see 
below), to value risks to life posed by environmental pollution. As another 
example, environmental quality and recreation are complementary in the sense that 
more visits will be made to recreation sites with better environmental quality. 
Observing behavior in the choice of recreation sites and the frequency of visits to 
sites of different levels of water quality and relating this behavior to miles and 
time for travel to the site has revealed willingness to pay for improvements in 
water quality at recreation sites. 

Aside from the problems and successes in applying valuation techniques 
to nonmarket commodities, there are special issues associated with valuing health 
and environmental damages in the context of the fuel cycle study: transferability 
of benefitddamage estimates and functions from one location or context to 
another; aggregation of damages across endpoints, locations, stages of the fuel 
cycle, and indivuduals; treatment of nonlinearities in damage functions; matching 
physical endpoints with economic startpoints; and treatment of the temporal 
perspective, including discountingllevelization. These issues are addressed in 
some detail in the Background Document ORNLRFI? (1992). 

The issue of non-use values, while not an issue special to this report, is 
nonetheless particularly relevant to the oil fuel cycle. One side in the debate over 
whether such values can be credibly estimated asserts that lack of familiarity with 
the "goods" at issue (such as an ecosystem, an endangered species, or a wilderness 
area) and the embedding effect (i.e., where WTP is sensitive to whether a good 
is valued by itself or as p r t  of many other goods) make it inherently impossible 
to reliably estimate the WTP for such goods through hypothetical questioning. It 
is asserted (Kahneman and Knetch 1992) that observed WTP.values are for the 
purchase of "moral satisfaction" not a WTP for marginal changes in the good. 
The other side suggests &that the studies relied upon for these conclusions are 
faulty and that normal economic behavior can explain most of the observed 
allegedly inconsistent patterns of WTP respo-nses (Smith 1992). Similar 
conclusions have also been reached about an Exxon-funded effort that concluded 
CV was an unreliable twl for eliciting non-use values. For example, one of the 
studies purporting to show that individual bids for saving ducks were insensitive 
to the number of ducks being saved (Le., from 2,000 to 200,000 ducks annually 
(Desvousges et al. 1992)) has been criticized for defining scenarios that involve, 
in fact, a very nearly identical percentage of ducks being saved (from 1 to 2% of 
ducks on the flyway). In such a case, it may be unremarkable that WTP estimates 
for a group of individuals responding to one scenario are very similar to those 
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from a group responding to a different scenario. One reason for our sparse 
treatment of non-use values is that the literature primarily addresses major changes 
in special ecosystems or species elimination whereas the changes to environmental 
assets associated with a single power plant are likely to be very small and the 
assets themselves may not be unique enough to generate substantial non-use 
values. 

1.6. REPORT OUTLINE 

This report describes the collection, assessment, and application of existing 
literature to estimate selected damages and benefits from the oil fuel cycle. In 
Chapter 2, a brief review of other recent attempts to accomplish this goal is 
provided for contextual background. Chapter 3 provides a discussion of the 
organization and interpretation of the results. This discussion is critical to 
interpreting the intent of the analysis which follows in Chapters 4 through 10 -- 
the intent being a detailed demonstration of the methodology. Chapter 4 provides 
a technical characterization of the oil fuel cycle. Chapter 5 summarizes the major 
emissions and other residuals of the oil fuel cycle. Chapter 6 presents the priority 
pathways selected for more in-depth analysis, discussed in greater detail in 
Chapters 7 to 10. Chapter 7 presents analysis of some of the major impacts and 
damages associated with drilling and production of the oil. Chapter 8 discusses 
impacts from crude oil refining activities. Chapter 9 presents impacts and 
damages from the transportation and storage stages of the fuel cycle. Chapter 10 
presents impacts and damages from oil combustion. Chapter 11 presents a 
summary of the results and key conclusions. 

Externalities are generally project- and site-specific. Thus, the specific 
numerical results in this report are not generic to the oil fuel cycle. It is desirable 
to implement the analytical methods, that this report compiles, within a decision 
support software system. This would ease the computational burden. 

Appendices A through D provide additional discussion. Appendix A 
provides supplementary information on refining technologies and oil industry 
regulations. Appendix B discusses the effects of power plant NO, emissions on 
ozone concentrations. Appendix C presents results of the atmospheric transport 
modeling. Appendix D reports on the ecological impacts related to the oil fuel 
cycle. 
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This chapter reviews some previously published studies of damages and 
benefits from the oil fuel cycle. These studies include Environmental Costs of 
Electricity by the Pace University Center for Environmental Legal Studies (1990), 
Valuation of Environmental Externalities for Energy Planning and Operations by 
the Tellus Institute (1990), Social Costs of Energy Consumption by Olav 
Hohmeyer (1988), papers from an ongoing study in the Australian state of 
Victoria, America's Energy Choices published by the Union of Concerned 
Scientists, and Emissions of Greenhouse Gases from the Use of Transportation 
Fuels and Electricity by M. A. DeLuchi (1991). The following sections briefly 
summarize the studies. 

2.1. PACE REPORT 

The Pace (1990) report is path-setting and often-cited, though highly 
controversial in terms of the accuracy of its numerical estimates. The intent of 
the Pace study is "to review the literature on the methodologies used to assign 
monetary costs to environmental externalities and to present the results of studies 
which have applied these methodologies" (Pace 1990). Estimates in the Pace 
(1990) report are drawn from previous studies. Lack of economic valuation 
information for certain impacts caused these impacts to be excluded from the 
tabulations of economic damages; 

The Pace study follows a five-step procedure* in valuing environmental 
damages. The first step A ascertains "the pollution sources, the quantity 
of ... emissions and the.constituents of. the-emissions .that can cause environmental 
damages" (Pace 1990). The second step determines the dispersal of the emissions. 
Step three determines3the populations (including people, flora and fauna) and the 
materials exposed. to the pollutants; The fourth step determines the impacts on 
those populations and materials exposed to the pollutantk. The fifth step estimates 
the economic value of thati.exposw-e. The economic value of risk involved with 
an environmental good or service is measured in terms of willingness to pay, the 
amount society would be willing to pay to avoid the environmental risk, and in 
terms of willingness to be compensated, the amount society would have to be 
compensated in order to incur the damage. 
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These steps are essentially identical to the first four steps of the damage 
function approach that this study takes (our study combines Pace’s steps 3 and 4 
into one step). However, there are two significant differences between our studies 
in the implementation of the approach. The first difference is that our modeling 
and analysis in each step of the methodology is consistent with the initial 
characterization of the technology and site. Pace, on the other hand, applies the 
results of other pollutant-dispersion and impact studies, without regard to their 
being consistent with the assumed technology and locational parameters of the 
power plant. The second difference is that our study reflects a more up to date 
and thorough assessment of the scientific and economics literature than Pace was 
able to undertake, with the resources available for their study. 

The Pace report considers the effects of electricity generation on humans, 
flora and fauna, materials, and social assets (e.g., climate, recreation, and 
visibility). The study does not, however, include front-end costs from the 
upstream stages of the fuel cycle. The damage estimates for SO, and NO, are 
based primarily on health effects calculated from ECO Northwest’s Generic Coal 
Study (1986). Dose-response relationships used for SO, were linear. Pace (1990) 
points out that these may not be valid relationships for geographic areas with 
ambient air pollution concentrations different from the Northwest, for which these 
dose-response relationships were estimated. Estimates of the value of a statistical 
life are based on hedonic wage studies. The health effects costs for NO, and SO, 
are heavily dependent on population density. This observation is frequently 
overlooked in many interpretations of Pace’ s work. 

Particulate damages result primarily from visibility degradation (ECO 
Northwest 1984) and from health effects (ECO Northwest 1987). Visibility effects 
of particulates are based on estimates of visibility impairment (person-kilometers 
of visibility lost) and their associated economic value; ECO Northwest (1984) 
selected an economic value for visibility from a range of values in studies they 
reviewed that used either contingent valuation or hedonic pricing, or both. The 
cost of CO, emissions reduction is based on the cost of sequestering carbon in 
trees in order to reduce climate change (and is thus not a damage-cost estimate). 
Table 2.1-1 shows the tabulation of damage estimates in the Pace (1990) report. 

Data are provided for boilers burning residual No. 6 fuel oil at 0.5, 1.0 and 
2.2 percent sulfur composition and a combustion turbine burning distillate (#2) 
oil with sulfur content of 1 percent. No data are provided on water emissions, 
dust, sludge, or iron oxides. Emission rates and valuations are given in Table 2.1- 
1. 



Table.B.1-1. Emission rates and valuations in Pace (1991). 

No. 6 oil' , No. 6 oil N0.6 oil Combustion Turbine 
(0.5% S )  - (1% S )  (2.2% S )  No. 2 oil (1% S )  

emission .I vkuation emission valuation emission valuation emission valuation 

. .  ' '. 
NO, -1.856 3.044 1.492 2.448 1.856 3.044 3.386 5.554 
Part. "0.286' 0.680 + 0.468 1.114 0.905 2.153 0.245 0.583 

0, '8878.8 ~ 11.951" 878.8 1 1.952 878.8 11.95 1094.8 14.889 
Total ' I  27.074 38.314 67.330 25.443 

j '  
' 1  . 

I 

Source: 'Pace Universiq 1990. Pace University Center for Environmental Legal Studies, Environmental Costs of Electricity, prepared for 
New York State Energy Research &d Development Authority and the U.S. Department of Energy, Oceana Publications, Inc. New York, p. 
357. . 

' No. 6 Residual Fuel Oil 
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2.2. TELLUS REPORT 

The Tellus report (1990) develops estimates of the social costs of air 
emissions using an abatement cost approach. This method is different from the 
damage-cost approach followed in this report and in Pace (1990) [though, as 
discussed in the previous section, our implementation of the damage-cost approach 
is quite different from Pace's]. Abatement costs are viewed as an indicator of 
what Tellus calls "revealed political preference". 

The report analyzes existing and proposed regulations in order to "estimate 
the value that society implicitly places on specific environmental impacts" (Tellus 
1990 p. 4-5). This method identifies the cost of implementing the technology 
required to meet the standards set by the regulations. This value is then taken as 
the value that the regulators, and thereby society, have placed on air emissions. 
The standards are regarded as the "revealed preference" of the regulators. 

The revealed preference approach is used by Tellus to estimate the 
damages of eight air pollutants: (1) oxides of nitrogen (NO,); (2) oxides of sulfur 
(SO,); (3) particulates, both total suspended particulates (TSP) and particulates 
under 10 microns (PM,,); (4) volatile organic gases, volatile organic compounds 
(VOCs) and reactive organic gases (ROGs); (5 )  carbon monoxide (CO); (6) carbon 
dioxide (CO,); (7) methane (CH,); and (8) nitrous oxide (N,O). The first five are 
under Federal regulatory standards. The basis that Tellus uses for the revealed 
preferences are Federal standards and the South Coast Air Quality Management 
District's (SCAQMD) regulations. 

Different fuel cycles are used to estimate the abatement costs. For 
example, cost estimates for controlling NO, emissions are based on control 
technologies for new natural gas turbines in the northeast United States, but on 
afterburner controls in southern California. SO, estimates for the Northeast are 
based on control technologies for coal-fired electricity generating plants, while 
southern California estimates are based on oil refinery cracking. Thus Tellus 
computes the costs of pollutants on a dollars per pound basis regardless of the fuel 
cycle. For any given pollutant, however, the costs of controlling the emissions 
should vary, depending on the fuel and technology involved. 

Abatement or control costs, however, do not necessarily reflect the costs 
of environmental risks faced by society. In order for a regulation-based cost to 
represent the cost of that risk, it must be assumed that legislators choose optimal 
control technologies--those equating marginal costs and marginal benefits, rather 
than those based on a political, health, or distributional basis. Another limitation 
of the abatement cost approach is temporal. Past or current regulations may bear 
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little resemblance to current damage costs. See Krupnick and Burtraw (1992) for 
a full discussion. 

Tellus departs from its revealed political preference rationale when it 
comes to global climate change. The pollutants CO,, CH,, N,O, CO, and NO, are 
referred to as greenhouse gases because increased atmospheric concentrations of 
these pollutants can contribute to global warming and associated local and regional 
climate change. Since no regulations exist for these greenhouse gases, estimates 

Table 2.2-1. Tellus valuation of emissions based on abatement costs. 

Abatement Costs (constant 1989 dollars per pound) 

Emissions Area-svecific Southern California Global 

Nitrogen oxides (NO,) 

Sulfur oxides (SO,) 

Volatile organic 
compounds (VOCs) 

Particulates 

Carbon monoxide (CO) 

Carbon dioxide (CO,) 

co* 
CO 

Methane (CH,) 
Nitrous oxide (N-0) 

3.25 (Northeast 
U.S.) 

0.75 (Entire U.S.) 

2.65 (Non- 
attainment areas) 

2.00 (Entire U.S.) 

(not figured) 

a 

greenhouse gases 

a 
a 
a 
a 

131.00 

37.50 

14.50 

22.00 

0.4 1 

a 

a 

a 

a 

a 

a 

0.01 1 

0.01 1 
0.024 
0.1 1 
1.98 

Source: Tellus Institute 1990. Valuation of Environmental Externalities for Energy Planning 
and Operations. 
“No figures given in report. 

are made for regulations which may come into effect in the future. Externality 
costs for CO, are based on the mitigation cost of tree planting (as in Pace). The 
costs of CH, and N,O, and the greenhouse effects of CO and NO, are based on 
the value of a global warming potential (GWP) index that weights the effect of 
each greenhouse gas relative to CO, with respect to its global warming impact. 
These weights are applied to the CO, costs to derive the costs of the other 
greenhouse gases. This methodology is based on the premise that because CO, 
and the other greenhouse gases all contribute to the greenhouse effect, it is 
reasonable to assume that the effects of the other gases could be offset by CO, 
controls. 
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2.3. HOHMEYER REPORT 

One of the first attempts to develop fuel cycle-based social costs for fossil 
fuels and renewables was by Hohmeyer (1988). Damages from greenhouse gas 
emissions were taken into account (Table 2.3-1) as were other airborne emissions. 
Estimates were obtained from other researchers, primarily Wicke (1986). For 
instance, to estimate health effects from fossil fuels, total health costs are 
estimated first from existing studies and then an assumption is made about the 
portion of these costs attributed to air pollution (for Wicke, 20 to 50%). 
Multiplying by 0.28 yields the estimate of health costs. In contrast to our 
approach, Hohmeyer’s approach is not marginal or incremental, is not location 
specific, and does not draw any distinction between damage and externalities. 
Without further analysis of the Wicke study and of other studies cited, a 
judgement about these damage estimates cannot be made. 

Damages to flora, fauna, and other endpoints are determined in the same 
manner. Hohmeyer takes the total damages for each population discussed--flora, 
fauna, mankind, materials, and climate--and attributes 28% of the damage to 
electricity production to arrive at his damage estimates. Table 2.3-2 lists these 
estimates. 

Additionally, Hohmeyer treated many of the subsidies to fossil fuels as 
externalities. The issue remains, however, of whether these subsidies actually 
affect prices and production costs. Many types of subsidies, such as oil depletion 
allowances and other tax advantages, are transfers from the American public to the 
oil industry that have important distributional but minor efficiency consequences. 

2.4. VICTORIAN PROJECT 

At the time of this writing, the state of Victoria, Australia, was working 
on a similar study. Their study seems to have broader coverage but less depth. 
The scope of the project included five main tasks: 

(1) identification of the environmental and socioeconomic 
impacts associated with the range of energy supply and 
demand side options plausible for development in Victoria; 
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Table 2.3-1. C0,-equivalent damage potentials of different pollutants 
estimated by Hohmeyer. 

Emissions from power plants . C0,-equivalent 
and from combined heat and weighted damage 
power plants (million tons Toxicity potential 

Air pollutant per year) factor 

Carbon monoxide (CO) 0.033 1 .o 0.03 

Particulate matter 0.152 100.0 15.20 

Nitrogen oxide (NO,) 0.859 125.0 107.38 

Sulfur dioxide (SO,) 1.863 100.0 186.3 

Volatile organic ' 0.01 
compounds (VOC) 

100.0 1 .o 
~~ 

Source: Hohmeyer, 0. 1988. Social Costs of Energy Consumption: External Efiects of 
Electricity Generation in the Federal Republic of Germany, Springer-Verlag, New York. 

Table 2.3-2. Damages in the Federal Republic of Germany 
estimated by Hohmeyer. 

Damage estimates (millions of 
Damage category 1982 $/year) 

Damage to plant life (flora) 710 to 1,067 

11 

189 to 4,748 

Damage to animal life (fauna) 

Damage directly affecting mankind (mortality, 
morbidity) 

Damage to materials . 261 to458 

Effects on the climate 8 to 17 

Total (by simple addition) '. . 1,181 to 6,302- 

Source: Hohmeyer. 0. 1988. 
in the Federal Republic of Germany, Springer-Verlag. New Yo&: . 
Currency conversion completed using a 1982 rate of 

Costs of Energy Consutn$ion: Eaernal Effects of Electricity Generation 

, ' ' 1 1 -  

, I  4 . l  - I I  

*. * 
* -  
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(2) identification of appropriate methodologies for quantifying 
the environmental and socioeconomic costs and benefits of 
these impacts in the short and long term; 

(3) measurement or estimation of the costs and benefits of the 
environmental and socioeconomic impacts associated with 
particular energy resource. options; 

(4) identification of methods of incorporating environmental 
and socioeconomic externalities in the energy sector (e.g., 
taxes, pricing, weightings, etc.); and 

( 5 )  recommendation to Government of the most appropriate 
method(s) for incorporating environmental and 
socioeconomic externalities in energy planning and the 
decision making process. 

2.5. UNION OF CONCERNED SCIENTISTS 

America's Energy Choices is a report on a study undertaken by the 
American Council for an Energy-Efficient Economy, the Alliance to Save Energy, 
the Natural Resources Defense Council, and the Union of Concerned Scientists 
(UCS). The objective of the study was to examine the role that energy efficiency 
and renewable energy technologies can play in meeting America's energy and 
environmental needs and problems over a forty-year period from 1990 to 2030. 
For each of four alternative energy scenarios the researchers evaluate the impact 
on energy use of such factors as energy prices, technological change, and 
structural shifts in the economy to determine both the roles that various energy 
sources would play in the nation's energy mix and the magnitudes of those 
sources' air pollutant emissions. 

The study deals with four possible energy futures for the U.S.: the 
"reference" scenario, the "market" scenario, the "environmental" scenario, and the 
"climate stabilization" scenario. The reference scenario, developed by drawing 
upon many of the assumptions and projections of the Department of Energy's 
1990 Annual Energy Outlook study, is, as America's Energy Choices puts it, that 
of a "business-as-usual" energy future in which current policies and trends prevail. 
It takes into account expected GNP growth, changes in population and energy 
prices, and the impact of the Clean Air Act. The market scenario is that of a 
situation in which such policies as the allocation of research and development 
funds to least-cost energy technologies are implemented to spur a more rapid 
introduction of cost-effective technologies and efficiency measures to the energy 
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market. The environmental scenario is one in which the environmental costs of 
air pollutants are incorporated into energy prices by political regulations such as 
pollution taxation. The climate stabilization scenario ascribes a monetary value 
to carbon dioxide emissions to account for the possible consequences of global 
warming. 

For each of the scenarios the researchers attempt to determine the make-up 
of the underlying energy mixes that would prevail in the residential and 
commercial, industrial, and transportation sectors. With that aim in mind, the 
costs of investments in an array of technologies and efficiency measures are 
compared to the cost of energy saved (i.e. to the cost avoided by not having to 
generate the saved energy) by each of those investments to determine their 
respective cost-effectiveness. In the case of the environmental and climate 
stabilization scenarios, the emissions of nitrogen oxides (NO,), sulfur dioxide 
(SO,), methane (CH,), carbon monoxide (CO), total suspended particulates (TSP) 
and volatile organic compounds (VOC) for various energy sources are estimated 
and the corresponding monetary costs added to the market energy prices. 
America's Energy Choices ' reported emission values for oil technologies are listed 
in Tables 2.5-1 and 2.5-2 below. Table 2.5-1 is based on data from the EPA's 
National Emissions Data System and takes into account regional differences in 
environmental constraints and control technologies. This table lists the current 
average emissions of residual oil steam and distillate combustion turbine (CTDST) 
plants in Ib/MMBtu for the north central, northeastern, southern, and western 
regions of the U.S. Table 2.5-2 lists the emissions values for distillate oil 
combustion turbine technology having steam injection for 70 percent removal of 
NO,. The study does not assume any regional differences for this technology. 

In a table reproduced below (Table 2.5-3), America's Energy Choices lists 
monetary values for air emissions externalities developed by the Tellus Institute, 
the California Energy Coinmission, the New York State Public Service 
Commission, the South Coast Air Quality Management District, PACE University 
Center for Environmental Legal Studies, and the Swedish Environmental 
Protection Agency. ' The,report does not discuss the CEC, NYSPSC, SCAQMD, 
PACE, BPA, or SEPA values other than to offer them as a comparison to the 
Tellus values, which ;he UCS study uses as a basis for its air pollutant costs. The 
report states that "since we fhave employed a real discount rate of 3 percent (and 
a real levelized fixed chaige factor of 5 percent for thirty year investments), we 
have modified the capital cost component of the marginal control costs used as 
air pollutant values by, a factor, of one-half (Technical Appendixes p. F-9)." The 
modified Tellus vhues are listed in Table 2.5-4. The Tellus Institute developed 
the original values by using the "revealed preferences'' approach. That is, 
existing 
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Table 2.5-1. Current average oil utility emissions factors (IbMMBtu). 
~ ~~~ ~~ 

NO, SO, CO, CH, CO TSP VOC 

Residual oil steam 

North Central 0.66 0.95 173 0.0016 0.041 0.080 0.008 
Northeast 0.39 1.29 173 0.0016 0.035 0.068 0.006 
South 0.38 1.22 173 0.0016 0.035 0.072 0.004 
West 0.19 0.18 173 0.0016 0.025 0.024 0.009 
CTDST 

North Central 2.23 0.86 162 0.0016 0.39 0.076 0.058 
Northeast 0.46 0.17 162 0.0016 0.12 0.040 0.039 
South 2.09 2.34 162 0.0016 0.43 0.20 0.064 

West 2.15 0.63 162 0.0016 0.24 0.085 0.088 

Source: The Union of Concerned Scientists 1992. America’s Energy Choices, Cambridge, MA. 

Table 2.5-2. New power plant emissions factors (IbMMBtu). 
~~ 

NO, SO, CO, CH, co TSP voc 
CTDST 0.20 0.212 164 0.0016 0.116 0.035 0.036 

Source: The Union of Concerned Scientists 1992. America’s Energy Choices, Cambridge, MA. 

and proposed environmental regulations are assumed to reflect the values that 
society places on environmental impacts. It should be noted, however, that the 
UCS study does not use the CO, values listed in the tables below. Rather, a cost 
of $25 per ton, developed from estimates of the costs of pursuing a significant tree 
planting program, is used to mitigate atmospheric CO, levels for the climate 
stabilization scenario. 

America’s Energy Choices also provides a levelized cost of 0.69 to 2.41 
cents/kWh for residual oil steam turbine plants. This range of values is based 
upon both the Tellus emissions externalities values and regional differences. In 
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Table 2.5-3. Monetary values for air emissions externalitites (1990 $Ab) 

Tellus CEC NYS SCOQMD Pace BPA Sweden 

SO, 0.78 9.07 0.43 39.2 2.12 0.20- 1.19 

NO, 3.40 4.65 0.96 137.0 0.86 0.03- 3.18 

1.80 

0.40 

TSP 2.09 6.11 0.17 23.0 1.24 0.08- --- 
0.8 

~ 

Source: The Union of Concerned Scientists 1992. America’s Energy Choices, Cambridge, MA. 

Table 2.5-4. Air pollutant values with modified capital cost (1990 $Ab) 

Pollutant cost 

. co .- 0.4 1 

TSP : 1.05 
1: ‘n, e _  I _* , “  

a i  

oices, Cambridge, MA. 
.+I 1 

addition, the ,UCS study’s‘ Environmental and ’ Climate Stabilization scenarios 
account for the, ris n oil by incorporating an oil 
security externality value ($2.50 per b in energy prices that would add about 
0.4 centskWh to oil-fueled plants’ externality costs. 

to national security 
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2.6. DELUCHI'S REPORT 

M. A. DeLuchi's (1991) Emissions of Greenhouse Gases from the Use of 
Transportation Fuels and Electricity is a report on a study that aims to evaluate 
the effects of various energy options on greenhouse gas-induced global climate 
change. The study uses projections for the year 2000 and data from various 
sources in conjunction with an energy use and emissions model to develop 
estimates of greenhouse gas emissions for a variety of transportation and 
electricity generation fuel cycles. These estimates are developed for each of 
several scenarios that differ in a number of assumptions such as those about 
power plant efficiencies. The study also compares each of the fuel cycles' global 
warming contributions by converting the estimates for non-CO, emissions into 
C0,-equivalent terms. 

The DeLuchi study takes into account emissions from feedstock recovery 
and fuel production, from the transportation of feedstocks from the site of 
extraction to fuel production facilities, from the distribution of fuel from facilities 
to end users, and from the production and assembling of materials for vehicles, 
facilities, pipelines, well-drilling equipment and the like for each of the fuel 
cycles. The study also considers interconnections among the fuel cycles. That is, 
for each fuel cycle the study accounts for the emissions from the recovery, 
production and transportation of any fuels providing the energy used to drive that 
cycle. Other factors considered include emissions from the use of energy to 
maintain and administer such modes of fuel distribution as pipeline transmission 
and ship transportation, the venting, flaring and leaking of gases from oil wells 
and in the course of natural gas operations, as well as the production of nitrous 
oxide from the corona discharge of high-voltage transmission lines. Requirements 
of the Clean Air Act Amendments are also taken into consideration. 

DeLuchi's emissions estimates for the oil-to-power fuel cycle in terms of 
grams of C0,-equivalent emissions per kWh of generated electrical energy are 
tabulated in Table 2.6-1 for the study's base scenario. Each of the non-CO, gas 
estimates was derived by converting the mass amount of the non-CO, gas 
emission into the mass amount of CO, emissions having the same warming effect 
in terms of degree-years over a period of 100 years (one degree-year is an 
increased surface temperature of one Celsius degree 'for one year). The original, 
non-C0,-equivalent estimates are based upon data from the EPA' s Compilation 
of Air Pollutant Emission Factors (AP-42) and other sources, as well as from 
analyses of the carbon and energy contents of oil. To convert these estimates into 
their C0,-equivalents, DeLuchi utilizes "equivalency factors" based upon those 
from an Intergovernmental Panel on Climate Change (IPCC) document (Shine et. 
al. 1990). The table lists the emissions values for both the fuel cycle's upstream 
processes (feedstock recovery, fuel production, etc.) and for the power-generation 
stage. The power plant values are based on the assumption that the efficiency of 
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electricity distribution and transmission is 92% and that the oil fuel burner has an 
efficiency, or heat rate; of 32%. With regard to NO, DeLuchi assumes that in the 
year 2000 such oil-fired plant emissions will be reduced to 25% below 
uncontrolled levels. All fuel oil is assumed to be No. 6 residual oil. 

Table 2.6-1. C0,-equivalent emissions of greenhouse gases from power 
plants and upstream processes in gkWh delivered to end user 

Upstream Processes Residual Fuel Oil Boiler 

CH4 

N2O 
NMOCs 

co 
NO, 

co2 
Upstream Total 

7.9 
5.3 
3.3 

1.5 
20.6 
141.8 
180.5 

Power Plant 
~~ ~ 

CH4 0.2 

N2O 0.0 
NMOCs * 0.3 

co I , 0.5 
NO, 71.0 

875.9 
957.9 

co2 
Power Plant Total 

Table 2.6-2 lists the total C0,-equivalent emissions for the oil fuel cycle for 
the 100-year time period, as well as for 20 and 500-year periods. These totals can 
be obtained by summing the CO, and the C0,-equivalent emissions of the other 
gases for all stages of the fuel cycle, including that of power plant operations. It 
should be noted that in an addendum to his report, DeLuchi draws attention to 
some recent uncertainty about the validity of the equivalency factors used to 
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derive the C0,-equivalent emissions values. He states that they should not be 
thought of as embodying warming effects over 20, 100 and 500-year time periods 
as originally intended. The emissions values for the 20, 100 and 500-year "time 
periods" in Table 2.6-2, therefore, should be regarded merely as estimates 
reflecting alternative scenarios for, or assumptions about, the warming potentials 
of the greenhouse gases. 

Table 2.6-2 Total C0,-equivalent emissions for the oil fuel cycle in 
gkWh delivered to end user 

Residual Fuel Oil Boiler 

100-year case 

20-year case 

500-year case 

1138 

1416 

1067 

2.7 MORE RECENT STUDIES 

After the completion of this chapter, the National Renewable Energy 
Laboratory [NREL] (1994), ICF (1994), Leiby et al. (1994) and RCGNagler- 
Bailly issued a number of noteworthy reports. NREL (1994) completed a life 
cycle analysis of the emissions and other residuals from the reformulated-gasoline 
life cycle. The upstream (Le., production and crude oil transportation) stages of 
that life cycle are common to the oil fuel cycle that this study addresses. NREL 
(1994) identifies the life cycle processes and emissions in detail, but does not 
attempt to estimate their impacts, damages, or externalities. ICF (1994) 
summarizes the major oil life cycle activities and their emissions, drawing on an 
early draft of this chapter, as well as on other sources for its information. Leiby 
et al. (1994) develop some order-of-magnitude estimates of externalities based on: 
an analysis of the literature, data on oil spills and on other sources of impacts on 
the environment, and the regulatory requirements of State Public Utility 
Commissions (in the context of integrated resource planning). RCGMagler-Bailly 
(forthcoming) develops and implements a damage function methodology, much 
like this study, with emphasis on the generation stage of the fuel cycle. 
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This chapter describes the organization of the results that follow, 
particularly in Chapters 7 through 10. Section 3.1 discusses the types of results 
that the reader should look for in studying this report. Section 3.2 discusses their 
interpretution and the most important caveats. These caveats should always be 
borne in mind in order that the report add to our base of knowledge, rather than 
provide "disinformation." Section 3.3 describes how our uncertainty about our 
estimates are explicitly portrayed in reporting the results of the study. Section 3.4 
summarizes a notational system which will be used to provide information on that 
uncertahty and on the quality of some of the existing base of knowledge that was 
used for the calculations.' 

3.1. TYPESOFRESULTS 

This section identifies the most important types of results that are presented 
in this report, and describes the format for their presentation. There are three 
general types of results. Each type corresponds to one of the objectives of the 
study. 

3.1.1. A Demonstration and An Account of the Methods 

The first type of result is a demonstration of the damage function approach 
to the oil-belectricity fuel cycle. Whereas ORNURFF (1992) provided a general 
discussion of the *roach and of the,issues in estimating the externalities of fuel 
cycles, our report-presents: an actual application for a specific fuel cycle. The 
description of this application provides an account of the types of datasources and 
methods that can be used in other studies of oil fuel cycle externalities. 

Chapter 4 gives information on the refmce sites, oil feedstock operations, 
and conversion technology. ,Chapter 5 identifies the major emissions and other 
residuals from the oil-to-electricity ,fuel cycle. Chapter 6 summarizes the major 
impact pathways and identifies those addrmsedh greater detail in this study. 

t 

'Thh system will be implemented and reportad in a hhm drafi of this report. 
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Chapters 7 through 10 provide an account of the methods that were us& to 
calculate the damages and benefits for each of the impact-pathways that was 
selected for detailed analysis. Chapter 7 pertains to the drilling and oil production 
stage of the fuel cycle. Chapter 8 takes account of crude oil refining activities. 
Chapter 9 concerns the oil transportation and storage stages of the fuel cycle. 
Chapter 10 pertains to the electricity generation stage. 

3.1.2. Numerical Estimates of Damages and Benefits 

The second type of result, numerical results, are estimates of the marginal 
damages or marginal benefits associated with specific fuel-cycle activities or 
processes. These estimates are specific to the particular technology(s) that were 
analyzed, as well as to the specific sites. The nature and the magnitude of residual 
impacts depend on the power plant project and on the characteristics of the specific 
site. 

Presentation of these results is in  Chapters 7 through 10. Each chapter 
within each chapter presents material on a separate stage of the fuel cycle. Each 
section describes a distinct impact-pathway. Parts within each section give 
estimates of emissions and changed concentrations, the ecological or health 
impacts, and the economic damages (or benefits) for each of the impact-pathways.2 

The study considers steam boiler technology using No. 6 residual oil as the 
benchmark for the current year (i.e. 1990) for oil-fired electric power generation. 
The future technology (in the year 2010) is the same except for significantly 
improved pollution control. Data are also given for the advanced combined-cycle 
gas turbine technology, fired with residual oil; but no analysis is done using this 
technology. 

Illustrative calculations are done for two different reference sites, one in the 
Southeast U.S. and the other in the Southwest. The sources of the crude oil, the 
transportation routes, and the refineries associated with each of these two reference 
power plant sites differ as well. 

A full suite of analyses for all potential impacts, for both sites, for all 
upstream and generation activities, and for both types of technologies was not 
done; It is prohibitively expensive to do a comprehensive analysis of all possible 
combinations. Thus, the analyses presented in Chapters 7 through 10 apply to 
some site(s) and technology(s), but necessarily to all combinations 

?he  terms "economic damages" and "economic valuation" are generally used throughout this report, even 
though for economists, the "economic" descriptor is redundant. 
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Table 3.1-1. Section numbers in the report that pertain to each of the two 

sw 
1990 

w 

nd 

nd 

w 

na 

na 

w 

neg 

neg 
w 

w 

w 

wastewater/ 

oil spills/ 

Oil production/ 
accidents/ 

sw 
2010 

w 

nd 

nd 

w 

na 

na 

neg 

neg 
rn 

‘ m  

rn 
7 .  

M: applies to site and technology 
nd: not done 

na: not applicable 
neg: negligible 
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of sites and technologies. Table 3.1-1 presents a "road map" to indicate which 
parts of Chapters 7 through 10 apply to each of the technologies and years. 

Estimates of impacts are in the physical units appropriate for the particular 
impact-pathway. Estimates of damages and benefits are expressed in terms of 
mills/kWh, and as the annual dollar damages or benefits for each impact-pathway 
(in 1989 dollars, adjusted for inflation). Where possible, the numerical values are 
presented as low, mid, or high estimates. These ranges do not necessarily 
represent a specific (say 90%) confidence interval. The reason is that these ranges 
are based on estimates from other studies and these other studies are not consistent 
in their definition of "low" and "high." 

In most instances, the numbers used in, or stemming from calculations, are 
reported "as is," with many digits. The number of digits in these numbers does not 
reflect the actual precision of the calculations. 

3.1.3. Identifying Information Quality and Gaps 

The third type of result is the identification of where important quantitative 
information does not exist, or is highly imprecise. These information gaps are 
generally in the data on reference sites, which are required as inputs for some of 
the modeling; in the relationships between specific pollutants and their ecological 
and health impacts; and in the economic value of these impacts. Identifying these 
information gaps provides a research agenda for the future. 

Chapter 11 includes tables that summarize the quality of the information 
that was available on the emissions, impacts and economic damages (and benefits) 
of the oil-to-electricity fuel cycle. Visual inspection of these tables provides a 
quick assessment of information needs. Chapters 7 through 10 discuss the data and 
analytical methods used in this study -- providing additional insight about data 
quality and the lack of information. Sections 3.3 and 3.4 discuss the methods used 
to describe systematically the uncertainty in calculations and the quality of the 
knowledge base. 

3.2. INTERPRETATION OF NUMERICAL RESULTS 

While demonstration of methodology is the most important objective of this 
study, many readers of this report will be drawn more to the numerical results. It 
is important to have the correct perspective in viewing these results. 
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3.2.1. Caveats in the Interpretation of the Results 
t 

The numerical results should not be interpreted as being the externalities of 
the oil-to-electricity fuel cycle. There are several reasons for this caution and all 
are important: 

The estimates do not include every emission, or impact. A limited number 
of impact-pathways wereficonsidered in detail. While the selected impact- 
pathways were regarded as being among the more important, others may 
be important as well. The lack of information is one of the main reasons 
why these other impact-pathways were not fully addressed. 

Only two particular oil conversion technologies were analyzed in detail for 
each of the two timeframes. The oil feedstock was assumed to be from 
both on- and offshore fields. 

Ecological and health impacts, and thus economic damages and benefits, 
are generally sitetspecific. The estimates pertain only to the two reference 
sites selected for the study. Analysis of other reference sites, including 
those in the same geographical region, could result in very different 
estimates. A corollary to this statement is that comparisons among 
alternative fuel cycles could vary, depending on the particular site. 

In many cases there is considerable uncertainty about the dose-response 
functions, the ecological and health impacts, and the relationships between 
impacts and their economic value. 

Adding the externalities of individual impact-pathways to estimate a total 
externality for the fuel cycle would likely overestimate it (assuming that 
every impact-pathway is quantified). Estimates of externalities for 
individual impacts are usually obtained in isolation, without taking into 
account a collection of impacts simultaneously and without any explicit 
constraints on individual or household income. 

It is not always clear when damages are in fact externalities. Some 
damages are reflected in higher prices paid for electricity, and are thus 
internalized. This issue is discussed in ORNL/RFF (1992). The economic 
values derived in this study shoiild be interpreted as the marginal damages 
and marginal benefits associated with the addition of the oil plant and of the 
feedstock operations needed to support the oil plant. 

Notwithstanding, the results are still informative. Comparisons can be 
made among different impact-pathways within a single fuel cycle. Comparisons 
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can also be made between similar impact-pathways in different fuel cycles, keeping 
in mind that they pertain to only the specific sites studied. In any comparisons, the 
above-stated caveats should always be kept in mind. The numerical estimates 
should not be applied directly to other project and siting decisions. 

3.2.2. Valuation Approach 

Damages and benefits may be aggregated both within and across major 
impacts (keeping in mind the caveats above). For example, within the morbidity 
endpoints, both ozone and particulates affect symptoms and restricted activity days 
(RADS). Within an ozone analysis, adding symptoms to RADs double counts some 
of the symptoms (since one must have a symptom to have a RAD). However, 
considering both ozone and particulates, there is not necessarily any double 
counting when two different pollutants are linked to the same health endpoint, as 
long as the dose-response functions contain variables for both pollutants. 

Discount rates are used to aggregate over time. The timing of damages and 
benefits is tracked for appropriate use of discounting techniques. Attention is paid 
to whether a damage is annualized, one-time only, or periodic. All damages and 
benefits are discounted to the present. They are expressed in "levelized" terms. 
The levelized cost (or benefit) is the constant annual payment (in real dollars, 
adjusted for inflation) that if paid over the life of the oil plant would sum up to the 
total present value of the damage or benefit. 

Damage to the region surrounding oil fields, for instance, occurs annually. 
Thus, no further levelization is needed other than to divide by annual kwh. 
Mortality risks from, say, exposure to radon from coal mining operations occur 
over a worker's lifetime, and deaths generally occur only after a long latency 
period. However, the willingness to pay for risk reductions may be estimated by 
using a study that asks how much a person would be willing to pay today to reduce 
the risk of future mortality risks. In this case, the economic value of the expected 
reduction in risk would be credited to the current period, even though the actual 
risk would be experienced in the future. (Hedonic wage studies provide a value 
for the wages given up to reduce the risk of annual accident risk. In this context, 
annual wage differentials reflect willingness to pay for a current year's risk 
reduction and not for risk reductions beginning in 20 or 30 years.) Medical costs 
of morbidity experienced in the future would be credited to the future, however, 
and discounted to the present. 



3. Organization and Interpretation of Results 3-7 

3.3. CONSIDERATION OF UNCERTAINTY 

Uncertainties are taken into account in several ways. For this study, a 
standard approach to propagate uncertainties was applied by defining information 
as being low, mid, or high estimates. These estimates were used to construct an 
overall low, mid, and high estimate. The low estimate was computed by using the 
low estimates at each step in the pathway. The mid and high estimates were 
similarly computed. It can be shown that this approach results in confidence 
intervals on the endpoint of the analysis exceeding the confidence intervals used at 
each step in the pathway. 

In addition to uncertainties about functions and parameter values at each 
link in the impact-pathway, there is uncertainty with regard to the baseline level 
of environmental quality. For instance, where dose-response functions are strongly 
nonlinear, the assumptions one makes about future baseline pollution levels is 
obviously important for determining where calculations should begin on the dose- 
response functions. 
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Section 4 gives an overview of the boundary assumptions required for 
estimating emissions and impacts for an oil fuel cycle. A current and a future time 
period are considered for the hypothetical power plants at two reference sites. 
Section 4.1 gives a general description of the oil fuel cycle stages and activities. 
In addition, potential emissions, pathways, and impacts are presented. 

Section 4.2 describes in detail the oil technology that was used as the 
foundation for the analysis reported in Sections 5 through, 10. The section also 
presents information on the types of emissions from oil production, crude oil 
transportatiOn, refining, and the oil-fired electric generating plant. Information is 
also presented on a different oil technology that may be utilized in 2010. 

Section 4.3 provides summary data on the two reference sites that were 
selected to demonstrate the application of the impact-pathway damage function 
approach. In addition, impacts on the population and environment due to the 
transport of emissions to areas surrounding the reference power plants are 
summarized. 

Section 4.4 describes the oil technology assumed for our benchmark 
analyses at the reference sites. Data are also given for the upstream activities. 

4.1 OVERVIEW OF OIL JbEL CYCLE, EMISSIONS, PATHWAYS, 
AND IMPACTS 

x a. 
. .  - - . :$i 

The oil fuel cycle involves'five major stages - A d e  extraction from on- 
and offshore drilling, transportation of crude,oil from production sites & refinery 
storage t e h a l s ,  refining the &de oil to-residual fuel oil, transpodation of the 
residual oil to the power plant site and stoiage-the&, and generation of electricity. 

For the oil fuel cycle, priority impact pathways were selected primarily on 
the basis of their significance in terms of the potential for externalities [refer to 
ORNURFF (1994b) for a more detailed description of the screening procedure]. 
These priority impact pathways are discussed in detail in section 6, and include 
impacts from 1) crude oil production, 2) crude and residual oil transportation, and 
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3) electricity generation from oil-fired power plants. In this section, we have 
identified and discuss in detail ten sources of environmental pollution from the oil 
fuel cycle, most of which are important enough to be included in the priority 
impact pathways. Some of the ten sources of environmental pollution were not 
included in the priority impact pathways since their consequences on the 
environment were not judged to be as severe as those that were included. 

The ten sources of environmental pollution include 1) wastewater from oil 
well drilling and oil extraction, 2) hazardous wastes from oil well drilling and oil 
extraction, 3) air emissions from oil well drilling and oil extraction, 4) water 
pollutants from crude refining, 5) hazardous wastes from crude r e f k g ,  6) air 
emissions from crude refining, 7) air emissions from oil-fired power plants, 8) 
water pollutants from oil-fired power plants, 9) hydrocarbon air emissions from 
crude and fuel- oil transportation and storage, and 10) oil spills during oil 
transportation and storage. 

The wastes and emissions noted in the ten sources listed above have 
potential for adverse ecological impact. Some of the wastes and emissions may 
have health and safety impacts, for example, the emissions from electricity 
generation -- carbon monoxide (CO), nitrogen oxide (Nod, sulfur oxide (SW, 
particulate matter (PM), and carbon dioxide (COJ. Accidents are also associated 
with some stages of the oil fuel cycle. There are also potential socioeconomic 
impacts with the oil fuel cycle. These impacts would include employment and 
income growth and energy security, although the extent of all of these impacts is 
highly controversial (ORNL/RFF 1994a,b). Table 4.1-1 shows the oil fuel cycle 
emissions and the potential resource categories that may be impacted (those 
resource categories that are italicized are priority or key impacts that are discussed 
further in section 6. The impacts not in italics have not been quantified and some 
of these are discussed in Appendix D). 

Table 4.1-1 Oil fuel cycle emissions, sources, and resource 
categories that may be impacted 

Emissions sources Impacts 

Air Emissions 

Carbon dioxide (COa Releases from mechanical All impact categories 
Carbon monoxide (CO) equipment, vehicles, and 

power plant stack 

Nitrogen oxides Releases from refinery, vehicles, Biodiversity; crop 
Sufir dioxide and power plant stack production; tree growth 



4. Characterization of the Oil Fuel Cycle 4-3 

Table 4.1-1 Oil fuel cycle emissions, sources, and resource 
categories that may be impacted 

Emissions SOUreeS Impacts 

Acid aerosols Formation in atmosphere from Recreational hhing; crop 
NO, and Sulfur Dioxide (SO,; 
long range~transport, acid biodiversity 
deposition 

proddon;  tree growth; 

Ozone Formation in the atmosphere Morbidity; mortal@; 
change in crop 
pruduction 

Hydrocarbons Refinery emissions, air Biodiversity 
emissions, combustion products 

patticulates, 
Acid aerosols 

Power plant emissions Morbidity; mortal@; 
(haze formation) recreational use of pa* 

Peroxyacetyl nitrate Formation in the atmosphere from Biodiversity 

Inorganics Power plant emissions Biodiversity 

(PAN) NO, and HC 

Produced water 
Drilling fluids 
Drill cuttings 

Wastes and wastewater 

Crude oil 

Residual oil 

Residual oil 

Water Emissions 
Emissions from offshore drilling 
platforms 

Refineries, power plant 

Spills from drilling rigs and 
pipelinea in &as@ and tstuarine 

Spi@ A m  barges in freshwate~ 
systems 

areas 

Commercialfiheries; 
recreatiod fihing; 
biodiversity 

Aquatic impacts 

Commercial jisheries; 
recreationaljkhing; 
biodiversity 

Recreational fihing; 
1 biodiversity , 

Spills from barges in marine Recreational fihing; 
"> systems ' ;: *.. commercialfihing, 

6 ,  biodiversity 
* *  r 

-LandEmissiorr~ *Oi I 

Drilling fluids and muds idnd or pbnd disposal at drilling- 
Sites I *  8 i occupational health 

BioiliversG; 

Cffccts 
+ .  

' >  

Ash Land dieposal Biodiversity; 
groundwater and soil 

oontaimination impact8 
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Table 4.1-1 Oil fuel cycle emissions, sources, and resource 
categories that may be impacted 

Emissions sources Impacts 

Other Bwdens 
Land use Roduction fields, refinery, power Biodiversity 

Drilling platforms Construction Commercial fishing, 

Dredging Offshore construction of pipehe8 Commercial fishing 

Erosion Shoreline activities a~s~ciated RecreatiO~l use 
with offshore production 

Plant 

rccreatiod fishing 

The five major stages in the Oil Fuel cycle are discussed in section 4.2. 

4.2 OIL FUEL CYCLE STAGES, ACTIVITIES, AND "NOLOGY 

4.2.1 Crude Oil Exploration 

Exploratory drilling is performed to determine if oil and/or gas is present 
in a promising formation'. The exploration p m s  consists of mapping the area 
of the potential oWgas dkposit, and conducting seismic, gravimetric, and magnetic 
surveys to determine if the geologic structure is suitable for a potential oil 
reservoir. 

In 1991, the total number of exploratory and development wells for both 
oil and gas totaled 28,220. Of the total, 11,920 (42.2% of the total) of the wells 
were successful in locating oil. Natural gas was found in 8,650 wells (30.6% of 
the total). Dry wells were found in 7,650 cases (27.1% of the total) [EIA 19921. 

The waste! products generated by the exploratory process are almost entirely 
due to drilling. Most of the wastes are water pollutants. A drilling fluid is 
circulated down the drill pipe and back up to the surface. A fluid system at the 
drilling site consists of tanks to formulate, treat, and store the fluids. Pumps are 
used to force the fluid through the drill pipe and back to the surface. A system of 
valves is used to control the flow of drilling fluids when the pressure exceeds the 

'IU this oil f ~ e l  cycb study w8 assume t~ existing c d e  oil formatiom, both on- and offihore, have previously been 
located so tbat exploratory activitia am urmecessary. We include the discussion in d m  4.2 to descni  the process 
if exploration were needed. 
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weight of the fluid colu&: Occasionally a "blowout" occurs when the reservoir 
pressure exceeds the valve safety parameters leading to the drilling fluids being 
ejected from the well. 

Drilling wastes are usually in the form of drill cuttings and mud; when in 
production, produced water is the primary waste of the well. Produced waters 
from offshore plagorms can cause environmental damage. These waste waters can 
contain oils, toxic metals, salts, and organic compounds (a detailed description of 
the drilling wastes are found in Section 5.1). 

4.2.2 Onshore Drilling 

In onshore drilling, cuttings are removed from the drilling mud at the 
surface. They are then deposited in a reserve pit next to the rig. The reclaimed 
drilling fluid is then recirculated back to the well. Drilling mud must be disposed 
of when excess mud is collected, when changing down-hole conditions require a 
whole new type of fluid, or when the well is abandoned. If the well is a dry hole, 
the drilling mud may be disposed down-hole upon abandonment. 

There are an estimated 1,200,000 abandoned oil and gas wells in the U.S. 
To avoid degradation of ground water and surface water, abandoned wells are 
plugged. Plugging involves placing cement over portions of a well bore to 
permanently seal formations containing hydrocarbons or high-chloride waters. The 
majority of produced water and other wastes associated with oil production are 
injected back into depleted underground oil reservoirs. 

If a well is not plugged, the native brines of the injected wastes associated 
with oil production may migrate to freshwater aquifers through the wellhore, and 
contaminate fresh ground water. State regulations enforce the plugging of once 
active wells now becoming inactive, but have not eliminated entirely the problem 
of contamination due to older abandoned wells. 

I *  

Air emissions from well drilling are mainly due to burning diesel fuels, 
natural gas, and gasoline in internal combustion engines and to using electricity 
imported from the electric utility grid. Major air pollutants from these sources 
include NO,, SO,, hydrocarbons (HC), PM, CO, and CQ. Although the,use of 
electricity does not directly produce emissions in oil fields, the generation of 
electricity produces emissions at the power plant site. Air emissions may be 
produced fn>m the evaporation of light organic compounds in the reserve pit where 
spent drilling fluids and wastewater are stored; they may also be caused from the 
de-gassing of drilling mud. 
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Wastewater and solid wastes are also caused by drilling activities. An 
estimated 0.0482 acre-feet of water is consumed in the form of drilling fluids per 
10l2 Btu energy produced (U.S. Department of Energy 1983). Constituents such 
as cadmium, cyanide, mercury, organic carbon, suspended solids, and dissolved 
solids are found in varying concentrations in drilling muds and can contaminate 
ground water and surface water. Currently, wastewater discharge from onshore 
oil production is regulated by EPA. 

Drilling mud, drilling cuttings, spent fracturing and acidizing fluids, 
completion and workover fluids, and hydrocarbon-bearing soil are produced in 
close proximity of oildrilling facilities (Environmental Protection Agency 1987a). 
The largest volume of drilling-related wastes are generated in the form of spent 
drilling fluids. The composition of modem drilling fluids can vary widely from 
one geographical area to another, and even from one depth to another, in a 
particular well. Therefm, the type of waste generated depends on the composition 
of drilling fluids. Solid w a s h  from onshore oil well drilling and oil extraction are 
restricted by state regulatory agencies. 

Completion and workover fluids are placed in the well bore during 
completion or workover and will control the flow of native formation fluids such 
as oil, water, and gas. Various additives such as salts, organic polymers, and 
corrosion inhibitors are added to the water-based fluid. These materials have the 
potential to become solid wastes. 

Other w a s h  include rig-wash materials, pipe dope, sanitary sewage, trash, 
and lubricating oil. 

The wastes generated from well drilling activities are usually stored in a 
reserve pit next to the drilling rig. Usually one reserve pit is constructed per 
drilling site. Current regulations require pits constructed above unconfined 
groundwater aquifers to be lined. This will limit reserve pit constituents leaching 
into and contaminating groundwater. 

Pollution discharges into U.S. navigable waters has been compiled by the 
U.S. Coast Guard (1989) for the 1986-1989 period. The Coast Guard information 
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categorized spills into thre groups: oil, hazardous substances, and other. The 
data is presented in tables by general area, type of oil spilled, source of the spill 
(type of vessel, land vehicle, or land facility), type of incident causing the spill, 
and a frequency distribution of oil spill sizes. The data is not summarized by 
frequency distribution, vessel, and location, which would be useful for this 
analysis. Consequently, it is impossible to assign the oil spill frequency 
distribution data to oil tankers and barges. 

4.2.3 Offshore Drilling 

Offshore drilling technology is similar to onshore drilling technology, 
except that a supporthg platform is needed for offshore drilling rigs. Different 
plaeorms have been developed for offshore drilling; these include barges, drilling 
ships, jack-up drilling rigs, semi-submersible rigs, and others. 

Drilling ships are used extensively for offshore drilling and are self- 
propelled. These ships maintain positions by an anchor and chain system or by a 
dynamic positioning system. These dynamic positioning systems often consist of 
a series of propellers or thrusters coupled to sensors which detect and compensate 
for movement. 

A jack-up drilling rig is equipped with tubular or derrick legs that support 
the plaeorm deck and hull. ~ A jack-up rig is towed or propelled to a location with 
its legs up. While positioned over the drilling site, the bottoms of the legs rest on 
the ocean floor. The legs are then firmly positioned on the ocean floor, and the 
deck and hull height are adjusted and leveled. 

A semi-submersible drilling rig is a floating offshore drilling structure that 
has hulls submerged in the water but not resting on the sea floor. Semi- 
submersible rigs are either self-propelled or towed to a drilling site and are either 
anchored andor dynamically positioned over the site. Semi-submersibles are more 
stable than drilling ships and are used extensively to drill wells in rough waters. 

The major environmental-cs  regarding offshore drilling center around 
its impacts on marine biological species,mch as fish, marine mammals, and birds. 
The environmental consequences of oil spills from offshore production are of 
special concern to the public. Significant oil spills related to offshore production 
are infrequent, but can occur due to welkblowouts, fires, s@ms, hurricanes, and 
leaks of the pipeline system used to transport crude from oil platforms to onshore 
storage facilities. Virtually all of the offshore oil produced in the Gulf of Mexico 
and the Califinnia coastal areas is transported onshore through pipelines. Oil leaks 

- 
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from underwater pipelines may result from corrosion outside or inside pipelines; 
some leaks may be difficult to detect. 

Offshore drilling activities produce air pollution, wastewater, and solid 
wastes similar to onshore drilling activities. The amount of air emissions, 
wastewater, and solid wastes per barrel of crude produced from offshore drilling 
is larger than that from onshore drilling because of the intensive activities involved 
in offshore drilling. For example, energy consumption for offshore oil production 
is six times as high as that for onshore oil production (U.S. Department of Energy 
1983). However, the effects of these emissions from offshore drilling are probably 
minimal because a large body of ocean water acts as a sink for wastewater and 
solid wastes, and because few humans are exposed to the air pollution. 

During offshore operations, water from the geological formations is often 
ejected. These waters may contain mineral salts such as iron, calcium, 
magnesium, sodium, and chloride and often contain small amounts of oil. The 
effects of this discharge is dependent on a variety of factors such as distance from 
shore, water currents, and water depth. 

4.2.4 Oil Extraction 

Upon the completion of drilling a well, if tests show that commercial 
quantities of oil and gas are present, the well must be prepared for production. To 
do so, production casing is first run into the hole and cemented permanently into 
place. Then, strings of production tubing are set in the hole, productive intervals 
are isolated with packers, and surface equipment is installed. During these 
operations, drilling fluid may be modified or replaced by specialized fluids, called 
completion fluids, to control flow from the formation. Completion fluid may 
consist of a brine solution modified with petroleum products, resins, polymers, and 
other chemical additives. When the well produces oil, the completion fluid may 
be reclaimed or treated as a waste product and disposed of. 

Two types of extraction methods are employed to extract oil from under the 
ground to the surface conventional extraction methods and enhanced oil r m e r y  
methods. These two methods create different intensities of environmental 
pollution. 

4.2.4.1 Conventional Extraction Methods 

In conventional extraction methods, oil and gas are extracted from a 
reservoir by using the natural pressure of underground oil reservoirs or artificial 
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lift methods, such as surface or subsurface pumps and gas lift, to bring oil out of 
the formation and up to the surface. 

Oil wells generally produce a wide variety of hydrocarbon compounds 
ranging from methane gas to very heavy oils. Crude oil is often produd under 
high pressures and high temperature. Fugitive emissions and spills, attributable to 
poor housekeeping, high pressures, and the corrosive environment, produce air 
pollution. 

Wades from oil extradion include hydrowbon solids, hydrates, and other 
deposits removed from piping and equipment; pigging wastes from gathering lines; 
basic sediments, water, and other tank bottoms from storage facilities and 
separators; produced water; constituents removed from produced water; 
accumulated materials (e.g., hydrocarbons, solids, sand, and emulsion) from 
production separator, fluid-treating vessels, and production impoundments that are 
not mixed with separation or treatment media; and materials ejected from a 
production well during a blowout (Environmental Protection Agency 1987a). 
Materials such as benzene, phenanthrene, lead, barium, arsenic, fluoride, and 
antimony are found in various concentrations in these wastes. Consequently, the 
effects on the local environment may vary. 

4.2.4.2 Enhanced Oil Recovery (EOR) Extraction Methods 

Some deposits of crude oil consist mainly of thick, highly viscous crude oils 
which require an EOR method to modify them before they can be extracted from 
the ground. It is estimated that two-thhls of the,oil left underground is due to high 
viscosity and unfavorable reservoir geology (califolia Energy Commission 199 1). 
Some of this oil can be recovered with EOR methods.. I . '  .. . 

An EOR method employs a secondary methodin addition to the primary 
method used in conventional extraction. Three general EOR secondary methods 
can be used: thermal recove@,- chemical flooding, and gas displacement. 

I *  
3 -  

In the theiniu2 wmwy method,. heat is applied to the reservoir by injecting 
it with steam. The steam;is generated by burning fuel oil or natural-gas, which 
produces air pollutants. The high-pressure injection of water into resewoirs and 
the subsequent disposal of wastewater could. contaminate surrounding aquifers. 

In the chemicalcflooding method,' a mixture of chemicals and water is 
injected into a reservoir in order to generate fluid properties that are more 
favorable for oil extraction. Groundwater contamination can be caused by the 
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chemicals injected into the reservoir. The subsequent disposal of chemical wastes 
may cause surface and groundwater contamination. 

In the gas dispZacemnf method, gases (mainly Cod are injected into a 
reservoir to sweep oil toward a production well. Injected gases may cause 
groundwater contamination. 

The land consumption, water consumption, and energy consumption of 
EOR extraction methods are very high relative to the conventional extraction 
method. For example, in thermal recovery, one unit of energy is needed for every 
three units of energy produced (California Energy Commission, 1991). In 
contrast, one unit of energy is needed for every 70 units of energy produced 
through the conventional extraction method (DOE, 1983). Therefore, the amount 
of air emissions, wastewater, and solid wastes generated per barrel of crude 
produced through EOR methods is larger than that produced through the 
conventional method. 

The EJ[A estimates that oil production from EOR methods in 1990 was 
about 0.66 million barrels per day, about 9% of the total oil produced (Energy 
Information Administration 1991b). Oil production through EOR methods is 
expected to increase considerably through the year 2010 (Energy Information 
Administration 1991~). 

4.2.5 Treatment and Storage of Crude at Production Sites 

4.2.5.1 Crude Treatment in Production Fields 

Crude oil is brought to the surface with a mixture of oil, water, and gas. 
In the U.S., about 20% of the natural gas produced is a co-product of oil 
production (Energy Information Administration 1991b). As producing reservoirs 
are depleted, their water/oil ratio may increase considerably, resulting in higher 
water content in the mixture. Water can account for amounts ranging from less 
than 10% to greater than 50% of the total fluids produced from a single well. 
Virthlly all water in the mixture must be removed before the oil can be transferred 
to a pipeline (the maximum allowed water content in oil delivered to pipelines is 
about 1% by weight). Thus, it is necessary to separate oil, gas, and water. This 
separation is accomplished by on-site crude treatment facilities. 

An on-site crude treatment hcility usually includes an owgas separator, an 
oil/water separator (heater treater), oil storage tanks, and produced water storage 
tanks. During the separation pmcess, the dgadwater mixture is first fed into the 
oil/gas sepatator, where gas is separated from the mixture. Since some owwater 
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mixtures can be separated by their gravity, the separation of water from oil is done 
in settling tanks. When emulsions are difficult to break, heat is usually applied in 
the "heater treater," or deemulsifjhg agents are applied to the mixture. The 
separated oil is then stored in oil storage tanks until it is transported to central 
storage terminals. Impurities contained in crude, such as salt and sand, are also 
removed during the treatment process. 

A large quantity of produced water is generated from the separation 
process. The API estimates that 20.9 billion barrels of produced water were 
generated in 1985 from crude production sites (Environmental Protection Agency 
1987a). Most produced water is strongly saline. If chloride levels and the levels 
of other constituents are low enough, produced water may be used for beneficial 
purposes such as agricultural irrigation or livestock watering. Produced water also 
contains petroleum hydrocarbons and metals. 

Produced water can be disposed of through the use of annular injection into 
producing wells (although only a small percentage of produced. waters is disposed 
of by this method). This method has the potential to adversely affect underground 
sources of drinking water if not properly monitored. Produced water can also be 
disposed of in injection wells. This method has the potential to degrade 
groundwater in the vicinity if these injection wells are inadequately designed, 
constructed, or operated. Nation-wide, 95% of all produced water is injected for 
disposal or used in enhanced recovery methods (Environmental Protection Agency 
198%). 

Low-volume production-related wastes include many chemical additives, 
production tank bottoms, and scrubber bottoms. These wastes can be managed 
through on-site or offssite management methods. Currently, the EPA and states 
regulate the construction and aperations of class II oil and gas wells. On-site waste 
management methods include subsurface injection; evaporation and- percolation 
pits; and discharge of produced waters to surface water bodies (Environmental 
Protection Agency 198 ff-site waste management methods include the use 
of solids from waste which can be used as materials for road pavement 
or other land pavement (suchas parking lot pavement). , 

The sludges and liquids that settle out of the oil as tank bottoms throughout 
the Separation procgss must be collected and disposed of. Tank bottoms are usually 
hauled away from the production site for disposal. . . I  

* F  

Both crude oil and natural gas may contain H2S. SQ emissions are 
generated at plants where H2S is removed from natural gas. H2S dissolved in oil 
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does not pose a danger, but when it is produced at the wellhead in gaseous form, 
it poses occupational risks. 

Volatile organic compounds (VOCs) may be released from leaks in 
production equipment or from pressure vents on separators and storage tanks. 
VOC emissions may also be caused by the evaporation of hydrocarbons from 
wastewater reserve pits. 

4.2.5.2 Crude Storage at Production Sites 

The treated oil is stored at production sites until it can be transported to 
central storage terminals. The storage of crude oil in storage tanks and the transfer 
of crude to and from storage tanks generate HC evaporative emissions. The 
cleaning of storage tanks produces sludges and, therefm, results in water pollution 
and solid wastes. 

4.2.6 Crude Transport from Production Sites to Central Storage Terminals 

Crude oil from numerous producing sites is transported to central storage 
terminals to provide storage for segregation, batching, blending, and inventory 
necessary for mass-de, longdistance transportation. Central storage terminals 
are usually located at water ports or at the end of long-distance pipelines. 

Tank trucks or small pipelines are usually used to transport crude from 
production wells to central storage terminals. The transport distance depends on 
the locations of ports, pipeline ends, and production sites. 

When tank trucks are used to transport crude, air emissions are caused by 
tank vapors being displaced as crude is loaded into the tanks. Air emissions from 
truck tailpipes also contribute to transport emissions. The cleaning of tanks may 
caw surface and ground water contamination and produces sludges. When crude 
is transported through pipelines, air emissions are negligible. 

4.2.7 Crude Storage in Central Storage Terminals 

Crude is stored in central storage terminals for mass-de, longdistance 
transportation. The types of storage terminals include inland pipeline terminals, 
marine shipping terminals, onshore marine receiving terminals, offshore marine 
receiving terminals, barge shipping terminals, and barge receiving terminals. 

Five types of storage tanks are used for storing crude and refining products 
(Environmental Protection Agency 1985): 1) fmed-roof tanks consisting of a 
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cylindrical steel shell with a permanently affixed roof, 2) external floating-roof 
tanks consisting of a cylindrical steel shell equipped with a roof which floats on the 
surface of the stored liquid, rising and falling with the liquid level, 3) internal 
floating-roof tanks equipped with both the permanently fixed roof, and a deck 
inside which rises and falls with the liquid level, 4) pressure tanks equipped with 
a pressudvacuum vent that is set to prevent venting loss from boiling and 
breathing loss fiom daily temperature! changes, and 5)  variable vapor-space tanks 
equipped with expandable vapor reservoirs to accommodate vapor volume 
fluctuations attributable to temperature changes. Floating-roof-type storage tanks 
are widely used in the U.S. due to evaporative emission regulations and tank safety 
concerns. 

HC evaporative emissions released during crude storage are a major 
concern. There are three sources of HC emissions during crude storage: breathing 
losses (i.e., evaporation during crude storage in the tank), filling losses, and 
emptying losses. Breathing losses are due to daily temperature changes; filling 
losses are due to vapors displaced from transportation tanks during loading; and 
emptying losses are due to vapors displaced from storage tanks during unloading. 

The amount of evaporative emissions generated is a function of the type of 
tanks, the true vapor pressure of the crude, temperature changes in the tanks, tank 
outages, tank diameters, schedules of filling and emptying, mechanical conditions 
of tanks and seats, types of paint applied to the outer surface of tanks, and types 
of tank seals. 

Evaporative emissions can be controlled effectively by the use of floating- 
roof tanks, vapor recovery systems such as vaporfiquid absorption and vapodsolid 
adsorption,. and thermal oxidation. Thermal oxidation in which an airhapor 

fold into the combustion area of an 
HC evaporative emissions. Other pollutants 

of less concern during crude storage include SG, NG, CO, PM, and CO,. These 
pollutants are generated from:@ heating, fuel combustion for pumping, and 
dust. . 4 .  

, *  

. Solid wastes s tank bbttoms usually generated at a storage 
terminal if the crude storage tanks are k k t  well mixed and all of the contents are 
transported to a refinery for processing. Crude shipping facilities (Le., marine 
tankers and barges),chowever, may generate wastewater and solid wastes fmm the 
treatment of disposed ballast water. 

Slop oil is produced in storage terminats. It is the dwater emulsion which 
is normally collected in a tank as the residue of tank cleaning operations. 
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A major task in storage terminals is to treat wastewater contaminated by oil, 
ballast water, and sanitary water prior to discharge. The treating methods for oil- 
contaminated wastewater employ the use of API separators, CPI (corrugated plate 
interceptor) separators, or other types of gravity separators. 

4.2.8 Crude Transport to Refmeries 

In the U.S., most crude oil is produced in the Gulf Coast region and in 
Alaska. For example, in 1990, the Gulf Coast region produced 45% of the 
domestically produced crude, and Alaska produced 24% (Fmergy Information 
Administration 1991a, p. 44). In addition, imported crude accounts for about 40% 
of the total crude supplied to U.S. ~fheries. Crude is transported through marine 
tankers, barges, pipelines, rail tankers, and tank trucks. 

The bulk of imported crude oil is delivered by marine tankers. Pipeline 
deliveries from Canada account for about 12% of the total imported crude oil 
(National Petroleum Council. 1989). Foreign crude oil may be in transit for up to 
forty-five days after loading (assuming it is transported from the Middle East 
region to the Gulf Coast region). More than 75% of foreign crude oil is 
transported to and refined in Petroleum Administration for Defense Districts 
(PADDs) I and III (see attached map for each of the PADDs) (Fig. 4.2.1.). 

Most domestic crude oil is refined in the same region in which it is 
produced. Inter-PADD crude movements are mainly accomplished through 
pipelines. A negligible amount of crude oil is transported to refineries by railroad 
tankers. 

There are four major activities 
involved in crude transportation: 
crude loading, crude transportation, 
crude unloading, and cleaning of 
tanks. These activities and the 
pollution produced by each are 
described in the following paragraphs. 

4.2.8.1 Crude Loading 

During crude loading, HC emissions are caused by the displacement of 
vapor space of storage cargo by crude. The amount of emissions produced from 
loading crude depends on the physical and chemical characteristics of the previous 
cargo, the method of loading the new cargo, and the physical and chemical 
characteristics of the new cargo. 
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Ballast water is applied to barges and tankers to maintain vessel stability 
during the trip back to storage terminals. The amount of ballast water required to 
stabilize a vessel depends on the ship design, its operation, and the regulations 
governing the discharge of ballast water. Usually, about 1596-4096 of the cargo 
Capacity is filled with ballast water to maintain vessel stability during the return trip 
(Environmental Protection Agency 1985). The ballast water discharged from 
tankers is contaminated by the previous contents of the compartments. Therefore, 
the amount of oil in ballast water can be reduced by cleaning the compartments 
before they are filled with water. Recently, ships have been designed with 
dedicated ballast water compartments to eliminate the mix of crude or crude 
products with remaining ballast water in the compartment and to control water 
contamination by crude or products. Thus, ballast water contamination caused by 
ballast water displacement of crude storage compartments will decrease in the 
future. 

4.2.8.2 Crude Transportation 

Steam boilers used as vessel engines produce air emissions of HC, CO, 
NG, S G ,  PM, and CO, due to the combustion of diesel fuels and/or bunker fuel. 
However, these emissions are minimal on a per-barrel-of-crude-transported basis. 
If pipelines are the transport mode, air emissions are produced by burning diesel 
fuels for pumping and heating. Still, the amount of emissions may be less than 
those from vessels (primarily because less energy is consumed per barrel of crude 
transported through pipelines than per barrel transported by vessels). 

Oil tankers and tank trucks are generally empty during return trips 
@eLuchi, Wang, and Greene 1991). Therefore, the emissions of both the trip to 
refineries and the return trip to storage terminals should be accounted for when 
calculating the emissions produced from transporting crude and oil products. 

HC transit losses occurring during the cargo transit are similar to breathing 
losses associated with petroleurn storage. The amount of transit emissions depends 
on the extent of venting from cargo tank during transit, which, in turn, depends on 
the vapor tightness of the tank, the pressure-relief-valve settings, the pressure in 
the tank at the start of the trip, the vapor pressure of the crude being transported, 
and the degree of fuel vapor saturation of the space in the tank. 

4.2.8.3 Unloading Crude 

Unloading crude creates HC emissions in the storage tanks located in 
refmeries due to vapor space displacement similar to the HC emissions released 
from storage tanks in crude terminals. Ballast water is usually f'illed in some 
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storage compartments of a vessel. The displacement of HC vapors by ballast water 
also causes HC emissions. In ozone non-attainment areas, ballasting emissions are 
regulated and, therefore, controlled by discharging the vapors during ballasting into 
a cargo tank being simultaneously unloaded. Vessels in the storage terminals of 
attainment areas may emit vapors directly into the atmosphere. Some vessels are 
designed with dedicated ballast water compartments. The use of dedicated ballast 
water compartments for vessels helps reduce HC emissions due to vapor 
displacement. 

4.2.8.4 Tank Cleaning 

The h e r  surface of a cargo tank is rough, uneven, and pock-marked with 
thousands of minute pore openings, causing a considerable amount of oil to adhere 
to the side of the tank. It has been found that about 0.3% of the crude in the tank 
of a tanker adheres to the inner sufface of the tank. Thus, the adhered oil must be 
washed out regularly. 

Nondedicated tanks which are used to transport Werent petroleum cargoes 
must be cleaned after every trip. For example, about 22% of rail tanks and tank 
trucks are not in dedicated seMce (Environmental Protection Agency 1985). 
Dedicated tanks which are used to transport one type of fuel must be cleaned prior 
to repair or testing. 

Tank cleaning is mainly conducted at shipping and receiving terminals, 
where the waste goes to the waste treatment system. Steam, water, detergents, and 
solvents are used as cleaning agents. These agents cause water contamination 
during cleaning. The cleaning activities generate solid wastes as well. The 
average amount of residual material cleaned from a rail tank =,with a capacity of 
10,OOo-34,OOO gallons is estimated to be 550 lbs (Environmental Protection 
Agency 1985). Vapors from cargo cleaning not flared or dissolved in water are 
dissipated into the atmosphere as air emissions. 

4.2.8.5 Oil Spills- 

Oil spills occur during crude and product storage and transport. Oil spills 
cause ground and surface water amtaminathn, beach&xmtamination, air emissions, 
and fire hazards, all of which have large adverse impacts on ecosystems (e.g., 
destroying or limiting marine life, ruining wildlife habitat, killing birds, etc.). 
During the period €iom 1984 through 1986 considerably more crude oil was spilled 
by accidents to vessels than offshore oil production incidents. For example, in 
1986, approximately 3.4 million gallons of oil were spilled by oil carrying vessels 
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in U.S. waters (2,819 incidents) cornpmd with approximately 12 thousand gallons 
spilled due to offshore drilling activities (260 incidents). 

SmaU-scale spills or leaks OCCUT very often. These spills are mainly caused 
by equipment failures. Proper design, inspection, and niaintenance of general 
facilities are important to prevent these spills. Oil storage tank materials and 
construction should be compatible with the oil stored and the storage conditions 
(e.g., pressure and temperature) to prevent oil leaks. 

Extzemdy large accidental spills occur less often. For example, the 1989 
&on Val& accident spilled 10.08 million gallons of crude. Most large marine 
tanker spills occur within fifty miles of land. Most spills result from groundings, 
rammings (i.e., the vessel hits a fixed structure), or collisions. 

4.2.8.5.1 Spill Prevention and Control 

It has been reported that 88% of the total number of accidental oil spills can 
be attributed to human errors (Sittig 1974). Reduction of human errors is, 
therefore, critical to limiting accidental oil spills. Precautions such as equipping 
plants with spillantainment features and alarms, designing workable and efficient 
contingency plans, employing trained spill control personnel, and using adequate 
spill control equipment are effective in preventing and controlling accidental spills 
in storage terminals. 

An important factor in the cause of spills by vessels is the stopping ability 
of the tankers under crash-stop conditions. It has been reported that the most 
important factor in connection with collision and stranding is crash-stop ability 
(Sittig 1974). Unfortunately, the ability of tankers to come to a crash stop 
decreases as their size increases. Thus, larger tankers have both a higher 
probability of having accident-related spills as well as the potential for larger scale 
spills. 

Also, the use of double hulls on oil tankers tends to reduce the probability 
of oil spills. Thus, the Oil Pollution Liability and Compensation Act of 1990 
requires all new tankers operating in U.S. waters to have double hulls (Energy 
Information Administration 1991b). Single-hulled tankers must be phased out 
during 1995-2000. 

4.2.8.5.2 Oil Spill Liability Issue 
' The Oil Pollution Liability and Compensation Act of 1990 imposes limited 

federal liabilities on vessels and facilities (onshore and offshore facilities as well 
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as ports) for oil spill cleanup and damage repair, allows states to impse unlimited 
liability, and establishes a federal oil spill cleanup fund mergy Information 
Administration 1991b). Thus, the act in some degm internalizes the damage of 
accidental oil spills in a private company's operation activities. 

4.2.9 Crude Storhge in Refining Plants 

Crude must be stored in refineries to facilitate continuous refining 
Operations. The storage capacity for crude oil at a refinery depends mainly on the 
capacity of the refinery and transportation mode for the crude (e.g., pipeline- 
supplied refineries need less storage capacity than tanker- or barge-supplied 
refineries due to pipeline's steady supply of crude). In 1990, the storage capacity 
for crude oil in U.S. refineries was 204 million barrels (Energy Information 
Administration 1990). Of this 204 million barrels of storage capacity, some may 
be as unavailable ullage or be occupied by tank bottoms. We assume that 10% of 
the total Capacity is not available for storing crude. Since the average crude input 
of U.S. refin&= is about 13.4 million barrels per day, assuming 90% of the total 
storage capacity available, the average loading interval of storage capacity is about 
13.7 days. 

Floating-roof tanks are usually used for crude storage at refineries because 
of safety and emission regulations. Floating-roof storage tanks cause less HC 
emissions than fixed-roof storage tanks. The air emissions released from storing 
crude in refineries are mostly comprised of HC emissions caused by vapor space 
displaced during loading and by breathing losses due to daily temperature changes. 

During storage, water and suspended solids contained in crude oil tend to 
settle out to form a water layer at the tank bottom. This is typically in the form of 
a sludge which usually contains foul smelling sulfur compounds and high dissolved 
solids concentrations. ' Sludge withdrawn from storage tanks also includes some 
emulsified oil. 

s i  

Storage tank cleaning Operations, which are required intermittently, produce 
a significant amount of oily wastewater. The yastewater from cleaning operations 
is typically high in oil and-total suspended solids (TSS) and has a high chemical 
oxygen demand (COD). < 

4.2.10 Crude Treatment in Refmeries 

Crude is usually washed to remove salt and brines before it is refined. The 
so-called desalting process is typically pedormed by either chemical or electrostatic 
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desalters, although the latter method is becoming universally adopted. In chemical 
desalting, a chemical demulsifying agent and a water-soda ash mixture are used. 
Heat is provided to promote contact between water and brine droplets. The 
emulsion is then broken down in a long coalescing section, allowing water droplets 
to coalesce. The oil and water then separate into layers in a settling drum. 

In electrostatic desalting, a wash-water and crude oil mixture is applied at 
high temperature to provide thorough contact between entrained salt and the wash- 
water. A water-in-oil emulsion is formed, and this emulsion is destabilized by 
applying an electnjstatic field to the mixture, which causes the water droplets to 
agglomerate and separate. 

Wastewater containing various removed impurities is discharged into the 
waste stream while clean desalted crude oil flows from the upper portion of the 
holding tank. The wastewater stream from the desalting process contains 
emulsified and, occasionally, free oil, ammonia, phenol, sulfides, and suspended 
solids. These pollutants produce a relatively high BOD, (biological oxygen 
demand) and COD. The wastewater also contains chlorides and other dissolved 
materials that contribute to the dissolved solids. There are also potential thermal 
pollution problems because the temperature of the wastewater produced from the 
desalting process often exceeds 95°C (Environmental Protection Agency 1974). 

The desalting process produces sludge containing oil and small quantities 
of hazardous compounds such as trace elements. The quantity of sludge produced 
depends on the quality of the crude oil. The wastewater produced contains 
emulsified and fr& oils, ammonia, phenols, sulfides, suspended solids, and 
dissolved solids. 

4.2.11 Crude Ref- 

Although refineries are located aU over the U.S., 56% of the U.S. refining 
capacity is amcentrated in three states: Texas which has a capacity of 4.0 million 
barrels per stream day; Louisiana which has a capacity of 2.2 million; and 
California which has a capacity of 2.2 million (Argonne National Laboratory 
1990). (A stream day is an operating day on a process unit, including a calendar 
day and an allowance for downtime.) A large refining plant may have a capacity 
of over 100,OOO bbYsd. 
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4.2.11.1 Refining Products 

In 1990, the total production of all refining products was 5,392 million 
barrels (Energy Information Administration 1991a). The production of refining 
products is presented in Table 4.2-1. 

Refining plants are designed to produce a mix of various products so that 
crude feedstocks can be utilized knomically. To respond to the change in 
demand for certain products, the mix of products can be changed to some degree 
by changing the type of crude feedstock used and the refhhg processes employed. 

A question facing the oil fuel cycle project is how to allocate environmental 
pollution from a refinery to various re!ining products. Our approach is to use the 
shares of products from the refmery as the weighing factor for allocating 
environmental pollution among products, with consideration of dedicated processes 
for certain products. We will not include pollution from these processes that do 
not produce fuel oil. 

4.2.11.2 Refining Processes 

The number and type of refining processes involved in a refinery are 
essentially determined by the compositions of petroleum feedstocks and the chosen 
petroleum products. Refining processes are usually classified into three general 
categoxi&: physical skpa&tion, chemical ieaction, and treating processes. 

Physical separation processes &te crude oil into its major fractions 
according to th&bo*g + fraction is a m i h m  of hydrocarbons with a 
particular boiling range:) s w s k l  forthe physical separation is usually 
a fractionating tower. Fractions With different boiling points are removed at 
different levels of the fiictionatirig tower. ' 

- ,  1 
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Table 4.21. U.S. ref- products: 1990 
(Source: Energy Information Administration, 1991a) 

Amount 

(million 
barrels) 

Product Category Produced Products Included 

Motor Fuels 3,092 Motor Gasoline 
Aviation Gasoline 
Jet Fuels 

Nos. 1,2, & 4 Diesel fuels 
Kerosene 

Distillate Fuel Oils  1,083 Nos. 1,2, & 4 Fuel Oils 

Residual Fuel Oils  374 Nos. 5 & 6 Residual Oils  
Asphalt 163 Asphalt 
Lubricants 61 Lubricants 
Other Products 646 Petrochemical feedstocks 

(naphtha, liquefied gases, 
aromatics) 
LPG 

butane) 
Petroleum Coke 

Sulfur 

(methane, ethane, propane, 

(sponge coke and needle coke) 

Total Products 5,392 

Two types of distillation are employed for physical separation: atmospheric 
distillation and vacuum distillation. The latter usually follows the former. As of 
January 1991, U.S. refineries had a 15.7 million barrel per day combined 
atmospheric distillation Capacity and a 7.3 million barrel per day combined vacuum 
distillation capacity (Energy Information Administration 1991a). 

-. In atmospheric distillation, crude oil is distilled 
by heating it at near-atmospheric pressure. Re-heated crude enters a pipe-still 
furnace, where it is heated. A foaming stream of petroleum leaves the furnace and 
passes to a fractionating tower, which is a vertical cylinder or column with trays. 
Different components of crude are separated by the trays based on their boiling 

. . .  
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points. The separated fractions are condensed, and the liquid products are cooled 
using cooling water or other heat exchange processes. 

Pipstill furnaces are fired with gas or oil. Due to the high temperatures 
involved, undesired cracking reactions can occur in pipe stills, resulting in coke 
deposits. Periodical cleaning of coke deposits from pipe stills generates sludges. 

A substantial amount of energy is required for heating crude. It is 
estimated that energy consumption for heating crude is about 2% of the energy 
throughput in a refinery if oil is used for heating (Neumann and Rahimian 1984). 
Consequently, the combustion of gas or oil produces air emissions of HC, CO, 
NQ, S G ,  PM, and CO,. Currently, air emissions of NG, S G ,  and PM from 
furnaces in re!ineries are regulated. 

-. The reduced crude withdrawn from the bottom of the 
atmospheric fractionating tower is composed of high-boiling-point fractions. When 
distilled at atmospheric pressure, these fractions may decompose and polymerize. 
They must be distilled in a vacuum tower at a very low pressure in a steam 
environment. This distillation process is d e d  vacuum distillation. Petroleum 
fractions withdrawn from the vacuum distillation tower include lube distillates, 
vacuum oil, asphalt stocks, and residual oils. The vacuum in the vacuum 
distillation tower is normally maintained by the use of steam ejectors or vacuum 
pumps. 

. .  

The primary air emissions produced from vacuum distillation are associated 
with the use of steam ejectors and vacuum pumps. The majority of the vapors 
withdrawn from the vacuum distillation, tower are condensed in condensers. The 
non-condensable part of the vapors may be vented into the atmosphere. It is 
estimated that about 50 lbs of non-condensable hydrocarbon vapors are generated 
per 1 ,O00 barrels of topped crude: processed by ,vacuum distillation. Another 
mrce*of air emissions is combustion products from the process heater. Fugitive 
hydrocarbon emissions fmrn,leaking seals and fittings also occur during vacuum 
distillation. t -  - 1. b I 

Control methods applicable to non-condensable emissions include venting 
the non-condensable vapors into blowdown systems or flue-gas systems, and 
incinerating them in fumacesdor waste heat boilers. 

t 

The wastewater from both atmospheric and vacuum distillation generally 
comes from various sources. Condensers and heat exchangers are used to condense 
vapors and cool liquids. Circulating water in a cooling tower then absorbs the heat 
from the steam discharged from condensers and heat exchangers. Some of the 
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cooling water from cooling towers evaporates into the atmosphere. Because 
cooling water eventually becomes contaminated by solids build-up, the circulated 
cooling water must be periodically de-sludged and replaced by fresh water. The 
discharge of the replaced water contains toxic compounds, heat, and oil. 

Another wastewater source is the water drawn off from overhead 
accumulators prior to the recirculation or transfer of hydrocarbons to other 
fractionating towers. This source is a major source of sulfides and ammonia. This 
wastewater also contains significant amounts of oil, chlorides, mercaptans, and 
phenols. A minor source of wastewater is the discharge from oil sampling lines. 
This may form emulsions in the sewer. A wastewater source usually unique to 
vacuum distillation is the very stable oil emulsions formed in the barometric 
condensers used to create reduced pressures in the vacuum distillation units. 
However, when barometric condensers are replaced with surface condensers, oil 
vapors do not come in contact with water. Consequently, emulsions do not 
develop. 

4.2.11.3 Auxiliary Facilities 

4.2.11.3.1 Boilers for Generating Steam 

Steam is used for heating and separating hydrocarbon streams and for 
generating power through steamdriven turbines, compressors, and pumps. When 
used for heating, steam usually heats feedstocks indirectly in heat exchangers, and 
then returns to the boiler. In direct contact operations, steam can serve as a 
stripping medium or a prdcess fluid. Steam may be used in vacuum ejectors to 
produce the vacuum needed for some refining processes. 

The steam circulation system in a refinery discharges some condensate as 
blowdown and requires the addition of boiler make-up water. Refinery gases, 
natural gas, and residual oils are used for steam boilers. Thus, emissions of HC, 
CO, NO,, S4, PM, and C q  are produced by steam boiler combustion. The 
emissions of NG, S 4 ,  and PM are currently regulated. 

4.2.11.3.2 Wastewater Treatment Plants 

Wastewaters are generated fmm various refining processes. The discharge 
of wastewater is subject to regulations under the federal Clean Water Act. 
Therefore, wastewaters are treated in refineries before discharge. Wastewater 
treatment plants in refineries generally include neutralizers, oivwater separators, 
settling chambers, clarifiers, dissolved air floatation systems, coagulators, aerated 
lagoons, and activated sludge ponds. 
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Air emissions from wastewater treatment plants include fugitive emissions 
and dissolved gases that evapofate from the surfhca of wastewater residing in open 
process drains, wastewater separators, and wastewater ponds. The control of air 
emissions involves covering wastewater systems, such as API separators and 
settling basins, and removing dissolved gases from wastewater streams with sour 
water strippers and phenol recovery techniques. 

4.2.11.3.3 Sulfur Recovery Plants 

Sulfur recovery plants convert H,S generated from various processes to 
elemental sulfur. Emissions from the sulfur recovery unit include SO,, hydrogen 
sulfide, other reduced sulfur compounds, CO, and VOC (Environmental Protection 
Agency 1985). Emissions of SO, and YS fiom sulfur recovery plants are 
regulated under New Source Performance Standards requirements. 

4.2.11.3.4 Cooling Towers 

Cooling towers cool water circulated over the tower by moving a 
predetermined flow of ambient air through the tower with large fans. The air- 
water contact causes a small amount of the water to evaporate. The remaining 
circulated water is cooled. Besides evaporation loss, water losses are also caused 
by drift and blowdown. The blowdown causes heat pollution in the discharge 
Stream.  

Cooling-water circulation rates for refineries range from 0.3 to 3.0 gallons 
per minute for each barrel per day refinery capacity (Environmental Protection 
Agency 1985). Air emissions from cooling towers consist of fugitive VOC and 
gases stripped from the mling water as the air and water come into contact. H,S 
and NH3 are also found in the cooling water. Cooling water.emissions are 
controlled by ,reducing the contamination of cooling-water through proper 
maintenance of heat exchangers and condensers. The pollution from cooling water 
systems is allocated according to refining processes and, thus, is not presented 
here. 

4.2.11.3.5 Blow-DO- Systems ,” 

I 

Most mfhery procesSing~units and equipment subject to hydrocarbon vapor 
discharges are manifolded into a collection unit, called a blowdown system. By 
using a Series of flash drums and condensers arranged in decreasing pressure levels, 
the blowdown discharges are separated into vapors and liquids. The separated 
liquid is recycled into the refinery. The vapors can either be flared or recycled. 
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Emissions fiom blowdown systems can be controlled by burning the non- 
condensable vapors in a flare or by a gas recovery system. If flaring was used to 
control vapors, air emissions would be produced. To obtain complete combustion, 
steam is injected in the combustion zone of the flare to provide turbulence and to 
inspire air. Steam injection also reduces NO, emissions by lowering flame 
temperature. 

4.2.11.3.6 Compressor Engines 

Compressors are run with reciprocating and gas turbine engines powered 
by natural gas. However, steam engines and electric motors are increasingly used 
to drive compressors. 

Compressor engine emissions come from combustion products. These 
emissions include CO, HC, NO,, aldehydes, NH, , and CQ . Emissions from 
reciprocating engines are higher than those of turbine engines. 

4.2.11.3.7 Process Heaters (Furnaces) 

Process heaters are extensively used to supply the heat necessary to raise the 
temperature of feedstocks to reaction and distillation levels. The fuels used for 
process heaters are refinery gas, natural gas, and residual oils. 

AU Criteria pollutants are emitted from process heaters (Le., HC, CO, NG, 
S G ,  and PM). CO, emissions are also produced during combustion. The amount 
of emissions depends on the type of fuel used and the heat duty of the furnace. 
SO,  can be controlled by fuel desulfurization or flue-gas treatment. CO and HC 
can be limited by increasing combustion efficiencies. NO, can be controlled by 
combustion modification, fuel modification, furnace design, and flue-gas 
treatment. Emissions from process heaters are allocated to appropriate processes 
and are not presented here. 

4.2.12 Storage of Residual Oils in Refimeries 

Final refinery products are stored prior to shipment in adjustment to market 
demands. During this stage, intermittent cleaning of storage tanks can produce 
large amounts of oil, COD, and suspended solids as well as a minor amount of 
BODS. 

Loading fuel oils to storage tanks displaces vapor space in tanks and, 
therefore, causes HC evaporative emissions. Breathing losses due to daily 
temperature changes are probably minimal because of the lower "Reid vapor 
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pressure” of residual oils and because of the wide use of floating-roof storage tanks 
in refineries. Oil spillage during storage and loading could be a problem. 

In 1990, the storage capacity for residual fuel oils at U.S. refineries was 
--six miltion bards (Energy Information Administnition 1990). The available 
storage capacity is smaller than the total capacity because of unavailable tank ullage 
and the space occupied by tank bottoms in a tank. We assume that 90% of the 
total storage capacity is the available capacity. Sin= the daily production of 
residual fuel oils in U.S. refineries is about 0.95 million barrels (Energy 
Information Administration 1991a), the loading interval of residual fuel oils in 
refinery storage tanks averages about fifty-three days. This implies that residual 
fuel oils are loaded to and unloaded from storage tanks less frequently than crude. 
Considering the fact that residual oils are loaded and unloaded less frequently and 
that fuel oils are less volatile, HC evaporative emissions during residual fuel oil 
storage may be trivial. 

4.2.13 Residual Fuel Oil Transportation 

The physical characteristics of residual oils make their transportation 
distinct from that of other products. Residual oils are not normally moved by 
pipelines because of their high viscosity and tendency to become semi-solid at a 
low temperature. Statistical data show that in 1990 no residual fuel oils were 
transported through pipelines (Energy Information Administration 1991a). They 
are transported by marine tankers, barges, or railroad tank cars. Many of the 
marine vessels and tank cars carrying residual oils are equipped with heating mils 
to maintain product fluidity. 

’ The dative hi f switching and loading rail cars makes rail 
movement uncompetitive cks for distances of less than one hundred miles 
(National Petroleum C For transpoitation distances of less than one 
hundred miles, the of residual oils may be accomplished 
economically by tank . 1  

. . .  . .  
. _ . .  . ,r . 

Air emissions are produced from fuel combustion for transportation 
facilities. Diesel is mostly used for barge, railroad, and tank truck transportation; 
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natural gas, electricity, and diesel are used for pipelines. Evaporative emissions 
from fuel oils from cargo space during transit are probably minimal due to the 
lower vapor pressure and high viscosity of fuel oils. 

Tanker cars are most likely used to ship fuel oil by rail. The cleaning of 
the tanker cars generates air pollution and water pollution. For purposes of 
comparison, the average material removed from a 55 gallon drum has been 
estimated at 4.2 lbs (Environmental Protection Agency 1985). It is plausible to 
expect the waste material removed from a tanker to be in excess of 100 lbs 
considering it's volume. Also, oil spills are a potential problem during the 
transportation of residual fuel oils. 

4.2.14 Storage of Fuel Oils in Power Plants 

Fuel oils must be stored at power plants to maintain a fuel supply for 
continuous operation. The environmental impacts of storing fuel oil at oil-fired 
power plants are similar to those of storing fuel oil at refineries. 

4.2.15 Electricity Generation 

4.2.15.1 Generating Technology 

The benchmark technology 
used in this study is a 300 MW oil- 
fired steam boiler electric generating 
plant for each of the two reference 
sites. This is a reasonable size for a 
base load plant, based on data on 
recently-build plants in the U. S. and 
based on field information. Different 
types of technologies generally have 
different size plants. To facilitate 
comparisons among fuel cycles, 
externalities are expressed on a per 
kWh basis. We assume an 80% 
capacity factor for these power plants, 
each generating 57.6xld kwh per 
day, or 2.102~10~ kwh per year. 
Assuming a conversion efficiency of 
35% for oil-fired power plants, approximately 8,940 barrels of residual oil would 
be needed daily for each power plant (assuming 3,412 Btu/kwh and 6.28 million 
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Btulbbl residual oil m, 1991dJ). This translates into about 3.26 million barrels 
of residual oil consumed per year for each of the two plants. 

We assume that in fu tm studies the oil-fired electric generating plants may 
use combinedcycle technology using No. 6 residual oil. 

4.2.15.1.1 Steam Boiler Technology 

There are four stages involved in the generating unit of steam-boiler electric 
power plants: fossil fuel combustion in furnaces, turbine and generator rotation 
driven by steam, steam condensation, and feeding condensed steam into the boiler. 
In the first stage, fossil fuel is burned in a boiler furnace. The evolving heat is 
used to produce pressurized and superheated steam. This steam is conveyed to the 
second stage, the turbine, where it gives energy to rotating blades and, in the 
process, losses pressure and increases in volume. The rotating blades of the 
turbine drive the electric generator or alternator which converts the imparted 
mechanical energy into electrical energy. The steam leaving the turbine enters the 
third stage, the condenser, where it is condensed to water. The liberated heat is 
then transferred to a cooling medium, usually water. Finally, the condensed steam 
is reintroduced into the boiler by a pump. 

Steam electric power plants can be fired by fossil fuels (Le., coal, natural 
gas, and oil) and by nuclear energy. The conversion efficiency of a new steam- 
boiler generator can be 35% (Energy Information Administration 1991d). Usually, 
No. 6 residual fuel oil is used for firing steam boilers in oil-fued power plants. 

4.2.15.1.2 Combustion (Gas) Turbine Technology 

In combustion turbine power plants (simple cycle), fuel is injected into 
compressed air in a combustion chamber. The fuel ignites, generating heat and 
combustion gases, and the gas mixaue expands to drive a turbine, which.is usually 
located on the same axle as the compressor. Various heat recovery, staged 
compression, and combustion schemes are used to increase overall efficiency. 
Combustion turbines require little or no i.oolirig water and, therefore, produce no 
significant effluent. Gas turbines are prekntly.used for peaking capacity with 
distillate fuel oils, although residual oils can also be used. 

4.2.15.1.3 Combined Cycle Gas Turbine 3 

* %  
~ . ?  , 

* I  i 

A combined cycle gas turbine system consists of a combustion 
turbindgenerator which generates electricity, a heat recovery steam generator 
which produces steam from the combustion turbine exhaust heat, and a steam 
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turbine with condenser which generates additional electricity. Combined-cycle 
technology can significantly raise the overall thermal conversion efficiency of 
power plants. For example, the conversion efficiency of a new combined-cycle 
unit can be as high as 45% (Energy Information Administration 1991d). The 
technology is believed to generate less environmental pollution than conventional 
combustion technologies primarily due to the high efficiency of the combined cycle 
system. 

The recovery of waste heat from the combustion turbine exhaust is usually 
accomplished by heat fecovery steam generators (HRSGs). HRSG system designs 
include unfrred, supplementary-fd, and fully-fired heat recovery boilers. 
Unfired HRSGs are convective heat exchangers that respond to the exhaust 
conditions of the gas turbine. They cannot be easily controlled to respond to 
process steam demands. 

If the gas turbine exhaust has a sufficient oxygen content, fuel can be 
burned ahead of the HRSG to increase steam production rates relative to an unfired 
HRSG. The supplementary firing capacity provides the ability to control HRSG 
steam production, independent of gas turbine operation. 

A fblly-fkd HRSG is a unit having the same amount of oxygen in its stack 
gases as an ambient air-iired boiler. The HRSG is essentially a boiler with the gas 
turbine exhaust as its air supply. Steam production from fully-fired HRSGs can 
be six to seven times greater than the unfired HRSG production rate. 

4.2.15.2 Environmental Pollution 

4.2.15.2.1 Air Emissions 

Oil-fired power plants produce emissions of HC, CO, NG, SOX, PM, and 
COP The amount of PM emissions is dependent on the level of mineral matter, in 
the fuel oil. NO, erhssions come from the oxidation of fuel-bound nitrogen and 
the thermal fixation of the nitrogen in combustion air. Fuel NO, is primarily a 
function of the nitrogen content of the fuel and the available oxygen. Thermal 
NO, is largely a function of the peak flame temperature and the available oxygen. 
Generally, oil boilers produce more fuel NO, than thermal NG. 

Small amounts of HC and CO m emitted from burning residual fuel oil for 
steam boilers. Organic compounds present in the flue-gas streams include aliphatic 
and aromatic hydrocarbons, esters, ethers, alcohols, carbonyls, carboxylic acid, 
and polycyclic organic matter. 
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Heavy metals such as arsenic, cadmium, lead, mercury, nickel, manganese, 
chromium, copper, and vanadium are present in flue gases. 

4.2.15.2.2 Water Pollution 

Water pollutants include BOD, COD, TSS, TDS (total dissolved solids), 
oil and grease, chlorine, zinc, copper, and iron. Water quality is also reflected by 
pH and heat of the wastewater. 

A large amount of water is used as cooling water for electric generation. 
The massive volume of cooling water carries away the heat rejected in the 
generation of electric power-heat. The rejected heat is dissipated in part by 
evaporation at a rate dependent upon the cooling facility employed. The methods 
most commonly used for cooling steamelectric thermal discharges are once- 
through cooling, evaporative cooling towers, and recirculating cooling ponds 
(Huston 1975). 

Water pollution regulations for steam electric power plants require the use 
of best practicable technology currently available (BPTCA) and best available 
technology currently achievable (BATCA) and require new source performance 
standards, pretreatment standards for existing sources, and pretreatment standards 
for new sources to be met. 

4.2.15.2.3 Solid Wastes 

The ash from oil-fired plants is usually in the form of fly ash. Vanadium, 
sodium, and sulfur may appear in the ash. Sludge is generated from wet scrubbers 
and spray dryer systems; both for SO,  control. Ash is generated from PM 
emission control systems. Disposal of ash may be a problem due to trace elements 
associated with the ash. The solid wastes generated from power plants are not 
classified as hazardous wastes and, 'therefore, are not subject to EPA's hazardous 
waste regulations. The solid waste generated from oil-fired power plants can be 
disposed of in landfills or on-site. 

4.2.16 Electricity Transmission 

Electricity generated from the two oil-fired power plants is distributed to 
users through an electric transmission and distribution system. Usually, electricity 
generated from a power plant is transmitted to an electric grid system through 
which electricity is distributed to end-users. 
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Transmission lines need to be built in order to transmit electricity from our 
two specific oil-fired power plants to regional electric grid systems. A major 
environmental impact of electric transmission lines is their disturbance of wildlife 
and the possible adverse h d t h  impact of high levels of radiation near transmission 
lines. Air emissions, water pollutants, and solid wastes associated with building 
and operating the electric transmission systems are negligible. 

4.3 REGIONAL REFERENCE ENVIRONMENT AND SCENARIO 
DESCRIPTION 

4.3.1 Introduction 

This section delineates the locations of the oil-fued plants and the related 
sites for crude oil production and refineries, and describes the sites in terms of their 
baseline SOcioecOnOfnic and envifonmental characteristics. Two sites were chosen 
as regional ref- environments for the oil plants to illustrate the differences in 
the analyses that result from different socioeconomic and environmental conditions. 
This study uses a %mile radius from the plant site to define the boundaries of the 
local reference environment. One site is in the Southeastern United States and the 
other in the Southwest. 

Constrained by project resources, our site selections were areas that were 
already well CharacteIized in terms of their socioeconomic and environmental 
parameters. Choosing sites in this manner considerably reduced our data collection 
efforts. Thus, we chose sites for which an environmental impact statement (EIS) 
had been prepared. Although some information in the EIS was updated (e.g., 
population, income), the availability of basic area descriptors significantly reduced 
our data collection efforts. 

In selecting the variables to describe the reference environment, we have 
followed the stan- f m a t  for environmental impact statements as delineated 
by the National Fmvironmental Policy Act -A). Socioeconomic descriptors 
include population, economic base (employment and income), housing, 
government services, tmnsportation, land use, water sources, and historic, cultural 
and archaeological features. Ehvironmental parameters include the hydrology of 
both surface water and groundwater, water quality, meteorology, air quality, noise, 
geology and seismology, aquatic ecology and terrestrial ecology. At the onset of 
this study, we identified sources for these variables. In this section, we will 
present these sources. However, not all of these vatiables were used in the impacts 
and damages analyses in this report. 
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4.3.2 Reference Plant, Oil hoduction, and Refimery Sites 

The site of the oil-fired power plant in the southeast region of the United 
States is what was to have been the location of the Clinch River Breeder Reactor 
(CRBR) in Roane County, Tennessee. This location is on the north side of the 
Clinch River and is approximately 25 miles west of Knoxville and 9 miles south 
of Oak Ridge (hereafter referred to as the Southeast Reference site). The site of 
the oil plant in the southwest region is that of the proposed, but never built, coal- 
fired New Mexico Generathg Station (NMGS) in San Juan County, New 
Mexico-35 miles south of Farmington (hereafter referred to as the Southwest 
Reference site). Figure 4.3-1 is a map showing the locations of these two 
reference sites in the United States. As discussed thoroughly in the ORNURJT 
( lwb),  these sites are used solely for illustrative purposes. Sites elsewhere in the 
country could be used, such as in the Northest U. S., but they would not 
necessarily be representative of all plausible sites even within the Northeast 
region.' 

The crude oil for the Southeast Reference site in 1990 was assumed to be 
produced by wells in a field in southeastern Texas. For the 2010 scenario, oil was 
assumed to come from wells approximately 50 kilometers offshore in the Texas 
Gulf coast. For both scenarios, the oil refinery is assumed to be in the 
metropolitan Houston area, in Harris County, a likely location where oil produced 
inland would be refined. 

The residual oil is assumed to be barged from the refinery to the power 
plant site. The proposed route would follow the Gulf Coast Intracostal Waterway 
from Houston, Texas, to Mobile, Alabama. The Tennessee-Tombigbee Waterway 
would be taken from Mobile to the Tennessee River. The barges would travel the 
Tennessee River to the Clinch River and along the Clinch River to the plant site. 
The total distance is about 1,320 miles. 

The crude oil for the Southwest Refkrmce site was assumed to be produced 
by wells in an approximately 3,000 square mile rectangle bounded by the cities of 
Artesia, Lovington, Hobbs, and Carlsbad in southwest New Mexico. This area 
encompasses portions of Eddy and Lea Counties. The refinerytsite for the 
Southeast Reference environment is in Eddy County, southeastern New Mexico, 
which is the closest refinery. 

The refined oil would travel by highway tank trucks from the refinery to the 
power plant site. T_his is a distance of approximately 450 miles. However, since 
this is an unrealistic distance for petroleum products to be shipped by truck, the 
calculations of truck-related damages in later chapters are arbitrarily scaled down 
to a 30 mile (one-way) distance - the same distance as the Southeast case in the 
coal fuel cycle study ( O W R F F  1994b). 

'Different externality issues can arise at different sites. 
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4.3.3 Socioeconomic Parameters 

As mentioned previously, socioeconomic descriptors of a region include 
population, economic base (employment and income), housing, government 
services, transportation, land use, water sources, and historic, cultural, and 
archaeological features. Sources for all of these variables will be discussed. 
However, we will present data mainly for those variables that were used in the 
analyses of impacts and damages. 

U.S. Bureau of the Census population data were used to derive population 
densities for both sibspecific areas. Population data for the Y-12 plant site in Oak 
Ridge, TN were available in specified distance intervals in 16 directions. These 
population fi- were used as a proxy for the Southeast Reference site, which is 
less than ten des from the Y-12 plant. These are 1989 data that were projected 
from 1980 U.S. Bureau of the Census dah3 The total number of people within 
50 miles of the plant was 943,037. Tables 4.3-1 and 4.3-2 contain incremental and 
cumulative populations, respectively, for given distances. 

For the Southwest Reference site, we were unable to obtain population 
numbers in distance increments from the plant. Therefore, the total population 
within a 50-mile radius was estimated With U.S. Bureau of the Census county-level 
data (1988). The population of the city of Farmington was added to an estimated 
rural population for the 50-mile radius to provide an estimated total population of 
114,494 within 50 miles of the Southwest Reference site. 

There are several additional Sdurks of population data, at differing levels 
of detait and aggregation. The U. S. Bureau of the Census publication Census of 
Population and Housing, Cenrrrr Pact Repo~s (1980) contaiqs population 
characteristics at the census tract level. These charactefistics include age cohorts, 
sex, marital status, and race. Census tracts are defined for Shndard Metr&tan 
Statistical Areas (SMSAs). Although the southeast Ref- site in R m e  County 
does not lie within the Knoxville SMSA, much of the surrounding area does. The 
Southwest Reference site is not within, or &, an SMSA. .-Thus, census tract data 
are not available for that area. The Characteristics of the Population, General 
Population Characteristics, 

'At the time that population data we? being wllected, the 1990 Census data were unavailable. However, 
we ROW have 1990 data for spacifiad distance intervals for the 16 compass directions, using the hypothaized 
pfant UI the center of origin. These data will not be included until thie repolt M revised. 
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United States Swnmaly has 1980 population for individual indian reservations 
which could be useful for the Southwest Reference environment. Contained 
in these volumes are county-level data on total population, population density, 
population by age cohort, race and sex, as well as the number of households, 
number of persons per household, marital status and a number of other 
characteristics. 

The characeristics of the Population, hbnber of Inhabitants, United States 
Swnmary contains information on such characteristics as population densities, 
employment (by occupation and industry) and income. State sources of various 
social and economic variables, at the county-level, are the state statistical abstracts 
(Le., the New Mako Statistical Abstract and the Tennessee Statistical Abstracts). 
These publications contain data on population, income, employment, housing, and 
services. 

The New Mkxico Stafistical Abstract contains state-level employment data 
by industry (mining is broken down by categories) and earnings and hours data at 
the stablevel by industry. The Tennessee St&tid Abstract contains county-level 
employment by occupation and average wages. Additionally, the Bureau of Labor 
Statistics publishes employment, hours, and earnings data by state and selected 
areas within states. 

For transportation, the EIs's of both sites provide a listing of major roads, 
railroads, and airports. 

Land use descriptors in this study provide information on crop production, 
forests, and recreational fishing. Crop production data for the Southeast Reference 
environment were from the Tennessee Department of Agriculture. Specifically, 
there are four crops of intenst: soybeans, wheat, corn, and tobacco. The estimated 
annual production of these crops (for methodology,lsee Section 10.16 in this 
report) for the Southeast Reference site are shown in Table 4.3-3. Crop data were 
not collected for the southwest as ozone modeling was not done for the southwest 
due to a lack of baseline emissions (see Air Quality in this section). An additional 
source of annual crop information at the county-level is the U.S Department of 
Agriculture's publication, Census of Agriculture. 
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Table 4.3-3. Crop production for the 
Southeast Reference environment 

Production 
Crop (lO00s Bushels) 

soybeans 82.28 
wheat 274.54 
Corn 673.00 
Tobacco 3,253.30 

The CRBR EIS states that forest covers nearly all  of the 1364 acres of the 
site. Furthermore, it states that 37% of the acres are covered with hardwood, 47% 
by conifers, 11% by mixed forest types, and 5% of the land is nonforested. 
According to the NMGS EIS, within a lO-mile radius of the plant site, most of the 
vegetation is semiarid grass and shrubland vegetation. - 

Recreational fishing is addressed in what is known as the "Creel Survey. " 
Most states maintain a "Creel Survey." The survey contains several variables: 
fishing pressure (measured in tripdacre, hours/lake, or fishlacre), catch per unit 
of effort (both lake wide and for intended species), total estimated harvest size and 
average fish size. The data are too voluminous to present in this document, but a 
"Creel Survey" may be obtained from the Tennessee Wildlife Resources Agency, 
the New Mexico Department of Game and Fish, and the Kentucky Department of 
Fish and Wildlife Resources. 

3&hkrm= 

Water use information is in EISs and is available from the*sources listed 
below for water quality. 

The EIS for the CRBR lists historic and archeologidsites, $s well as 
natural landmkks. Additionally, historical sites may bb obtained from the 
Tennessee Historical Commission and from the Tennessee, Department of 
Environment and Conservation. The New Mexico Preservation Division maintains 
an inventory of historical and archaeological sites. 
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A final variable of interest is the stock of buildings for an area, in terms of 
the materials of which the buildings are made, for the purposes of evaluating the 
degradation caused by pollutants. We have been unable to identify any local, state, 
or federal sources of this information. 

4.3.4 Environmental Parameters 

Hydrology data for the Southeast Reference site are available from the 
Tennessee Valley Authority P A ) .  An additional source is the Division of Public 
Water Supply in the Tennessee Department of Health and Environment. For the 
Southwest Reference site, there are two data sources: the United States Geological 
Survey (USGS) and the hydrology technical report prepared for the Southwest 
Reference site draft EIS (1982). 

The E n m e n t a l  Protection Agency ( P A )  maintains and updates a water 
quality data base, for surface and ground water, called STORET. STORET 
contains information on a multitude of variables, among which are geographic data 
about the site of collection of water quality, the water's physical and chemical 
characteristics, municipal waste sources and disposal systems, pollution-caused fish 
kills and daily stream flow. There are water quality technical reports that were 
prepared for both the Southeast Reference site and the Southwest Reference EIS. 
If desired, hydrological data obtained from a source other than STORET can be 
matched with S T O m  data by dates and times. Additionally, the Tennessee State 
Division of Public Water Supply performs regular chemical analyses on all public 
water supplies. 

Meteorological data (e.g., temperature, wind direction and speed, 
precipitation, incidences of hurricanes and tornadoes) are available from the 
National Oceanic and Atmospheric Administration (NOAA). There is a publication 
titled Climates of the States (1985) that contains NOAA data for each state for 
selected weather stations. According to the Southeast Reference site EIS, for the 
ORNL weather station, mean average annual temperature is 58.5"F, annual 
relative humidity is 7096, and average annual precipitation is 51.52 inches. Wind 
speed and direction distributions (wind roses) for the southeast plant site are shown 
in Figure 4.3-2. According to the Southwest Refenace site EIS, the mean average 
annual temprature for a weather station 12 miles southwest of the Southwest 
Reference site is 50.5"F, and average annual rainfall is less than 8 inches. The 
wind speeds are described by the Southwest Reference site EIS as moderate. 
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Other meteorological variables of interest include mixing height, the 
ambient ratio of VOC to NO, and visibility. A source for mixing height data has 
been identified as a book by G.C. Holzworth (1972). An EPA (1989) document 
contains information on using ambient monitoring data to derive the VOC/NO, 
ratio. Currently, researchers at*UT-Knoxville and the Tennessee Air Pollution 
Control Division of the Department of Health and Environment are working on the 
issue of the sensitivity of ozone to changes in VOC and NO,. Finally, the Office 
of Technology Assessment (1984) published a report that contains a map of the 
U.S. with visibility ranges. The visibility for the Southeast Reference site area is 
approximately 20 miles. The Southwest Reference site EIS lists the visibility for 
that area as an average of 128 miles. 

Air quality data are from the National Air Data Branch of EPA. The 
specific data base is EPA's Ammetric Infbrmation Retrieval System (AIRS). This 
data base contains observations for the six criteria pollutants, by monitoring 
station, as well as observations for a variety of toxics. EPA also has a Toxic 
Release Information System (IRIS) data base. This data base includes emissions 
to air and water from certain manufacturers. 

An emissions inventory of ozone precursors for counties in Middle and 
West Tennessee was obtained from the University of Tennessee, Department of 
Environmental Engineering, 1990. These emissions were used in the ozone 
modeling in the Coal Document (ORNIJRFT 1994b, Sect, 10.15). An emissions 
inventory for the southwest was not obtained [refer to Section 6 of the ozone 
modeling in O W R F F  (1994a)l. ; 

mise 

Baseme noise levels (m s) for the Southwest Reference 
k:32 to 35 dBA. Baseline noise levels for the 

EIS, and would need to be 
site were specXied'in,the 
Southeast Reference site 
investigated further if any analysis required bqline noise levels. 
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The geology and seismology.of the two areas am found in thezEIS's for the 
two Sites. Thtxe is also a Geologic Setting Technical Report that was prepared for 
the Southwest Reference site draft EIS. 
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For the biodiversity of the area, including both aquatic and terrestrial 
ecology, we are concentrating on threatened and endangered species at this point. 
The Southeast Reference site EIS contains a list of threatened or endangered 
Species. The Ecological Division of the Tennessee Department of Conservation has 
data on species that are threatened, endangered, of special concern, or that have 
been deemed in need of management. The Southwest Reference site EIS contains 
a list of threatened and endangered species. There is also a Threatened and 
Endangered Species Technical Report. A list of threatened or endangered plants 
in New Mexico is maintained by the Department of Forestry and Resources. The 
New Mexiw Deparbnent of Game and Fish has an Endangered Species Program. 

4.4 REFERENCE TECHNOLOGIES 

4.4.1 Assumptions on Site Selection 

4.4.1.1 Sites of Electricity Generation and Crude Oil Production 

Two power plant sites have been selected for the external cost project by 
DOE and the ORNL research team: one in East Tennessee and another near 
Farmington, New Mexico (these two sites were discussed in section 4.3). We 
assume that No. 6 residual oil would be used in base-load power plants, because 
it is cheaper than any other petroleum-based fuel. We further assume that the No. 
6 residual oil used in these proposed power plants would be produced domestically. 
Although some of the residual oil consumed in the U.S. is imported, we do not 
consider imported residual oil in this study. Considering available crude-producing 
sites and transportation distance and facilities for residual oil, for the East 
Tennessee oil-fired power plant, we assume that crude oil will be produced and 
refined in southeast Texas. For the Northwest New Mexico oil-frred power plant, 
we assume that crude oil will be produced and refined in Southeast ,New Mexico. 

In our study, we have established two target years: 1990 and 2010. We 
have established different assumptions regarding crude production for these two 
years. We assume that in 1990 the crude for the East Tennessee power plant 
would have been produced onshore in Southeast Texas since about 234 thousand 
barrels of crude per day were produced that year in Southeast Texas (Texas 
Railroad Commission, 1991). We assume that the crude for the Northwest New 
Mexico plant would have been produced in Southeast New Mexico since more than 
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90% of the crude produced in New Mexico is produced in the Southeast New 
Mexico Basin (New Mexico Energy and Minerals Department, 1992). 

The environmental pollution of offshore oil production is considerably 
different from that of onshore oil production. In 1990, offshore oil production was 
0.9 million barrels per day, or about 12% of the total U.S. crude production (EIA 
1991b). The s k  of offshore oil production will be very likely to increase mainly 
due to continuous decreases in onshore domestic oil production. Currently, most 
U.S. offshore CNde production takes place in the Gulf of Mexico. We assume that 
in 2010 the crude supplied to a refinery near Houston would be produced offshore 
in the Gulf of Mexico and would be transported to the refinery through under- 
ocean pipelines. We assume that in 2010 the crude supplied to the Southeast New 
Mexico refinery would be produced in the Southeast New Mexico Basin. 

4.4.1.2 Crude Refining Sites 

Although crude refineries are located all over the U.S., more than half of 
the U.S. refining capacity is concentrated in three states: Texas, Louisiana, and 
California. Major refking centers are located along the Texas-Louisiana coast, the 
Wornia COQst, and New Jersey harbor because these sites can be accessed easily 
by marine vessels (see Fig. 4.4-1 for a regional distribution of the U.S. refining 
capacity). As of January 1, 1990, 108 refining companies owned 205 operable 
refin&= in the U.S. These refineries had atmospheric crude distillation capacities 
ranging from 1,OOO to over 400,000 barrels per day and had a combined 
atmospheric crude distillation capacity of 15.6 million barrels per day (EM, 
1991b). 

i 



4-44 4. Characterhation of the Oil Fuel Cycle 

a -- I 

per Day 
250 - 426 

100-249 

25-99 

0-24 

Fig. 4.4-1. U.S. refmery atmospheric distillation capacity as of 
January 1,1990 (EIA, 1991b). 
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Since the Gulf Coast region is a net exporter of residual oil, and since the 
region is not far away from the East Tennessee power plant Site, the East 
Tennessee power plant would be likely to receive residual oil from the Gulf Coast 
region. Therefore, we assume that the residual oil supplied to the East Tennessee 
power plant would come from the Gulf Coast region. 

Refineries are designed to produce a mix of various products so that 
feedstocks can be utilized economically. To respond to the change in demand for 
certain products, the mix of products in a refinery can be changed to some degree 
by changing the type of crude feedstock used and the refining processes employed. 
Historically, the share of residual oil produced by refineries has decreased because 
high crude prices drive refiners to produce highquality fuels, such as gasoline, to 
make a profit. To increase the production of highquality fuels, the design of 
refmeries has become increasingly complex. Currently, residual oil production 
accounts for about 7% of total refinery production (Wang 1992). 

Technically speaking, a refinery with fewer refining pmcesses (e.g., mainly 
distillation processes and some down-stream finishing processes) can be built to 
produce residual oil. Such a refinery would have a high output percentage of 
residual oil and a low output percentage of other highquality fuels. This type of 
rehery, dedicated to residual oil production, could be built to provide residual oil 
for the two oil-fired power plants. However, no one may want to build such a 
rehery because it would make only a small profit, if any, since the price a refiner 
pays for crude is greater than the price for which it can sell residual oil. (For 
example, refiners now pay about $20 per barrel for crude, but they can only sell 
No. 6 residual oil for about $10-$11 per barrel). For this reason, we do not 
believe that a residual-oildedicated refmery would ever be built. 

- <  

Instead, we assume that the two power plants would obtain residual oil 
from existing refineries. If there were an increase in the demand for residual oil, 
existing refineries could increase residual qil production, to a small degree,. to meet 
the increase in demand. The addition of one or two oil-fired power plants would 
change the demand for residual oil in the U.S. market by a small krcentage. We 
believe that existing refineries would change their product slates (or product mixes) 
very little to accommodate ihe resid@, oil demand increase due to the addition of 
the two Oil-fkd power plants proposed in th@ study. For our andysis, we assume 
the selected refmery would not change its product slate to provide kidpal oil to 
one of these two power plants. 

We have selected a refinery east of Houston, Texas, Within its metr&Etan 
area, as the source of residual oil for the East Tennessee power plant. This 
refmery has an atmospheric distillation capacity of 215,900 barrels per day. 

+ 
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Assuming a 7% residual oil production share, the plant produces roughly 15,100 
barrels of residual oil per day. The actual residual oil production from this 
refinery can range from 20,000 to 30,000 barrels per day (Personal communication 
with W. Brown 1992). We have selected this refinery for two reasons. First, the 
refinery has the capacity to produce more than enough residual oil for the East 
Tennessee power plant. Second, the plant is located in a metropolitan area. This 
enables us to estimate the e n h e n t a l  impacts of r e f ~ g  crude oil in a densely- 
populated area. 

We have selected a refinery located in Southeast New Mexico to provide 
residual oil to the power plant located in Eddy County, New Mexico. This 
refinery has an atmospheric distillation capacity of 60,OOO barrels per day. 
Assuming a 7% residual oil production share, the refinery can produce about 4,200 
barrels of residual oil per day. The actual production capacity of residual oil in 
this refinery is about 5,000 barrels per day (personal communication with D. Blair 
1992). In contrast to the refmery near Houston, the New Mexico refinery is 
located in an area that is less densely populated. Two small reheries are located 
in Northwest New Mexico, but the capacity of t h e  refineries is inadequate to 
provide enough residual oil for the Northwest New Mexico power plant. 

We assume that crude is transported from nearby oil production fields to 
the two refmeries through small pipelines or by tank trucks. 

4.4.2 Transportation of Residua1 Oil 

Residual oil is too viscoW to be transported through pipelines without extra 
handling activities. We assume that residual oil would be transported by river 
barges from the Houston refinery to the Clinch River power plant. The proposed 
barge route would run along the Gulf Coast Intracoastal Waterway from Houston, 
Texas, to Mobile, Alabama. From Mobile, the barges would travel through the 
TennetseeTombigbee waterway to its intersection with the Tennessee River. The 
barges would them brave1 up the Tennessee River to the Clinch River site. The total 
distance of this route is about 1,320 miles. 

The only transportation mode available for moving residual oil from the 
New M d m  refinery site to the Farmington plant site is highway tank trucks. No 
railroad passes through the Farmington area. Thus, we assume that residual oil 
would be transported by tank trucks to the Farmington power plant. The highway 
distance from the Southeastern New Mexico refmery to the Farmington plant is 
about 450 miles. In reality, such long-distance truck transportation is highly 
unlikely, but it is the only means under the assumed scenario. For the purposes 
of illustrating the methods for estimating truck traffic-related damages, we use the 
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450 mile distance, but we scale the results down to a more realistic 30 mile 
distance. ‘ I  

4.4.3 Scale of Power Plants 

It has been assumed in the external cost project that the power plants 
praposed for Werent fuel cycles serve as base-load facilities. Table 4.4-1 shows 
the generating capacities of some existing oil-fired power plants. The rated 
capacity of these oil-fired-power plants ranges from 90 MW to 2,600 MW. 
Considering the amount of residual oil needed for a particular plant and the 
transportation Capacity of moving residual oil to the two power plants, we assume 
a capacity of 300 MW for each power plant. Baseloed power plants may be larger 
than our proposed 300 MW plants. However, the fuel cost of oil-fired plants 
would be a major cost component. For a large oil-fired plant, the transportation 
cost of midual oil and the storage capacity of residual oil in the two power plants 
would be likely to increase dramatidy. Therefore, we assume that a relatively 
smaller oil-fired power plant with a 300 MW Capacity would operate as a base-load 
facility. 

4.4.4 O&Ered Power Plant Technology 

We assume that No. 6 residual oil would be used to generate electricity for 
the base-load oil-fired power plants, mainly because No. 6 residual oil is the 
cheapest petroleum fuel for power plants. Steam boiler technology is mostly used 
to fire No. 6 residual oil in power plants. We assume that in both 1990 and 2010 
the oil-fired power plants at the two sites would have been equipped with steam 
boiler technology (it is conceivable that an oil-gasification turbine system would 
be used for the electric power plant in 2010, however this option was not selected 
since emissions data were not available):+ ‘e 

-. 
* ,  

Steam ,boiler technology for generating 
electricity employs the use.of  boilers to genera@ steam and use of generators to 
generate electricity from steam. . There are four stages involved in the generating 
unit of steam-boiler electric power plants: fossil fuel combustion in furnaces, 
turbine and generator rotation driven by steam, steam cqndensation, and the 
injection of condensed steam into the’boiler. In the first stage, fossil fuel is burned 
in a Mer fiunace. The evolving heat is used to produce pressurized, superheated 
steam. This steam is conveyed to’the second stage, the turbine, where it gives 
energy to rotating blades and, in the process, loses pressure and increases in 
volume. The rotating blades of the turbine drive the electric generator or alternator 
which converts the imparted mechanical energy into electrical energy. The steam 
leaving the turbine enters the third stage, the condenser, where it is condensed to 
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water. The liberated heat is then transferred to a cooling medium, u s d l y  water. 
Finally, the condensed steam is reintroduced into the boiler by a pump. Steam 
electric power plants can be fired by fossil fuels (Le., cual, natural gas, and oil) 
and by nuclear energy. Usually, No. 6 residual oil is used for firing steam boilers 
in oil-fired power plants. 

fi. Advanced combined-cycle 
gas turbines with different steam injection designs have conversion efficiencies as 
high as 45%. (In comparison, the conversion efficiency of steam boilers is about 
35 96 .) Currently, virtuaUy all gas turbines are fired with natural gas or distillate 
fuels. Gas turbines fired with residual oil or crude have been designed and built 
in the past. Currently, there are some gas turbine units fired with residual oil or 
crude around the world and a few in the U.S. (Dye 1992). The use of lowquality 
fuels such as residual oil or crude for gas turbines helps reduce the fuel cost of 
operating gas turbine units. 

Two major gas turbine designs use residual oil: direct-fining and 
gasification. The direct-firing design employs the combustion of residual oil to 
generate gases feeding to turbines. With this design, residual oil needs to be pre- 
heated for proper atomization in the combustion chamber. 

Residual oil contains ash-farming contaminants such as vanadium, sodium, 
potassium, and calcium. With the direct-firing gas turbine design, these 
contaminants can cause hot corrosion of blade and vane alloys and/or fouling 
deposits in the gas turbine hot gas path. During combustion, vanadium contained 
in residual oil forms a very corrosive oxide which is in liquid form at turbine 
Operating temperature. To prevent the corrosion; magnesium can be added to the 
vanadium to fonn a dry ncm-amosive ash. The ash deposits that accumulate in the 
turbine blades need to be removed periodically. Intermittent turbine cleaning such 
as water washing is used to remove the deposits. Lowambustion-temperature 
turbines with large external combustors may be used for burning residual oil 
because some ash constituents become sticky at high combustion temperatures, 
resulting in increased turbine maintenance and cleaning tasks. 

Pretreatment of residual oil is needed to remove vanadium, sodium, 
potassium, and calcium for direct-firing turbine units. The vanadium content of 
heavy residual oil may be as high as 300.500 ppm. During residual oil treatment, 
vanadium may be inhibited in an inhibitor by adding magnesium or other additives. 
Solids in residual oil may be removed by a filtration system. Sodium and 
potassium may be removed by fuel washing systems such as electrostatic 
precipitation vessels or centrifugal units. The fuel washing system generates 
effluent discharges containing oil/water emulsion and free oil. 
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Table 4.4-1 Rated capacity of typical exist i i  oil-fmd power plants 
in the U.S. (EIA, 1991c, 1991e) 

COuiM, IL 
Devon, CI' 

Norwalk, CI' 

Middletown, CI' 

Hudron Ave., NY 

Ncwhgton, NH 
Linden, NJ 

59th street, NY 

c a d  Blectrio co. 
Cent1111 Hudmn QBE Ca. 

Central Maine Power Co. 

CommonWulthEdiico. 

CI'. Light a h e r  eo. 

cr.LightaPowstco. , 

m. Light a h e r  co. 
CoMolidatCd Bdim c0.-NY 
Inc. 

Florida Power & Light eo. 

Florida Power a Light eo.  

Long bland Lighting co. 

Long bland ushting co. 

Niagan Mohawk Power 
corp. 
Power Service co. of NH 
Public Service BBa Co. 

Coneolid.ted Bdiron Co.-NY 
Inc. 

Delmam Power a Li&t co. 

Detroit Edimm Co. ' 

Fldda Power Gorp. 

Jemy Ceadnl powtr & Light 
I Co. 1 . 

Delawrm, PA Philadelphia Electric Co. 

SchuylLill, PA Philadelphia Electric Co: , 

Bermiag, Dc patomr Blectric her -Co .  
Burlington, NJ 

Keamy, NJ 

Public Service BBa Co. . 
Fublic Service BBa Co. 

. 8,841 1,072 
10,252 1,242 
3.666 848 

1,464 2,648 
2,317 428 
2,621 342 
2,801 856 
4,174 158 

4,070 1,302 
7,378 1,726 

11,506 1,564 
3,364 482 
9,399 2,180 

4,068 414 
1,069 927 

100 91 

439 180 
352 815 
420 291 

75 272 

j709 - 391 
, . 613 233 

771. I 580 
242 72s 
174 830 

2 
2 
4 

5 
7 
3 
5 
6 

14 
2 
5 
5 
9 

1 
9 
4 

2 
1 
7 

5 

7 
4 
2. 
5 
6 

'68, '75 
'74 

'57, '58, '65, 
'78 

'78-'79 
'42-'58 
'60-'63 
'54-73 
'51-'70 

'58-'74 
'77-'76 
'67-w 
'W66 
'W80 

'74 
37-73 
'62-'69 

'68-'71 
'79 

'53-'71 

53-72 

'53-'69 
'58-'71 
'68-72 
'55-'72 
'67-73 

€76 
€76 
F6 

F6 
F6 

F2, F6 
€76, JF 

Kw, F2, €76 

F2, F6 
€76 

F2, F6 
€2, €76 
F2, F6 

F6 
MDCBD 

KER, 176 

F2, F6 
F6 

Fz, F6 

F2, F6 

P2, €76, BIT 
m, F6 

F4 
Kw, F6 

P6, KER, NQ 

Hookera Point, FL Tampa Electric Co. " 1 ,  206 233' 5 - '48-55 F6 

'Different ~ C C I C N ~ ~ O ~  unita in a plant could atact to ape~te  in di&mnt y u n ,  becruac some g&&g unita were added 
to the plaat later. . -  
'FZ = No. 2fueloil, F4 = No. 4ttelo$ F6 IPS No. 6 fie1 oil, Jk a jethl ,  KER = kern-, BII' = bituminous coal, 
and NQ = aabd p a .  

The gasification gas turbines gasify residual oil first, then the produced oil 
gases are fed into a gas turbine. The gasification design allows the use of very 
low-quality residual oils. Shell and Texaco have designed and built residual oil 
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gasification units since the 1950s. The Texaco gasification process is based on the 
partial oxidation of hydrocatbons to produce a mixture of hydrogen and carbon 
monoxide called synthesis gas (Quintana 1990). The synthesis gas is then fed into 
the gas turbine system to generate electricity pig. 4.4-2). Gasification of high- 
sulfur residual oils produces a syngas containing essentially all the sulfur in the 
form of H2S. H2S can be recovered as elemental sulfur through sulfur recovery 
methods. Thus, SO, emissions from gasification gas turbines can be reduced 
substantially. 

4.4.5 The Total Amount of Residual Oil Needed for the Two Power Plants 

A capacity of 300 MW has been proposed for each of the two oil-fued 
power plants. Assuming an 80% capacity factor for these power plants, each plant 
would gemrate 57.6*1d kwh per day, or 21.02*108 kwh per year. Assuming a 
conversion efficiency of 35% for oil-fued power plants, about 8,940 barrels of 
midual oils would be needed daily for each power plant (assuming 3,412 Btu/kWh 
and 6.28 million Btu/bbl residual oil 1991dI). This translates into about 3.26 
million barrels of residual oil per year for each of the two plants. 

Residual oil would be transported from Houston to Knoxville through the 
Tennessee-Tombigbee waterway by barge. There are about ten locks along the 
waterway. These locks limit the size of barges going through the waterway. We 
assume that barges capable of carrying 70,000 barrels of residual oil would be 
used. Barges of this size can go through the waterway without problems (as a 
comparison, some ocean barges may have a capacity of as much as 500,OOO 
barrels). Assuming a capacity of 70,000 barrels per barge, the 300 MW plant at 
the Clinch River site would require a barge of residual oil every 7.8 days. 

We assume that residual oil would be transpod from Southeast New 
Mexico to the Farmington site by tank trucks. Truck sizes are regulated by 
individual states. In New Mexico, a typical tank truck has a capacity of 200 
barrels. To accommodak the daily demand of 8,940 barrels of residual oil, about 
45 tank trucks of residual oil per day would be required. 

Assuming a 7% residual oil production share, the refinery near Houston 
can produce about 15,100 barrels of residual d per day. The refinery actually has 
the capacity to produce 20,000-30,000 barrels of residual oil per day and, 
therefore, could meet the Clinch River plant's demand of 



4. Characterization of the Oil Fuel Cycle 4-5 1 

Fig. 4.4-2. Combined-cycle gas turbine with residual oil 
gasification: simpWied flow diagram (Quintana, 1990) 
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8,940 barrels per day. However, the residual oil currently produced in the 
southeast Texas refinery has a sulfur content above 3% (personal communication 
with W. Brown 1992) (problems related to the sulfur content of the residual oil 
from southeast Texas will be addressed in a later section of this report). 

The southeast New Mexico refinery can produce about 4,200 barrels of 
residual oil per day, assuming that 7% of the production share is allotted to 
residual oil. The plant has actual production capacity of 5,000 barrels per day of 
residual oil (personal communication with D. Blair 1992). To meet the 
FarmingtOn plants demand of 8,940 barrels per day, two refineries the size of the 
New Mexico refinery would be needed. We assume that these refineries would be 
located next to each other at the New Mexico refinery site. We assume that these 
two identical refineries would be located next to each other in order to simplify the 
analysis of health and ecological impacts of residual oil production. The sulfur 
content of the residual oil produced in the refinery is about 3.5%. 

We assume production of one ton of residual oil requires one ton of crude, 
simply because of the law of mass conservation. The mass density of domestically 
produced crude is about 295 lbs/bbl; the mass density of residual fuel oil is about 
331 lbs/bbl (API 1991b). Therefine, the 8,940 bbVday residual oil demand of the 
power plant translates into a 10,030 bbVday crude demand. Table 4.4-2 shows 
crude production per well in New Mexico and Texas. Assuming that wells 
producing more than 10 bbyday would produce crude for the two power plants, we 
estimate that about 241 producing wells would be needed in New Mexico to 
produce 10,030 barrels of crude per day and that about 449 producing wells would 
be needed in Texas. 
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Table 4.4-2 Crude production per well per day during 1990 
(based on data in API, 1991b) 

New Mexico Texas 

Total Production (bbVday) 
All wells 
Stripper wells' 
Regular wellsb 
Total Number of Producing Wells 
All wells 
Stripper wells 
Regular wells 
Crude Production per Well (bbVday) 
All wells 
Strippr wells 

184,240 
39,167 

145,073 

18,546 
15,050 
3,496 

9.9 
2.6 

1,924,000 
372,189 

1 3 5  1 , 8 1 1 

188,829 
119,693 
69,136 

10.2 
3.1 

Regular wells 41.5 22.4 
Stripper wellr are wellr witb daiy CN& production equal to or below 10 barrslr. 
' Regular weUe M dedaed bcrc as wellr with daiy pmductioa above 10 bamlr. 
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This section presents the main activities and emissions from the major 
stages of the fuel cycle -- extraction, refining, transport, and generation of 
electricity. Emissions are calculated for each reference site and time period. The 
Section is organized into nine subsections. Each subsection includes a discussion 
of the wastes and emissions of each significant oil-to-electricity activity and its 
impact. The priority impact-pathways are summarized in Section 6 and are 
analyzed in Sections 7 to 10. 

5.1 WASTES FROM OIL WELL DRILLING, EXTRACTION, AND 
" R E A " T I N 0 I L F l E l l l S  

5.1.1 Waste Sources 

Oil well drilling, oil extraction, and oil treatment in oil fields produce 
wastewaters. The sources of wastewater include produced water, drilling muds 
(we use "drilling muds" for spent drilling fluids), drill cuttings, spent completion 
and workover fluids, wastewater from well treatment, deck drainage (mainly for 
offshore drilling), and sanitary wastes. 

Various constituentsare contained in-these Wastewaters., Depending on the 
method ofdisposing of wastewaters (e.g., underground injection or storage pit 
evaporation), these constituents may eventually remain in different media--water 
or land. For example, the constituents can be carried to water bodies (surface 
water or &round water) as water pollutants, or they can be carried to land (Le., the 
residuals of wastewater evaporation) as solid wastes. We estimate the total amount 
of wastes generatedhm the above sour&, regardless of where the residues will 
eventually remain. 1; , ,I 

&: 

The significant or potentially significant constituents of -wastewaters 
produced during well drilling, oil extraction, and oil treatment are oil and grease, 
COD (chemical oxygen demand), BOD (biological oxygen demand), heavy metals, 
TSS (totaI dissolved solids), and toxic materials @PA, 1976). The concentrations 
of waste constituents in wastewaters may vary widely among different regions, 
depending on rock formation in the drilling region, the composition of drilling 
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fluids, and other factors. Three major waste sources are produced water, drilling 
muds, and drill cuttings. 

-. Produced water includes all waters produced with the 
extracted oil/gas/water mixture. Most oil and gas producing geological formations 
contain the mixture of oil, gas, and water. The amount of produced water depends 
on the type of oil and gas producing formation and the stage of oil and gas 
production in an oil field. Generally, the amount of produced water increases as 
an oil reserve is depleted. Therefore, the ratio of produced water to extracted oil 
varies among different regions, different wells in the same production field, and 
different production periods of the same producing wells. The constituents of 
produced water include oil and grease, heavy metals, sands, and a variety of salts. 
The mmtmtions of the constituents vary from one geographical area to another. 

-. Drilling fluids are used to maintain hydrostatic pressure 
control in a well, lubricate the drilling bit, remove drilling cuttings from a well, 
and stabilize the walls of a well during drilling or workover. Two basic types of 
drilling fluids are used in well drilling: water-based and oil-based. Water-based 
fluids account for the majority of drilling fluids used in oil and gas production. 
Used drilling fluids are usually r e c o v e r e d  and reused. The spent drilling fluids, or 
drilling muds, become wastewater, and must be disposed of. 

. .  

Various additives may be added to drilling fluids to meet specific drilling 
activity needs. Four basic components accounf for approximately 90% (by weight) 
of all materials contained in drilling fluids: barite, clays, lignosulfonates, and 
lignites (EPA, 1991a). other components include lime, caustic soda, soda ash, and 
other additives. 

Drilling fluid discharges from offshore oil and gas operations originate from 
the mud tanks, are generally in bulk form, and occur intermittently during well 
drilling. Table 5.1-1 shows an estimate of the drilling fluid discharge from a Gulf 
of Mexico welldrilling program. 

Drill. The circulation of drilling fluids from ground surface to 
well ends and vise versa d e s  drill cuttings to the ground surface. Upon reaching 
the surface, fluids and cuttings pass into the shale shaker, a vibrating screen that 
removes large particles from the fluid. A de-silter, a hydrocyclone using 
centrifugal forces, can then be used to remove silt-sized particles. 

The discharges from the solid removal system consist of drill cuttings, 
washing solution, and drilling mud that still adheres to the cuttings. Adhered 
drilling mud can account for as much as 40-6096 (by weight) of drill cuttings 
@PA, 1991a). 
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Table 5.1-1. DriUing fluid discharge rates from offshore well drilling 
(EPA, 1991a) 

Depth Interval DriUing Drilling Fluid Drill Cuttings 

0-500 1 2,500 722 
(feet) Time (days) Discharged (bbl) Discharged (bbl) 

500-1,000 2 5,000 578 

1,000-3,000 6 1,200 1,588 
3,000-8,000 27 1,350 1,757 
8,000-16,000 61 3,050 1,733 
1 6 , ~ 2 0 , ~  30 1,900 361 

Total 135 15,000 6,739 

Solid wastea are also genmkd from other sources during well drilling and 
oil production. Such sources include produced sand and storage tank bottoms. 
Sands and other salts are separated from the oil/gas/water mixture during the on- 
site treatment of the mixture. Sand is produced at the rate of approximately one 
barrel of sand per 2,000 barrels of oil produced (EPA, 1976). On shore, these 
solid wasm are eventually disposed of in landfills, by landspread, by roadspread, 
or by pit burial. 

In estimating $e wastes generated during oil pduction, we indude only 
produced water and drilling muds. Due to the lack of data, we do not include 
other sources. We estimate the amount of wastewater pollutants h m  produced 
water and drilling muds as follows: first, we obtain information of the amount of 
wastewater from well drilling and oil production. Second, we obtain information 
on the concentraton of'water pollutants in different wastewater streams.' ~ i n d y ,  
we multiply the amount of wastewater by the conoentration to estimate the total 
amount of water pollutants generated. 

5.1.2 The Amount of Wastewatexs 

5.1.2.1 Offshore * ,  DriUing, ..k + 

In 1990, about 93% of all offshore oil production in the Gulf of Mexico 
took place off the Louisiana CoQst (ETA, 1991b). Currently, more wells are drilled 
in shallow water than in deep water, and more are drilled beyond four miles from 
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shorelines than within four miles from shorelines (EPA, 1991a). In the future, 
more wells will be drilled in deep water, farther away from shorelines. 

h. In 1986, there were 989 
wells drilled offshore, and the majority of them were in the Gulf of Mexico (EPA, 
1991a). EPA has presented data on discharges of drilling muds and drill cuttings 
from offshore drilling P A ,  1991a). In the Gulf of Mexico, the average depth per 
well is about 10,523 feet. Each of these averagedepth wells produce 6,926 barrels 
of drilling muds and 1,471 barrels of drill cuttings. 

. .  

f -. produced water can constitute from 2% 
to 98% of the gross fluid produced at a given platform @PA, 1991a). In general, 
the volume of produced water is small during the initial production phase and 
inmases as the formation approaches crude depletion. Historically, over the life 
of a producing formation, approximately equal volumes of water and hydrocarbons 
have been produced (EPA, 1991a). 

The volume of produced water at a given platform can be highly site- 
specific, and the amount of produced water increases with the age of an oil well. 
We do not have site-specific information on the amount of produced water. We 
use the average of produced water to serve the target-year analysis that is 
conducted for the oil-cycle project. A static approach is used (oil well performance 
in a given year is used) rather than a dynamic approach (oil well performance 
during the lifetime of the well). With the static approach, it is more representative 
to use the life-time average of produced water rather than the amount of produced 
water from new wells or add wells. Therefore, we assume that the amount of 
produced water from an oil well is the same as the amount of oil produced from 
the oil well. 

EIA assumes that a 12- or 18-well platform has a maximum crude 
production of 11,OOO barrels per day (EIA, 199Oa). This means that each well 
produces a maximum average of about 733 barrels of crude per day. We assume 
that 600 barrels of crude is produced daily by each offshore well. Assuming that 
produced water accounts for half of the extracted mixture, we estimate that 600 
barrels of produced water is produced daily by each offshore well. 

The number of wells per plaflorm can range from one to forty. In the Gulf 
of Mexico, the average number of wells per platform is about four (EPA, 1991a). 

We use these estimated amounts of wastewaters for 2010. Although the 
amount in 2010 may be larger, as deeper wells are to be drilled and abundant oil 
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formations are to be depleted, we do not have any information on the amount of 
wastewaters from offshore production for 2010. 

An oil well produces natural gas in association with oil. In the U.S., about 
20% of all gas produced is in the form of so-called a s d a w  gas (EIA, 1991b). 
The above results of waste productiontare attributable to the production of both oil 
and associated gas. Thus, produced waste amounts need to be allocated between 
oil and associated gas. We use the shares of oil production and gas production 
from oil-producing wells to divide the wastes between the two products. In 1990, 
about 17.51 x 10I2 cubic feet of natural gas was produqd in the U.S. Assuming 
that 20% of the volume was produced from oil-producing wells as associated gas, 
the oil-well production of natural gas was about 3.503 x 10l2 cubic feet. Using a 
1,031 Btu/i? energy content for natural gas (EIA, 1991d), this represents 3.61 x 
lo" Btu of natural gas. 

In 1990,2.665 x 109 barrels of crude were produced in the U.S. Assuming 
the energy content of 5.8 million Btu/bbl of domestidy produced crude (EIA, 
1991d), this amount translates into 15.457 x IO1' Btu of crude. These results show 
that a total of 19.067 x lo1' Btu of energy (3.61 x ltf Btu in natural gas and 
15.457 x lo1' Btu in crude) were produced from oil-producing wells in 1990. 
Therefore, crude production accounted for 81.06% of all energy produced from 
oil-producing wells. Consequently, we allocate 81.06% of the total waste 
produced to crude production. We summarize the calculated wastes due to crude 
production in Table 5.1-2. 

5.1.2.2 Onshore Oil Production 

The Amnllnt nf -rill cuthgs. EPA and API have 
estimated the volume of drilling wastes in each of the oil-producing states of the 
U.S. (EPA, 1987a). Table 5.1-3 p-ts drilling waste volumes for two states: 
New Mexico and Texas. 

. .  

, 
As shown in Table 5.1-4, EPA's estimated waste volume can be ten times 

as high as API's estimated volume. Due to the inherent limitation of EPA's 
methud, we believe that EPA's method over .e estimates waste volumes. Thus, we 
use MI'S estimated waste volume'S;'.; 

p I ,  

* 

hfezmce of h s  estimafe & EPA's & in this llection wan basedbn the fact that EPA's estimate 
w a s c a h h t e d h m t o t a l ~  ' in production sites, while API's eatimate wan baaed 
on an a c h d a m q  on total drilling waetes. Sac footnotes of Table 5.1-3 for detaile. 
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of Pmduced Water. An EPA study assumed 8.42 barrels of 
produced water per barrel of crude produced for the Gulf region and 7.31 barrels 
of produced water per barrel of crude for the southern mountain region, which 
includes New Mexico @PA, 1987a). For our 1990 case, we assume 8.42 barrels 
of produced water per barrel of crude produced for the Gulf Coast region and 7.31 
barrels of produced water per barrel of crude for New Mexico. For the 2010 case, 
the amount of produced water per barrel of crude will certainly increase, mainly 
due to the depletion of oil reservoirs in these regions. We have no information for 
2010. We assume that the amount of produced water per barrel of crude for 2010 
to be the same as that for 1990. We allocate 81.06% of the total waste water 
production to crude production (for detailed discussion of this percentage 
allocation, see section 5.1.2.1). 

Table 5.1-2. Wastes generated during offshore crude production 
Total Wastes Due to Crude 

Wastes Production' 
Drilling muds (bbuwell) 6,926 5,614 

Produced water (bblhbl of product) 1 0.8106 
Drill cuttings (bbywell) 1,471 1,192 

We allocate 81.0696 of the total wastes to the wastes due to crude production. See section 5.1.2.1 for 
discussion. 

Table 5.1-3. Estimated drilling waste volumes produced during 
1985 (EPA, 1987a) 

EPA Method' 
Drilling Waste Volume (bbYwelI) 

API Methodb 
State 

New Mexico 18,677 7,813 
Texas 54,970 5,562 

EPA estimatad drilling waste volumes baaed on the total available volume of rtserve pita on 
production sites. EPA assumed that the total available pit volume for a well was the total 
volume of drilling wastes. 

' API conducted a survey to obtain total drilling wastes. The edtimakd volume here included 
drilling muds, drill cuttings, completion fluids, circulated cement, formation testing fluids, and 
other water and solids. However, the majority of the waste volume is from drilling muds and 
d d l  cuttings. 
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Table 5.1-4. Onshore wastes of crude production 

Waste Due to 

Production' 
Type of Waste State Total Waste Crude 

New 7,813 6,332 
Drilling Waste (bbYwell) Mexico 

Texas 5,562 4,509 
New 7.31 5.93 Produced Water 

(bbl produced watedbbl of Mexico 
product) Texas 8.42 6.83 

We allocate 81.06% of the total watitea to crude production. See section 3.1.2.1 for discussion. 

5.1.3 Concentration of Constituents ih Wastewaters 

5.1.3.1 Produced Water 

EPA has estimated the effluent concentrations of offshork produced water 
based on an analysis of produced waters from thirty platforms. The estimated 
concentrations are presented in Table 5.1-5. 

Since BPT (Best, Practicable Technology) effluent limitations to offshore 
drilling are currptly in effect, we use these concentrations for 1990. EPA has 
praposed BAT (limitations for existing sources, and NSPS for new sources P A ,  
lWla]). We use BAT (Best Available Technology) concentrations for 2010. 

EPA neither proposed to regulate BOD and COD concentration nor 
presented BOD and COD data since the regulation of BOD and COD would 
doublecount the regulation of oil and greaS;e (oil and grease mainly cause BOD and 
COD). For the same reason, we do not include BOD and COD in our estimate. 

Watetcr, tinns. EPA has estimated produced 
water m ~ t r a t i c m s  of arsenic, benzene, borosl, sodium, chloride, and mobile ions 
(including chloride, sodium, potassium, calcium, magnesium, and sulfate) @PA, 
1987a). Table 5.1-6 presents EPA's estimates. 
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We use BPT concentrations for 1990 and BAT concentrations for 2010. 
EPA did not estimate the concentration for some of the constituents presented in 
Table 5.1-5. For those constituents not presented in Table 5.1-6, we use the 
offshore concentrations in our estimation. 

5.1.3.2 Drilling Muds 

EPA has tested the concentrations of the major constituents of some generic 
drilling fluids. Table 5.1-7 presents concentration results based on EPA's tests. 

5.1.4 Total Amount of Constituents in Wastewaters 

5.1.4.1 Offshore Oil Production 

hnduceri. We use the waste production information in Table 5.1-2 
and the concentration information in Table 5.1-5 to calculate the amount of 
constituents per well drilled. The calculated results are presented in Table 5.1-8. 

Dnlllnp. We use the information on drilling muds produced during 
offshore well drilling in Table 5.1-2 and the constituent concentrations of drilling 
muds in Table 5.1-7 to calculate the constituent amounts per well drilled. We 
assume the amounts in 1990 and 2010 to be the same. The calculated results are 
presented in Table 5.1-9. 

. .  

5.1.4.2 Onshore Oil Production 

ptnrtuced. We use the information on the amount of produced 
waters in Table 5.1-4 and the information on the constituent concentrations of 
produced water in Table 5.1-6 to calculate the constituent amounts per barrel of oil 
produced. The calculated results are presented in Table 5.1-10. 

l M h g M d s .  We use the information on drilling wastes produced during 
well drilling from Table 5.1-4 and the information of the constituent concentration 
information from Table 5.1-7 to calculate the constituent amounts in drilling muds. 
The calculated results are presented in Table 5.1-1 1. 

. .  

. 

5.1.5 Waste Management Methods 

Wastes generated during oil production are regulated by state and federal 
agencies (see Appendix A for the regulations of wastes generated during oil 
production). To meet waste regulations, a wide range of on-site treatment 
technologies have been developed to treat wastewaters produced from oil 
production. On-site control and treatment techniques involve the reduction or 
elimination of a waste stream through the re-use or recycling of waste products 
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Table 5.1-5. Effluent concentrations of offshore produced waters 
(EPA, 1991a) 

Concentration 
(&liter) 

BAT 
Pollutant 

BIT 
Limit' Limitb 

Oil and Grease 79.2 3.96 

Benzene 0.931 0.047 

Bis(2-ethylhexyl)phtdak 
Ethylbenzene 
Naphthalene 
Phenol 
Toluene 
priority Metals 
Copper 
Nickel 
Silver 

0.031 

0.066 
0.090 
0.914 
0.693 

0.107 
0.150 
0.059 

0.002 

0.003 
0.005 
0.046 

0.035 

0.064 

0.09 
0.035 

Zinc . 0.133 0.001 

' These arc the collccntratiom with the we of BFT technologicd (Le., gas flotation or gravity qaration 
technology) @PA, 1991a). ' BAT concmtmtiona am calculated with filter technology @PA, 1991a). Organic rcmovd e q d  to 
95% based on membrane filtration performance data on dissolved oil and w e .  C o o p  reanovd 
equal to 4096 based on general filtration data. Zinc reanovd qd to 99% based on improved 
p e r f o m ~ o ~  of membrane filters compared to p e r f o m ~ ~ e  of deep-bed filters. We assume 95% 
removd of oil and w e ,  and 40% removal of nickel and silver. 
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Table 5.1-6. Constituent concentration of onshore produced water 
(EPA, 1987a) 

Concentration (mg/liter) 
BIT Limit' BAP Limitb 

Constituent 

Arsenic 0.02 0.012 

Benzene 0.47 0.0235 

Boron 9.9 5.94 
Sodium 9,400 470 
Chloride 7,300 365 

Mobile ions 23,000 115 
EPA has estimated the 50th percentile value and the 90th percentile value. EPA used the 50th 

percentile value to repFesent a "bestcstimate" waatc characteridon. It used the 90th percentile value 
to represent a "conservative" waste characterization. We use the 50th percentile value here. 

sodium, chloride, and mobile ions are removed by 9596, and arsenic and boron are removed by 40%. 
BAT concentrations are calculated with filter technology @PA, 1991a). We assume benzene, 
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Table 5.1-7. Constituent concentrations of driuing fluid' 
(EPA, 1991a) 

Constituent Concentration (mg/liter) 

PH 9.0 
BOD 643.3 
TOC 4,288.8 

COD 1 1,376.6 
Oil and Grease 1,518.3 

Metalsb 
zinc 9.009 

Beryllium 

Aluminum 

Barium 

Iron 

0.293 
196.970 
53.675 

549.727 
Cadmium 0.530 
Chromium 100.648 

5.704 
Nickel 1.755 
Lead 5.176 

Mercury 0.090 

Silver 

Arsenic 

Selenium 

Antimony 

0.004 

1.557 
0.878 
0.274 

Thallium 0.029 
' EPA's test results arc presented in mg&g. We convefi the concentration from m& to 
mflter by using the average density of 1.6 kglliter for drilling fluid, which we calculated 
basad on EPA's result. ' EPA's test results for metals are presented in mg per kg of dry weight. We convert the dry 
weight concentration into wd weight concentration by using water content of 53.2% for 
drilling fluid, which we calculated basad on EPA's data. 
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Table 5.1-8. The amount of pollutants from offshore produced waters 

Pollutant 1 W  2010b 

Oil and Grease 10.20 0.51 
Benzene 0.120 0.006 

Bis(2ethylhexyl)phthdate 

Ethylbenzene 
Naphthalene 

0.004 O.OOO2 

0.009 O.OOO4 
0.012 O.OOO6 

Phenol 0.118 0.006 
Toluene 0.089 0.004 

Copper 
Nickel 
Silver 

0.013 0.008 
0.018 0.01 1 
0.007 0.004 

zinc 0.016 0.001 
' We use the constituent concentrations of BPT technology in Table 5.1-5 to calculate 1990 constituent 
tUIlOUnt8. ' We use the constituent concentrations of BAT technology in Table 5.1-5 to calculate 2010 constituent 
IUllOUntS. 
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Table 5.1-9. Constituent amounts of drilling muds 
Constituent Amount (kg/wel9 GM/BBL of Oil Produced 
PH 9.0 0.9 

BOD 574.23 57.3 

TOC 3828.29 381.7 

COD 10155.05 1012.5 

Oil and Grease 1355.27 135.1 

Zinc 8.04 0.802 

Beryllium 

Aluminum 
Barium 

Iron 

0.26 
175.82 

47.91 

490.70 

0.026 
17.5 

4.78 

48.9 
cadmium 0.47 0.047 

89.84 

5.09 
8.96 

0.507 
Nickel 1.57 0.157 

Lead 4.62 0.461 

Mercury 0.08 0.008 

Silver 0.004 O.ooo4 

Arsenic 
Selenium 
Antimony 

1.37 
0.78 

0.24 

0.137 
0.078 

0.024 
Thallium 0.03 ' 0.003 
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(Le., reinjection of produced water for extracting oil) and the recovery and reuse 
of drilling fluids. 

Different types of end-of-pipe control technologies are used to separate oil 
and grease from wastewater. A gas flotation system creates gas bubbles that are 
released into the wastewater to be treated. As the bubbles rise through the 
wastewater, they attach themselves to an oil droplet in their path, and the gas and 
oil rise to the surface where they can be skimmed off. 

A parallel plate d e s c e r  is a gravity separator which contains a pack of 
padel, tilted plates. Oil droplets pass through the pack and rise a short distance 
before striking the underside of the plates. Guided by the tilted plate, the droplets 
rise, coalescing with other droplets until they reach the tip of the pack where oil 
is carried away. 

Filter systems use some types of media, such as granular and membrane, 
as filters. Waste streams pass through these filters, leaving oil droplets in the filter 
media. Eventually, the filter media is overloaded with oil droplets and must be 
replaced or cleaned. The granular media filtration system demonstrates a 4040% 
removal of oil and grease from the concentration levels of the gas flotation 
system's effluent (EPA, 1991a). 

Gravity separation of oil from wastewater is accomplished by retaining 
wastewater in tanks or pits for a sufficient time to allow the oil and water to 
separate. These systems are characterized by large volumes of storage to permit 
long retention times. In the mid-l970s, about 75% of the oil-water separation 
systems in the Gulf Coast region were gravity separation systems (EPA, 1976). 

Various types of chemicals can be applied to wastewater treatment systems 
to increase the separation efficiency of the systems. 

There are three ways to dispose of treated wastewater: evaporation, 
undeqyound injection disposal, and discharge to surface water. In some arid and 
semhid areas, s u r f "  pits, ponds, or reservoirs can be used to evaporate water. 
Injection and disposal of produced water to underground reservoirs are extensively 
practiced by the petroleum industry. Surface water discharge is practiced by 
offshore and coastal oil producers. While surface disposal contaminates surface 
water, underground disposal may contaminate underground water. 
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Table 5.1-10. Constituent amount of produced water (g/bbl oil 
produced) 

1!EW 2o1ob 

Constituent New Mexico Texas NewMexico Texas 

Arsenic 0.019 0.022 0.01 1 0.013 
Benzene 0.443 0.510 0.022 0.026 
Boron 9.334 10.751 5.601 6.451 
Sodium 8,862.978 10,208.4 443.149 510.42 
Chloride 6,882.95 1 7,927.8 344.148 396.39 
Mobile Ions 21,686.01 2,478.0 108.43 124.89 

We UBC the constituent concenaons of B R  taohnobgy in Tabk 5.1-6 to calculate 1990 constituent 
amounts. ’ We use the constituent conoentrations of BAT tachnology in Tabk 5.1-6 to calculate. 2010 constituent 
amounts. 

. .  _ .  ~. . . . . .~ . . , 
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Table 5.1- 1 1. The amount of pollutants generated from drilling fluid 

Amount (kb/well) GM/BBL of Oil Produced 

Constituent New Mexico Texas NewMexico Texas 

PH 9.0 9.0 0.897 0.897 

BOD 647.80 461.25 64.6 46.0 

TOC 4318.82 3075.07 430.6 306.6 

COD 11456.24 8157.02 1142.2 813.3 

Oil and Grease 1528.93 1088.62 152.4 108.5 

Zinc 9.07 6.459 0.904 0.644 

Beryllium 0.295 0.210 0.029 0.021 

198.4 141.2 19.8 14.1 

Batium 54.1 38.3 5.39 3.82 

Iron 553.6 394.2 55.2 39.3 

Cadmium 0.554 0.38 0.055 0.038 

Chiomium 101.35 72.165 10.10 7.19 

5.744 4.09 0.573 0.408 

Nickel 1 .n 1.26 0.176 0.125 

Legd 5.21 3.71 0.520 0.370 

0.091 0.065 0.009 0.006 

Silver 0.004 0.003 O.OO0 O.OO0 

Arsenic 1.568 1.116 0.156 0.111 

Sslenium 0.884 0.63 0.088 0.063 

Antimony 0.276 0.1% 0.028 0.020 

ThalIium 0.029 0.021 0.003 0.002 



5. Oil-To-Electricity Wastes And Emissions 5-17 

Drilling fluids are usually reclaimed and reused during drilling activities. 
With onshore drilling, the discharge from shale shakers, de-silters, de-sanders, and 
spent drilling muds is placed in a large earthen pit. When drilling operations 
terminate, the pit is backfiled and graded over. 

5.2 WATER POLLUTION FROM OILFIRED POWER PLANTS 

5.2.1 Sources of Water Pollution 

Wastewaters are generated from oil-fired power plants. Water pollutants 
contained in wastewaters include BOD, COD, TSS, TDS, oil and grease, chlorine, 
zinc, copper, iron, pH, and heat. There are many sources of wastewaters in power 
plants. These sources are discussed below. 

d. A once-thmugh cooling system withdraws 
water from a ~ t u r a t  water body (e.g., river, lake, estuary, or ocean). The water 
comes in contact with the heat exchanger, resulting in heat transfer from the 
condenser to the water. Subsequently, the water is discharged to the receiving 
water where the excess heat is dissipated. Because this system requires a large, 
nearby body of water, and because stringent water pollution regulations are now 
in affed, once-through cooling systems are no longer commonly used. Pollutants 
contained in once-through cooling water can be attributed to the corrosion of 
construction materials and the reaction of elemental chlorine as hydrochloride with 
organics in the intake water. 

Tnwer Blnwtlown. A power plant equipped with recirculating 
cooling wakr systems u s a  cooling towers, either forced draft or natural draft, and 
recirculates cooling water within the plant., A blowdown stream is typically 
discharged from the recirculating system to control the buildup of dissolved solids 
in the cooling water. Moreover, the cooling mechanism, evaporation, results in 
the discharge of waste heat to the atmosphere. 

The evapofation of water from a laing cooling water sistem results 
in an increaSe in the dissolved-solids concentration of the water remaining in the 
system. Thus,the solids mmtration tends to build up over time. The 
level of dissolved ncentration is reduced-by $e use of a bleed stream. 
This process is called water blowdown. A portion of the -ling water in 
the system is discharged via-this stream. The discharged water has a higher 
dissolved-solids content. 
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Pollutants in cooling tower blowdown may be the result of chlorination, 
chemical additives, and camsion and msion of the pipes, condensers, and cooling 
tower materials. 

i. Metal cleaning wastes include washwater 
from the chemical cleaning of boiler tubes, air preheater washwater, and boiler 
fireside washwater. The waste streams from the cleaning contain boiler metals 
such as iron and copper. Other waste constituents present in spent chemical 
cleaning solutions include wide ranges of pH, high dissolved-solids concentrations, 
and significant chemical and biological oxygen demands. 

m. Power plants fired by residual fuel 
oils generate fly ash in large quantities and may generate some bottom ash. These 
ashes typically contain heavy metals and must be controlled using dry or wet 
handling. Wet handling produces a waste stream. Plants which use wet removal 
methods have an ash water stream system. However, few oil-fired plants have wet 
hanilling systems. 

I nw-V-. Low-volume wastes include boiler blowdown, waste 
streams from water treatment, tank bottoms from oil storage tanks, and effluents 
from floor and yard drains. Boiler blowdown serves to maintain specified 
limitations for dissolved and suspended solids in the water used to generate steam 
in boilers. The impurities in the blowdown system result from the intake water, 
internal corrosion of the boiler, and chemicals added to the boiler system. 

Wd Fl-. Wet flue-gas cleaning processes such 
as scrubbers can be divided into nonregenerable processes (throwaway) and 
regenerable procisses. Nonregenerable processes generate a large amount of 
throwaway sludges. These sludges can be stored in an on-site pond to settle out 
pollutants. After settling, the water from the pond may be recycled back into the 
scrubber system. 

5.2.2 The Amount of Water Pollutants 

According to the requimments of the "DES (National Pollution Discharge 
Elimination System) and state regulations, the amount of wastewater and water 
pollutants produced from a particular power plant must be reported to either the 
EPA or a state agency by the plant operator. Data on effluent discharges from oil- 
fired power plants can be obtained from EPA's regional offices. 
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5.3 VOC EMISSIONS FROM CRUDE AND RESIDUAL OIL 
TRANSP~RTATION AND STORAGE 

Crude and crude products evaporate during storage and transportation due 
to their volatile nature. In this section, we calculate VOC emissions during the 
storage and transportation of crude and residual oil. 

In estimating VOC evaporative emissions, we include crude storage at 
refineries, residual oil storage at refineries, residual oil transportation to power 
plants, and residual oil storage at power plants. We do not include longdistance 
crude transportation because we assume that crude is produced near the two 
refrning sites. We present the calculated VOC emissions in Table 5.3-1. 

Table 5.3-1 indicates that evaporative emissions from crude and residual 
storage are much greater than evaporative emissions from residual oil 
transportation. It should be noted that these emissions presented in the table occur 
at different locations. 

5.4 OIL SPILLS FROM CRUDE AND RESIDUAL OIL 
TRANSPORTATION AND STORAGE 

Oil spills occur during the transportation and storage of crude and crude 
products. Strict liability for damage from oil spills and hazardous substance 
releases is provided under various pieces of environmental legislation, including 
the Comprehensive Environmental Response Compensation and Liability Act 
(CERCLA), its recent amendments (Le., 
Superfund Amendments and Reauthorization Act [SARA]), the Clean Water Act, 
and the Outer ContinentaI Shelf Lands Act. Responding prima@ly to the Exxon 
Valdez oil spill in Alaska, which resulted in 240,000 barrels of spilled crude, 
Congress &ted the Oil Pollution Liability and Compensation Act of 1990. The 
act imposes limited federal liabilities on vessels and facilities for oil bill cleanup 
and damage repair, allows states to impose unlimited liability; and establishes a 
federal oil spill cleanup fund. 

It is necessary to assess the environmental damages of oil spills in order to 
impose oil spill liability on spillers. In 1981, the Department of pterior POI)  
was assigned the responsibility for developing the Natural Resource Damage 
Assessment (NRDA) regulations. The DO1 regulations inclu'de two types of 
NRDAs: Type A assessments and Type B assessments @OI, 1987). 'Qpe A 
assessment pmcedures are standard procedures for simplified assessments requiring 
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Table 5.3-1. VOC emissions during the transportation and storage of 
crude and residual oil 

Emissions (lb/l@ bbl 
throughput) 

Farmington Clinch River 
Site Site 

Crude Storage at Refineries' 7.48 7.48 

Residual Oil Storage at Refineriesb 11.69 27.70 

Residual Oil Transportation 

Activity 

(1) Loading 0.0084' 0.0014' 

(2) Transit NA" 0.001 If 
Residual Oil Storage at Power Planv 4.09 L11.69 

Totalh 23.268 46.873 
DeLuchi et al. (1992) have eetimatad a 149.6 W1,OW bbl crude throughput for fixed-roof tanks. We assume 

that the storage tanka in the two refinery s b  are floating-mf tanks with a 95% control effectiveness for 
evaporative anissions. In 1990, them were 13.406 a n  barrels of crude fed to U.S. refin&; the total 
cnde storage capacity of U.S. refineriea wan 171.366 million barrels (EIA, 1991a). Roughly speaking, the 
crude storage period in refineries is about 12.8 days. The longer the storage time, the more evaporative 
emiseionS from storage. The emission rates presented here are for crude stored in refineries for about 12.8 

those from 
crude storage. In reality, the evaporative emissions of residual oil may be lower than those of crude, 
primarily due to the lower volatility of residual oil. However, we do not have any data on residual oil 
evqontive a n i s s i ~ .  In 1990,1.0247 million barrels of residual oil WM produced; the residual oil storage 
capacity of U.S. refineria wm 48.533 million barrels. The residual oil storage period in refineries is about 
47.4 days. For the Clinch River site, we use this average storage period for residual oil and the average 
storage period for cnde (12.8 days, see footnote a of this table) to adjust crude storage emhsions to residual 
oil storage emissions for the Houston refinery. For the Farmington site, since tank trucks are used to 
hanapott residual oil fmn the Navajo m h a y  to the Famhgton p h t ,  and since trucks can operate on a more 
flexible schedule and can travel to and from M o n s  frequentty, the residual oil storage capacity of the 
Navajo can be smaller. We assume a 2 W y  equivalent storage capacity for the Navajo refinery. 

days. . 
We amme that the evaporative anissins from residual oil storage in Ibhblday are the same 

From EPA (1985). We use the emhaion rate for tank truck loading. 
From EPA (1985). We use the emission rate for barge loading. 
Nat available. The amount M probsbly minimal due to the short distance (about 450 miles) from the Navajo 

refinery site to the Farmington site. ' EPA (1985) gives a transit emission rate for fuel oil of 0.003 mglweek-liter. It takes about a week for a 
barge to travel from Houston to Knoxville. 

We assume a 7day equivalent storage capacity for the Fannington plant and a 2 W y  equivdeat storage 
Capacity hr the Clinch River plant. We wume that the VOC emissions in Ibhblday from residual oil storage 
in power p h b  arc the anme at those for midual oil storage in reher ia .  See footnote b of this table for 
detaii discussion. 
' We multiply crude &orage d i n 8  by 1.12, since 1.12 barrels of crude produce one barrel of residual oil, 
and add the calculated result together with the anbeions of ranainiing categoria. 
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minimal field observations. They apply to small, shortduration, hazardous 
substances in coastal and marine environments. lLpe B assessment procedures 
include alternative methodologies for conducting assessments in individual cases. 
They apply to all other releases in coastal and marine environments and releases 
in those environments not addressed by Type A procedures. 

The 1990 Oil Pollution Act requires the Department of Commerce (DOC) 
to develop regulations for assessing.natural resource damages resulting from oil 
spills. The National Oceanic and Atmospheric Administration (NOM) of DOC 
has been assigned the task of developing these damage regulations. 

DO1 has developed a computer model for Type A assessment. The model 
assesses damage in three-steps: assessment of the physical distribution of a spill 
in a water body, assessment of biological injury, and assessment of economic 
damage. The simulation of the physical distribution of spills in water bodies was 
conducted by Applied Science Associates in Rhode Island. The biological injury 
and economic damage assessments were conducted by HBRS company of Madison, 
Wisconsin. To conduct damage assessments, the Type A computer model requires 
input data SpecifLing the date and location of a spill, the type of material spilled, 
the amount of material spilled, the duration of the spill, wind profiles, and cleanup 
activities. 

Various existing regulations require that oil spills be reported to the 
appropriate authorities. At the federal level, various agencies within the 
Department of Transportation have maintained the majority of the reporting 
systems required by various regulations. These systems include the Hazardous 
Materials Information RepOrting System (HMIRS) operated and maintained by the 
Materials Transportation Bureau (MTB); the Polluting Incident reporting System 
(PIRS) and the Natiohal Response Center (NRC), both maintained by the U.S. 
Coast Guard; and other, specialized systems maintained by the Federal Aviation 
Administration and the Federal Railroad Administration. 

Oil and toxic substance spills in and around U.S. waters must be reported 
to the U.S. coast Guard (USCG). Spilled oil substances reported to USCG include 

distillate, and other petroleum products. USCG maintains a database containing 
all reported spills categorized by substance, by iegion, by transportation mode, and 

crude oil, hel oil, did 

bYY= + 

gasoline, liquid petroleum gas,,waste oils, petroleum 

Although oil spills OCCUT during both transportation and storage of oil, we 
do not consider oil spilled during oil storage since these spills are often small in 
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scale and because little data is available. We consider only transportation-related 
oil spills. 

Crude and crude products are transported by marine vessels, pipelines, 
railroad, and tank trucks. For our study of oil cycle externalities, we have 
assumed that the crude would be produced onshore near the two refineries or 
produced offshore in the Gulf of Mexico. We present oil spills for offshore oil 
production and transportation. We have assumed that the crude produced onshore 
near the two refineries would be transported to the refineries by small pipelines or 
trucks. The scale and probability of oil spills during this crude transportation 
would be minimal. Therefore, we do not consider onshore crude spills in this 
study. Oil spills from marine vessels during long-distance crude transportation is 
a major concern but is not applicable to this study. We present oil spills during 
long-distance transportation by marine vessels here for reference purposes only. 

We have assumed that No. 6 residual oil would be transported from the 
refinery near Houston to the Clinch River plant in East Tennessee by barges 
through the Gulf Intracoastal waterway, the Tennessee-Tombigbee waterway, and 
the Tennessee River. We have assumed that No. 6 residual oil would be 
transported from the Navajo refinery site to the Farmington power plant by tank 
trucks. Therefore, we present data on residual oil spills occurring during both 
river and highway transportation. 

5.4.1 Oil Spills During Water Transportation 

We have obtained the data on oil spills during crude and residual oil 
transportation through waterways from USCG (Hantzes, 1992). I3ased on the 
USCG data, we have estimated oil spill probability and average amounts of oil 
spills for four regions: the Gulf Coast region, the East Coast region, the West 
Cuast region, and the inland river region. The inland river region mostly includes 
the Mississippi and Ohio River areas. The Table 5.4-1 presents our calculated 
results. 

Table 5.4-1 presents average spill probability and spill size by region. It 
indicates that the average spill size is small. This implies that many small oil spills 
are occurring. The environmental impacts of an oil spill are usually not a linear 
function of the amount of oil spilled. For example, one hundred barrels of oil 
spilled into the ocean may not create noticeable impacts, but the 240,000 barrels 
of the Exxon Valdez oil spill may create tremendous environmental impacts. A 
better way to estimate the damage of oil spills is to estimate the probabilities of 
different oil spill Sizes and assess the damages of oil spills by spill size. We do not 
have data to estimate the probabilities of oil spills by spill size. 
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5.4.2 Oil SpiUs from Offshore Production and Transportation 

The Minerals Management Service (MMS) of DO1 conducts oil and gas 
leasing on the U.S. Outer Continental Shelf (OCS). The M M S  normally prepares 
an environmental impact statement for each proposed offshore lease sale. The 
potential risks of oil spills occurring and contacting environmentally sensitive 
resources are assessed in the environmental impact statement. For this purpose, 
the MMS has estimated the probability of oil spills associated with the production 
and transportation of offshore oil on the U.S. Outer Continental Self (OCS). 

Anderson and LaBelle (1990) have presented the MMS's estimated 
likelihood of oil spills from transportation and production of oil in the U.S. OCS. 
They give spill rates in number of spills per lo9 barrels of oil handled. They 
include two types of oil spills: platform oil spills associated with oil production 
and pipeline oil spills associated with oil transportation from offshore platforms to 
onshore storage facilities. Roughly 97% of the oil transported onshore from 
offshore production sites is transported through underwater pipelines. 

Although spills smaller than 1,OOO barrels account for 99% of all spill 
events, these small spills do not cause much environmental damage. Anderson and 
LaBelle include spills greater than or equal to 1,OOO barrels in their study. This 
is because only these large-scale oil spills mate noticeable environmental damage 
in the open ocean and because these spills are large enough to travel long distances 
to the coast where they may impact wetlands and wildlife. 

Based on historical oil spill data, Anderson and LaBelle calculate spill rates 
of 0.60 and 0.67 spills per lo9 barrels of oil handled for U.S. OCS platforms and 
pipelines, respectively. For the oil spills greater than or equal to 1,OOO barrels, 
their hisbricatldata show an a v e e  spill size of 18,046 b a d s  for platform spills 
and 26,450 barrels for pipeline spills. 

Note that Anderson and LaBelle's estimated oil spills are for the outer 
continental shelf (OCS). Offshore oil production occurs in state waters (about 
three miles from shorelines) and in federal waters, or the outer continental shelf 
(i.e., between state water boundaries and U.S. water boundaries). Their estimate 
of oil spills does not include oil production in state waters. The oil spills due to 
offshore oil production in state waters should be less severe than the oil spills due 
to offshure OCS oil production. This is because oil production in state waters neat 
the shodhe encounter less severe ocean conditions and because the oil produced 
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Table 5.4-1. Oil spills in US. waters during transportation (ship 
movements): probability and scale' 

Region Crude Residual Oil 

Gulf Coast 
Probability" (96) 5.20 2.33 

Scale' (bbl) 44.1 14.9 
ProbabiliM (96) 1.89 0.21 

East Coast e . .  

Scale' (bbl) 171.1 24.4 

Probability" (96) 0.87 0.05 
Scale' (bbl) 812.5 79.1 

Probabilitv' (96) 0.10 0.16 

West Coast 

Inland River 
* . a  

Scale' (bbl) 67.0 259.2 

Probabilityb (96) 0.56 0.21 

Scale' (bbl) 223.5 85.2 
Nationwide 

We have obtained oil spill data €tom H ~ t z e s  (1992) of USCG. We uBe the data on oil spilled 
between 1983 and 1989 maintained by USCG. 

movementdl of crude or residual oil and the tdal number of movements in which crude or residual 
01 arc spilled. The probability is estimated by dividing the total number of spills by the total 
number of ship movements. ' 

' The scale is calculated by dividing the total amount of crude or residual oils spilled by the total 
number of spills. 

The probability of oil spills is calculated by using two sets of information: the total number of ship 
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in state waters needs to be transported over shorter distances since they are close 
to shore. Consequently, applying the OCS oil spill rates to the oil production in 
state waters will certainly overestimate oil spills from state water oil production. 
We do not have information on oil spills from oil production in state waters. 

Pollution discharges into U. S. navigable waters has been compiled by the 
U. S. Coast Guard (1989) for the 1986 - 1989 period. The Coast Guard 
information categorizes spills into three groups: oil, hazardous substances, and 
other. The data is presented in tables by general area, type of oil spilled, source 
of the spill (type of vessel, land vehicle, or land facility) occurred on, type of 
incident causing the spill, and a frequency distribution of oil spill sizes. The data 
is not summaflzed by frequency distribution, vessel, and location, which would be 
useful for this analysis. Consequently, it is impossible to assign the oil spill 
frequency distribution data to oil tankers and barges. 

5.4.3 Oil Spills from Tank Trucks 

The USCG has estimated oil spills during oil transportation along highways. 
Currently, refinery products such as gasoline and diesel are transported by tank 
trucks to seMce stations for short distances. The estimated amount of oil spilled 
per year for four years is presented in Table 5.4-2. This spilled oil is probably in 
the form of gasoline and diesel since these two fuels account for most of the 
petroleum products transported through tank trucks. 

The oilispill rate of tank trucks is expressed in terms of total quantity of oil 
spilled per barrel-mile. Walter et al. *(1985) estimated a spill rate of 0.14 million 
gallons of oil spilled per billion ton-des,  based on tank truck spill data for 1972 
to 1979. This spill rate translates into an oil spill rate of 4.505 x lo4 
bbVld bbl-mile (using an average mass density of 270 lbhbl for gasoline and 
distillate fuels since most fbls transported by tank trucks are gasoline and distillate 
fuels). We will use this spill rate to calculate the amount of oil spilled transporting 
residual oil 6 m  the Navajo kfinee site to‘theFarmington power plant by tank 
trucks. 

‘,I * +is I 

* x4 

- k e  Cle& Air Act regulates cri&ria.air emissions from’ refineries through 
state implementation plans. Under the @I Toxic Title of the 1990 Clean Ah Act 
Amendments, any industrial facility that annually emits at least ten tons of any of 
189 hazardous air pollutants will be required to control them to a minimum level. 
Petroleum refineries emit many of the 189 toxic air pollutants. 
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All criteria pollutants (e.g., S G ,  CO, NG, HC, and PM) are emitted from 
refineries. Hazardous air pollutants such as polycyclic aromatic hydrocarbons 
(PAHs), sulfur compounds (e.g., Ha), nitrogen compounds (e.g., NH,), and trace 
elements (e.g., vanadium, nickel, zinc, lead, copper, etc.) are also emitted from 
refineries. 

5.5.1 Sources of Air Emissions in Refmeries 

EPA (1985) has categorized the following sources of air emissions for 
refineries. 

-. These units include axillary facilities such as sulfur 
recovery plants and hydrogen production facilities. 

-. Catalytic regeneration processes employed during 
catalytic cracking and catalytic reforming processes produce air emissions. Air 
emissiOns from catalyst regeneration processes include large amounts of PM, S&, 
CO, HC, N&, aldehydes, N€&, and CQ and small amounts of chlorides and 
aerosols. 

Table 5.4-2. The annual amount of hignway oil spills (UCSG, 1982, 
1984) 

Year Barrels of Oil Spilled 

1981 4,662 

1982 4,813 

1983 3,786 
1984 3,422 

-. Boilers and process haters are used 
extensively to generate steam and heat for refining processes. Various types of 
fuels such as refinery gases, natural gas, and residual oil are used to fire boilers 
and process heaters. The combustion of these fuels produces small amounts of 
VOC and CO emissions but large amounts of NG, SG, PM, and CO,. The 
emissions of NG, SG, and PM are subject to federal and state regulations, and 
are controlled in various degrees. 
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. Burning waste gases for disposal purposes causes 
the emi-0, NO, and CO,. Wastewater treatment plants emit 
HC, SO,, HZS, "3, NO,, PM, and C o p  

. .  
ve F-. Fugitive emission sources are generally 

defined as VOC emission sources that are not associated with a specific process but 
are scattered throughout a refmery. These sources include valves (e.g., pipeline, 
open-ended, and vessel-relief valves), flanges, pump and compressor seals, 
process drains, cooling towers, and oiywater separators (wastewater treatment). 
In k t ,  the majority of the VOC emissions produced from crude refineries might 
be from these so-caUed fugitive emissions. 

Most fugitive emission sources are now regulated under the NSPS. The 
amount of fugitive emissions can be reduced by minimizing leaks and spills 
through equipment changes, procedure changes, improved monitoring, and 
housekeeping and maintenance practices. Fugitive emissions can be collected and 
flared to cop 

Fugitive VOC emissions are available from EPA (EPA 1993) giving the 
amounts in pounds per day for a 330,000 BbVday refhery. These estimates are 
converted for a refinery producing 8,940 Bbldday of residual fuel oil - the amount 
of residual oil needed at each of the two reference power plant sites daily. Table 
5.5-1 gives estimates of VOC emissions for this size refinery at the two reference 
Sites (column 3). The second column of this table is the number of source units in 
a typical refhery. Column 4 gives the pounds of VOC emissions produced per day 
allocated to the amount of residual oil produced at the refmery. 

To control the air sions from refining processes, refineries are,equipped with 
various emission control systems. PM emissions are usuallyz controlled by 
cyclones, electrostatic precipitators, or wet scrubbers. S4, emissions from boilers 
are controlled by-fluegas desulfurization devices such as wet scrubbers. NO, 
emissions from bhers are controlled through water irijection and other methods. 
VOC evapofatve emissions from storage tanks and loading facilities are controlled 
by using floating-roof tanks. 
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Table 5.5-1. Fugitive VOC emissions from an oil refinery 
VOC emissions 

lblday lb/day due to 
Source Number refinery residual oil produced 

valves 11,500 2,632 184.2 

Flanges 46,500 232 16.3 

Pump seals 350 503 35.2 

Compressors 70 426 29.8 
Relief Valves 100 194 13.5 
Drains 650 387 27.1 
Cooling towers 619 43.3 

OWWater Separators 
(uncovered) 12,423 869.6 

Total 17,416 1,219.1 

OWWater Separators 
(uncovered) 12,423 869.6 

Total 17.416 1.219.1 

Pollution discharges into U. S. navigable waters has been compiled by the 
U. S. Coast Guard (1989) for the 1986 - 1989 period. The Coast Guard 
information categorizes spills into three groups: oil, hazardous substances, and 
other. The data is presented in tables by general area, type of oil spilled, source 
of the spill (type of vessel, land vehicle, or land facility) occurred on, type of 
incident causing the spill, and a frequency distribution of oil spill s h .  The data 
is not summarized by frequency distribution, vessel, and location, which would be 
useful for this analysis. Consequently, it is impossible to assign the oil spill 
frequency distribution data to oil tankers and barges. 

5.5.2 The Amount of Criteria Pollutants 

In its AP42 document, EPA (1985) quantifies the emission factors of some 
major refining units. The EPA's emission factors for refining units are presented 
in Table 5.5-2. Table 5.5-2 does not list all units that produce air emissions in a 
refinery. Units not listed above include sulfur recovery plants, pipeline valves, 
open-ended valves, compressor seals, etc. We do not include units such as valves 
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and seals b u s e  emissions per unit are difficult to quantify, and because the total 
number of these units in' a r e ~ e r y  is unknown. 

We do not include the enaissions from sulfur recovery plants because we do 
not account for these emissions in estimating the emissions due to residual oil 
production. This is because the sulfur content of residual oil is equal to or greater 
than the sulfur content of crude, implying that the sulfur is removed from crude 
and further recovered in the sulfur recovery plant for the purpose of reducing the 
sulfur content of other products (such as gasoline and diesel) rather than residual 
oil. Therefore, emissions from sulfur recovery plants should be allocated to other 
products. 

Next, we allocate emissions from each of the above units to several 
categories of refining processes. The refining categories relevant to residual oil 
production are distillation (atmospheric and vacuum), cracking, and finishing 
(including various treating processes and blending). Other processes, such as 
alkylation, reforming, and coking, are related to highquality fuel production. 
Emissions from processes that are related to residual oil production are estimated 
in Table 5.5-3. 
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Table 5.5-2. Air CmieeiOne of dmhg unite' 

Unit PM so, co HC NO, Aldehyde NE3 

Boiler and Process Heater hhpsions (lb/MMBtu tclel burned) 

(1) Fuel Oilb 0.024" 0. 1573d 0.0334' 0.009' 0.147 0 0 

(2) N@ 0.0029 O.OOO6 0.0339 0.0056 0.0543' 0 0 

Cracking-FWJ 45 493 Neg. Neg. 71.0 Neg. Neg. 
Cracking-MCCk 17 60 Neg. 87 5 12 6 

Fluid ColGng' 6.85 NA Neg. Neg. NA Neg. Neg. 
Blowdown System"' Nee. 26.9 4.3 0.8 18.9 Neg. Neg. 

hgitive lbksiim 
(1) Cooling Tower" 0 0 0 1.2 0 NA NA 
(2) OiVWater Separatore 0 0 0 10 0 NA NA 
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The above table presents emission rates in lblld bbl of feedstock input. 
As discussed in a previous section, about 1.12 barrel of crude is needed to produce 
one bard of &dual oil. Therefore, in order to calculate emission rates in Ib l ld  
bbl of residual oil produced, the emission rates in the above table need to be 
multiplied by 1.12. 

Finally, we allocate the emissions of each of the processes presented in 
Table 5.5-3 to residual oil production, W on the percentage of residual oil 
produced, relevant to other products, from a specific process. DeLuchi (1992) 
estimates that residual oil accounts for 7% of the products from the distillation 
process, 8.5% of the products from the catalytic cracking process, and 0% of the 
products from the cuking process. In calculating the emissions from residual oil 
production, we assume that 5% of the emissions from distillation and 6% of the 
emissions from cracking result fiom the production of residual oil. We use a 
percentage number smaller than the residual oil production percentage number for 
the two processes because we believe that the production of residual oil requires 
less intensive refining actikties than the production of other products such as 
gasoline or distillate fuels. In.calculating residual oil emissions, we assume that 
the emissions from owwater separators accountable to residual oil production are 
proportional to the residual oil production of a refinery. Table 5.5-4 presents 
emissions per Id barrels of residual oil produced. 

5.5.3 The Amount of Toxic Chemicals Released from Refineries 

There are various types of chemicals released from petroleum r e f h g  
processes. Many of them are listed as toxic by EPA. Refiners are required to 
report the amount of toxic chemicals released from their facilities every year. The 
reported amount of toxic chemicals is main@ned for each of the major refineries 
by EPA in its Toxic Release Inventory 0 dabbase. ‘We have obtained the TRI 
data for some refmeries hTexas and Quisiana from P A .  Table 5.5-5 below 
presents the amount of @ic chemicals released to air, land, and water from the 
refinery near Houston in 1989.2 This information may be used to assess health and 
ecological impacts of toxic refinery chemicals. 

5.6 AIR EMISSIONS FROM OIGFIRED POWER PLANTS 

5.6.1 Regulations of the Air Emissions from Power Plants 

Oil-fid POW= plants produce emisSion~ of HC, CO, NG, S G ,  PM, and 
CO,. The amount of SO,  and PM emissions depends mainly on the 
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Table 5.5-3. Air emissions of r e f h g  process (Ib/ld bbl feed input) 

Process PM so2 co HC NO2 

Distillation' 0.7717 11.9992 6.9983 1.6686 16.8525 
Crackingb 45.3044 497.7330 2.7604 0.6582 77.6474 

Coking" 0.0687 1.0679 0.6228 0.1485 1.4999 
Othersd 0 0 0 10.0 0 
' We allocate a portion of the emissions from boilers and process heaters, cooling towers, and 
blowdown systems to the distillation process. We calculate the average emission factors of oil-fired 
and natural-gan-fired boilers by using the ratio of energy consumed for oil and gas in retjnerien. 
DeLuchi (1992) catimated that 6.77% of the energy consumed in refineriea came from residual oil and 
that 70.5% came from natural gas and refinery gas. we use these numbers to catculate the average 
emission factors for boilers and process heatera. To convert emheions from lbs/MMBtu to lballd bbl 
feedstock input, we assume that the energy consumption of refining processes account for 10% of the 
energy contained in the feedstock (Gainen et al., 1981; DeLuchi, 1992). That is, to p s  1,OOO 
barrels of crude which contain about 5,800 MMBtu, 580 MMBtu of energy is consumed for refinery 
processee. We assume that 77% of the energy consumed is used to fire boilers and process heaters. 
Therefore, to process 1,OOO barrels of crude, about 446.6 MMBtu of energy is needed to 6re boilers 
and process heaters. We have calculated emissions (in lbslld bbl feedstock) M follows: 2.1473 for 
PM, 6.4310 for SO,, 15.1397 for CO, 2.6349 for HC, and 27.9125 for NOp 

Emissions from boiirs, blowdown systems, and cooling towern contriiute to emissions from 
the distillation process. However, theae oourca contriiute to the emissions from other p r ~ ~ ~ e a  M 
well. We allocate emissions from each of the units in Table 5.5-1 to each of the processes in thin table 
based on the energy consumption of each process. DeLuchi (1992) staka that distillation pracessee 
account for 36% of the total procees energy, cracking processee account for 14.2%. coking processes 
account for 3.256, and finishing processes socount for 5.5%. We use thew percentage numbera to 
allocate emissions from boilers and prooess heaters to each of the mfining p s e a .  

We attriiute 100% of all cracking emissions to the cracking process and 14.2% of emissions from 
boiders, blowdown systems, and cooling towem to the cracking process. (14.2% is the amount of 
process energy used in cracking out of the total process energy.) Most cracking units are currently 
FCC units. We use FCC unit emissions to estimnte cracking d s b n s .  
O We allocate 3.2 % of emissions from b o i i ,  blowdown systems, and cooling towers to the coking 
process since 3.2% of the total process energy is consumed in the coking process. 
' Emissions of oiywater separators. 
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Table 5.5-4. Air emissions of residual oil production 
Ibs/ld bbl residual oil produced) 

PM co HC 
17.7861 196.54 14 3.3261 49.6 130 35.4933 

Table 5.55. The amount of toxic chemicals released b m  the Southeast Texas refinery 
during 19W @/year) 

Substance Name 
Releases 

Transfed 
Air Land Water 

l,l,l-Tiichloroethaae 

1 , 2 , 4 - T ~ y ~  

1,3-FWadieae 

2 - E t h O x y ~ l  . 

4 , 4 ' - e M i * l  
Acetone 

Acetonitrile 

Allyl chloride 

Ammonip 

BariumCompauads 

Benzene 

Butyraldehyde 
chloride 

C h r o m i u m ~  

C~cornpaunde  
cumene 
Cumeae Hydroperoxide 
cyclohexane 

DktbUWl8miXl6 

Epichlorohydrin 

Ethyl Acrylate 

0 

9,040 

104,OoO 
23 

82,160 

=,m 
63,310 
680 

1 1,980 
0 

572,880 

114,W 
0 

62,140 
0 

272,490 

2wjfJ 

18,280 

6,822 

147,420 

160 

0 

0 

0 

0 

1,200 

4,200 
0 

0 

0 

0 

40 

60 

0 

300 

0 

60 

0 

0 

0 

2 

0 

0 

0 

0 

0 

0 

0 

0 

0 

15,200 

1,990 
100 

0 

0 

2,800 
0 

0 -  

0 .. 
0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

@,600 

0 

0 

1,580 

0 

0 

7,420 
0 

0 

0 .  

0 

0 

700,700 

0 
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Table 5.S5. The amouut of toxic chemic& released h m  the Southeast Texas refinery 
d m  19W (Iblyear) 

Substance Name Transfers" 
Releases 

Air Land Water 

Table 5.S5. The amouut of toxic chemic& released h m  the Southeast Texas refinery 
d m  19W (Iblyear) 

Substance Name Transfers" 
Releases 

Air Land Water 

m y -  

Ethylene 

Ethylene Glycol 

Glycol Ethers 

Hydrazine 

Hydmbloric Acid 

Methanot 

Me4hyl Ethyl Ketone 

Methyl Isobutyl Kelone 

Methyl Tert-wltyl Ether 

Molybdenum Trioxide 

N-Wltyl Alcohol 

Nickel Compouads 

0-Xylene 

h l  

Phosphoric Acid 

propylene 

sec-Wltyl Alcohol 

sulfuric Acid 

Toluene 

Xylene (mixed isomers) 

31,660 

398,660 

20 

36,290 

170 

5,370 

109,340 

886,900 

157,080 

49,820 

0 

125,280 

0 

29,790 

196,100 

0 

456,120 

590 

440 

738,900 

130,530 

0 

0 

0 

0 

0 

0 

1,700 

30 

80 

0 

0 

260 

350 

0 

680 

0 

0 

4 

0 

130 

40 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

4,660 

0 

760 

0 

0 

0 

0 

100 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1,020 

0 

1 ,OS 1 

0 

0 

0 

0 

1,580 

1,580 

2.776 zinc compaunds 8,960 1,850 ~ 

From L. Capozzoli (1992) of EPA. 

treatment Wohe, landfills, etc. 
Thie is the amount of toxic waste transferred from on-site to off-site facilities (such as publicly owned 
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sulfur content of the residual oil burned in power plants. NO, emissions come 
from the oxidation of fuel-bound nitrogen and the thermal fixation of the nitrogen 
in combustion air. Fuel N4, is primarily a function of the nitrogen content of the 
fuel and the available oxygen. Thermal NO, is largely a function of the peak 
flame t e m p t m  and the available oxygen. Generally, oil boilers produce more 
fuel NO, than thermal NG. 

Small amounts of HC and CO are emitted from burning residual fuel oil in 
steam boilers. Organic compounds presented in the flue-gas streams include 
aliphatic and aromatic hydrocarbons, esters, elhers, alcohols, carbonyls, carboxylic 
acid, and polycyclic aromatic hydrocarbons. Heavy metals such as arsenic, 
cadmium, lead, mercury, nickel, manganese, chromium, copper, and vanadium are 
present in flue gases. 

The quantity of trace metals emitted depends on combustion temperature, 
fuel feed mechanism, and the composition of the W. The temperature determines 
the degree of volatilization of specific compounds contained in the fuel. The fuel 
feed mechanism affects the separation of emission into bottom ash and fly ash. 
The quantity of any given metal emitted, in general, depends on: 

1) the physical and chemical properties of the element itself; 
2) its concentration in the fuel; 
3) the combustion conditions; and 
4) the type of particulate control device used, and its collection efficiency as a 
function of particle size. 

Table 5.61 gives the trace elements and estimates of emissions for the oil- 
fired power plants used at the Southeast and Southwest sites. The values were 
compiled by EPA (1993) and present the range of estimates presented in the 
literature. If only one data point was found, it is repdrted in this table. 
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Table 5.61. Range of trace elements from oil-fired boilers 
(EPA, 1993) 

Constituent Emission factor (lb/lOn Btu) 

Antimony 24 - 46 
Arsenic 19 - 114 
Beryllium 4.2 
Cadmium 16 - 211 

Chromium 21 - 128 
Cobalt 77 - 121 
Lead 28 - 194 
Manganese 23 - 74 

Mercury 1.4 - 32 

Nickel 837 - 2330 
Selenium 38 

Utility power plants are requid to comply with federal and state emission 
standards. Current federal air emission regulations include the New Source 
Performance Standards (NSPS), the Revised New Source Performance Standards 
(RNSPS), the Prevention of Significant Deterioration (PSD) rules, and the new 
SOx and N G  standards established in the 1990 CAA Amendments. State air 
emission regulations include both requirements for obtaining permits for 
construction and operation of major pollution-generating facilities and pollution 
control statutes that enforce State Implementation Plans (SIPS). 

Power plants built at different periods of time are subject to different 
standards. Pre-NSPS units whose construction began before August 18, 1971 are 
subject to SIPS, which are generally less stringent than NSPS. Those units whose 
construction began between August 18, 1971 and September 18, 1978 are subject 
to NSPS. Those units whose construction began after September 19, 1978 are 
subject to RNSPS. The 1990 CAA amendments require the utility sector to reduce 
SO,  emissions by 10 million tons per year below the 1980 baseline emissions by 
the year 2000 and to reduce NO, emissions by 2 million tons. In the 1990 CAA, 
SO, and NO, emission standards were established for power plants operating after 
1995. 
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5.6.2 Air Emiccion Control 

5.6.2.1 Control of NO, 

When residual oil bums, it first ksforms into a vapor. During this 
msformation, "fuel-bound" nitrogen transforms into NG. The rate of the N4, 
formation may be controlled by reducing the amount of air near the burner since 
this limits the number of oxygen molecules available to oxidize nitrogen to NG. 

Thermal NO, forms when any fuel bums at a temperature above 1,630' C. 
At this high temperature, the nitrogen contained in combustion air is oxidized into 
NG. The amount o f , t h d  NO, formed in this way increases dramatidy with 
an increase in flame temperature. Two approaches may be employed to control 
NO, emissions: combustion control and flue-gas control. 
5.6. 

Combustion control of N4, emissions is 
accomplished by retarding the oxidation of nitrogen with several techniques. Low 
NO, burners use a proper fuel-to-air ratio to limit both fuel-bound 80 and 
thermal NG. The design of low N4, burners ensures that the area immediately 
adjacent to the burner is fuel rich. A fuel-lean mne is created immediately beyond 
this fuel-rich zone. By limiting the amount of oxygen available near the burner, 
thermal NO, emissions can be reduced. NO, emissions can be reduced a much 
as 50% by this method. 

c-. 

Other burner designs, such as ceramic fiber burners, help reduce NO,. 
Ceramic fiber burners are made from porous ceramic materials which diffuse 
gaseous fuel and air to t@e*surface of When fued, the surface of the 
burner isan incandescent, hot, flameless-areq wNch radiates heat uniformly and 
efficiently to its surrounding areas. Due to the characteristics of flameless 
combustion, N4, emissions are reduced. cer;Unic fiber burners operate at a higher 
thermal efficiency and can achieve emission reductions q high as 90%. 

Furnace .modifications ranging from fairly modest Lapproaches (e.g., 
operation at low excess air conditions, staged combustion, b i . d  burner firing, 
burners out of seMce, and flue-gas recirculation) to.more ,drs;latic modifications 
(e.g., overfiring)-can achieve,a combined- 50-90%* NO, reduction. 

id u 4 . m  be injected into a burner to reduce the flame 
temperatwe and, thus, reduce NG. The control efficiency is sensitive to flue-gas 
temperature. 

$ r  8 I *  

7. Flue-gas control reduces certain pollutants contained 
in flue gases before the gases exit the exhaust stack of a power plant. 
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ve . SCR is a chemical-process that 
converts N 4  i n m e l p  of catalysts. with the system, 
ammonia is injected into the flue-gas stream. The flue gas then passes over a 
catalyst bed at a temprature of 300-400 "C where NO, is converted into N, and 
C a .  Vanadium and titanium can be used as catalysts. SCR systems can achieve 
a 90% NO, reduction. 

Ammonia must be stored for the SCR system. Ammonia storage tanks can 
burst and release a potentially lethal ammonia flume. Ammonia can also pass 
through the boiler without reacting with NO,. This "ammonia slip" is emitted into 
the atmosphere as a pollutant. SO,  formed during combustion can react with 
ammonia to form ammonium hydrogen sulphate which can accumulate on catalysts 
and affect their ability. 

C Reductinn-. Selective non- 
catalytic reduction is similar to selective catalytic reduction, except that metal 
catalyst beds are not used, and ammonia must be injected into the flue gas when 
the flue temperature is 870-1,200 "C. The system can have a NO, reduction rate 
as high as 90%; actual tests show a 50-6096 reduction rate (CFC, 1991). 
However, the selective non-catalyst reduction system increases the emissions of 
ammonia and CO. The SO, that is generated with the combustion of high-sulfur- 
content residual oils reacts with ammonia to produce salts which can foul boilers. 

5.6.2.2 SO, Control 

SO,  emissions from residual oil combustion are mainly in the form of SO,. 
Other components of SO, emissions include SO,. SO, emissions result from the 
oxidation of the sulfur contained in residual oil. The amount of SO, emissions 
from residual oil combustion is almost entirely dependent on the sulfur content of 
the fuel. Them a~ two approaches to controlling SO, emissions: substituting low- 
sulfur oils for high-sulfur oils and controlling flue gas. 

Fuel ShdWUmn. Residual oil produced from refineries can have a 
sulfur content ranging from less than 1% to over 4%. To decrease the sulfur 
content of residual oil, additional refining processes such as finishing and blending 
are needed. Usually, the sulfw content of the residual oil produced in refineries 
corresponds with user demands. Currently, high-sulfur residual oils are sold to 
ships or barges, or used in refineries, while low-sulfiu residual oil is used in power 

. .  

plants. 

High-sulfur residual oils generate high emissions of SO, and PM. 
Substituting low-sulfur oils for high-sulfur oils helps reduce SOX and PM. Electric 
power plants currently demand low-sulfur residual oils for two primary reasons: 
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low-sulfur fuels help power plants meet stringent SO, emission standards, and they 
limit SO,  corrosion damage to generating units. In 1990, U.S. electric power 
plants used residual oil with an average sulfur content of about 0.99% @LA, 
1991~). Virtually all new oil-fired plants are designed to burn low-sulfur oil. 
Although some grandfather oil-fired plants can bum high-sulfur residual oil, they 
may not do so, because stringent SO, emission standads adopted in the 1900 CAA 
will go into effect after 1995. 

Currently, the refinery near Houston produces residual oil with a sulfur 
content of above 3% (personal communication with W. Brown, 1992). This 
residual oil is sold mainly to ship orlbarge operators. The Southwest refinery 
produces residual oil with a sulfur content of 3.5% (personal communication with 
D. Blair, 1992). The high sulfur content of the residual oil produced at the two 
refineries is due to the type of crude used in the refineries as well as the lack of 
adequate de-sulfurization processes. We assume that the two refineries would 
either modify their processes or purchase lower sulfur crude oil in order to supply 
the two power plants with residual oil with a 1% sulfur content. Consequently, the 
two plants would have to pay higher prim in the fu tm for the low-sulfur residual 
oil. For example, the current price of residual oil with a 196, sulfur content is 
approximately $1.75 higher per barrel than the price of residual oil with a 3 96 
sulfur content. * 

-. SO, emissions in flue gases can be controlled by 
different control systems. The following three control systems are commonly used. 

wet. Wet scrubbers employ lime or limestone suspended in 
water to remove SO, from flwgas streams. Lime or limestone can react with SO, 
to generate a liquid waste which can be readily removed from flue gases. The 
emission reduction rate of scrubbers can be as high as 95%. 

p. In a typical spray dryer, flue gas enters the top of 
a reactor where it comes in contact with a finely atomized liquid alkali slurry. The 
water is evaporated by humidifying the flue gas. During this process, SO, in the 
flue gas reacts with the alkali ,materialqand forms solid materials. The solid 
materials contain less than. 1% free'moisture. The solid materials removed 
from the .flue gas by-a downstream.particulate removal device, typically an 
electrostatic precipitator or baghouse. .The syskm's contro1,efficiency can be as 
high as 90%. 

gefinery air emidom of So, and PM due to input of high mlhr crude CUI b;. eathated by ushg h e  emiseiom algorithms h footnotes c 
and d in Table 5.5-2. 
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p. This system is similar to spray dryers, except that 
sorbent material is injected into the flue gas in a dry powder form. High 
tem- of 2506oO"C are quired for the process. Sodium-based materials, 
ammonia, or alkalized alumina can be used as sorbent material. The system is 
capable of removing 90% of the SO,. 

5.6.2.3 PM Control 

PM emissions from residual oil combustion are a function of the sulfur 
content of the oil. PM emission can be reduced considerably by using low-sulfur 
oil. This is because low-sulfur oils usually exhibit lower viscosity and reduced 
asphaltene, ash, and sulfbr, all of which result in better atomization and cleaner 
combustion. Therefore, substituting low-sulfur oil for high-sulfur oil helps reduce 
PM and SO, emissions. Two major flue-gas control technologies are commonly 
used to control PM emissions. 

Fabric. A fabric filter (baghouse) consists of a number of 
filtering elements (bags) along a bag cleaning system contained in a main shell 
structure with dust hoppers. Particulate-laden flue gases are passed through the 
bags so that the particles are retained on the upstream side of the fabric, thus 
cleaning the flue gas. The removal efficiency of fabric filtration can be as great 
as 99.9%. 

P r e c p W ~ .  This system collects PM by an electrostatic 
precipitator. Particulate collection in an electrostatic precipitator (ESP) occurs in 
three steps: suspended particles are given an electrical charge; the charged 
particles migrate to a diverging electric field; and the collected PM is removed 
from the collecting electrodes. This study assumes the collection efficiency of 
precipitators for oil-fired boilers vary fiom 45% to 9O%.(EPA, 1993), although the 
efficiency can be higher. 

5.6.3 The Amount of Ai Emissions 

. .  . 

We use EPA's AP-42 emission factors to calculate both uncontrolled and 
contmlled emissions per Id barrels of residual oil input to oil-fired power plants 
with steam boiler technology. The controlled emissions have been estimated for 
1990 and 2010. Table 5.6-2 presents the calculated emission ram for the five 
pollutants. 

In this section, we have presented and estimated the air emissions of power 
plants fired with steam boiler technology. No electric utilities in the U. S. have 
had residual oil-fued boilers installed in the 1990 time period. All of the residual 
oil-fired systems have been put in place before 1980. 
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The emissions control technologies for pollutants produced by residual oil- 
fired boilers repr&nted here dekribe systbms that would realistically be 
configured in 1990 and 2010. The control effectiveness levels for the emissions 
generated by the oil-fired boilers are well within a feasible range given in AP-42. 
Particulates: 
1990 - Baghouse with 90% removal efficiency, and a wet scrubbing system with 
50 % control effectiveness. 
2010 - Baghouse with 95% removal efficiency, and a wet scrubbing system with 
60 % control effectiveness. 
so,: 
1990 - Wet scrubbing system with 90% control effectiveness. 
2010 - Wet scrubbing system with 95% control effectiveness. 
NOX: 
1990 - Low N4, burners with 40% control effectiveness and ammonia injection 
with 50% control effectiveness. 
2010 - Low N4, burners with 40% control effectiveness, ammonia injection with 
50% control effectiveness, and selective catalytic reduction with 90% control 
effectiveness. 

oil-fired gas turbines typically use distillate oil and produce air emissions 
of PM, SO,, NO,, CO, and HC. Since solids and heavy metals are removed with 
distillate oil pretreatment systems, PM emissions from gas turbines are expected 
to be smaller than those from steam boilers. Direct-firing gas turbines may 
produce an amount of SO, emissions similar to that of steam boiler technology, if 
oil with the same sulfur content is used for the both systems. 

Gas turbines with residual oil gasificatian produce much less SO, emissions 
than steam boilers because SO, can be readily converted into elemental sulfur 
through H,S. During residual oil gasification, QS. appearing in syngases can be 
converted into elemental sulfur with some sulfur recovery methods. The amount 
of SO, emissions in flue gasis therefore reduced. , 

I , .  
The flue-gas control technologies discussed above for steam boilers are 

usually not applied to gas turbine technology to control emissions of PM, SQ, and 
NO,. Gas turbines mahufactmd currkntly utilize improved combustor designs and 
water or steam injection which eliminates the need for emission control technology 
used for oil-fired boilers. I I .  

There is-no data on-air emissions fiom gas turbines f d  with residual oils. 
Consequently, we do not include the air emissions of gas turbine technology. 
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Table 5.62. Air Emission Rates of Oil-fired Power Plants 
(Ib/ld bbl of oil input) 

PM so, CO NO, VOC 
Uncontrolled Emissions' 54ab 6594' 210 2814 43.68 
Controlled Emissions: 1990 27.3 659.4 210 844.2 43.68 
Controlled Emissions: 2010 10.92 329.7 210 84.42 43.68 

From EPA's AP42 (EPA, 1986). We use emission rates for utility boiera fired with No. 6 residual 
Oil. ' The PM emission rate is calculated M (1O*S + 3)*42 (Ib/ld bbl). S is the weight percentage of 
sulfur in the oil. We assume a 1% sulfur content of No. 6 residual oil. 

We assume a 1% sulfur content of No. 6 residual oil. 
The SO2 emission rate hi calculated M (157*S)*42. S is the weight percentage of sulfur in the oil. 

5.7 AIR EMISSIONS FROM OIL ExTRAcTloN AND OIL TREATMENT 
IN OIL FIELDS 

VOCs (volatile organic compounds) emitted during oil extraction and 
treatment are mainly caused by leakage of crude during production and treatment, 
evaporative emissions from wastewater pits and storage tanks, and combustion of 
diesel fuels used to provide power for oil production and treatment operation. 
Recently, EPA found that the amount of VOC emissions from oil production is 
substantial. For example, it is estimated that VOC emissions could be 50-100 tons 
per well annually (Jones, 1991). To enforce the toxic air emission title of the 1990 
Clean Air Act, EPA is currently in the process of proposing regulations on VOC 
emissions from oil production, transportation, and storage. 

Emissions of other pollutants such as NG, SQ, CO, and @ are 
primarily caused by the combustion of diesel fuels used for oil production 
operations. PM emissions are mainly caused from dust. These emissions are 
minimal on a per-barrel-of-crude-produced basis. 

Data for fugitive emissions fiom pumps, compressors, and well heads 
associated with an active well were reported for the state of California @PA, 1992) 
and are reported in Table 5.7-1. Emission factors for fluids emitted from well 
heads were also reported by EPA and are shown in Table 5.7-2. 

EPA also reports on emission factors due to flaring at oil production sites. 
These factors were compiled by the Ventura County, California, Resource 
Management Agency/Air Pollution Control District for oil field flares, regardless 
of size. The emission factors for flares are reported in Table 5.7-3. 
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5.7.2 Offshore Oil Platform Air Emissions 

A typical offshore oil platform consists of gas turbines, emergency 
genemtors, crane engines, and other equipment. Due to the requirements of EPA 
air quality rules, control technologies and control strategies which would reduce 
the level of air pollutant emissions from the equipment are assumed to be installed 
on offshore platforms @. H. Pechan & Assoc. 1992). A model platform 
developed by E. H. Pechan & Associates consists of 25 wells with 12,000 barrels 
of oil per day piped to onshore processing facilities. 

The emission controls for the power generation units, the gas turbines, 
include dry low-NO, combustors, or lean premixed combustion configuration. 
The use of low sulfur diesel fuel is used for generators. A model platform is 
assumed to be serviced by support vessels: two crew boats per week, two supply 
boats per week, and five helicopters per week. All boats have engines rated at 
2,500 horsepower, and emissions from all boats are expected to be 17.7 tons N&. 
Table 5.74 gives the model platform annual emissions produced from the platform 
projected power demands. 

Table 5.7-1. VOC Emission factors for pumps and compressors 
Equipment Emission factor/component 

(lb/day/unit) 
0.141 

Compressor 25.00 

Table 5.7-2. VOC Eanissian factors for well heads (lb/day/well) 

Fluids Onshore Offshore 

Gas 4.24 0.412 
Heavy Crude No prediction No prediction 
Light Crude 1.73 0.155 
Condensate 0.181 0.0130 
Mixtures 0.00293 0.000215 
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Table 5.7-3. Emission factors for oil field flares (Ib/MMcf) 

Nitrogen Oxides (NOx) 72 
Sulfur Oxides (SOX) 

Carbon Monoxide (CO) 

Reactive Organic Carbon (ROC) 

0.6 

40 
114 

TotaI Organic Carbon ‘(TOC) 1196 
Particulate Matter 3 
(assume 99 96 destruction efficiency) 
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Table 5.7-4. Annual emissions for offshore platform 
producG 12,000 barrels of oil per day. 

(Ibs emissions per Id bbls oil) 

Source HC NO, 
Gas-turbine generator 13.69 28.12 

Oil processing 
equipment 

7.4 - 

CEUleS 0.28 2.47 

Emergency generator 0.11 0.05 
Firewater pumps 0.08 - 

Backup generators 1.15 0.46 
Cement units 1.35 0.19 

Total 24.07 31.29 

5.8 SUMMARY OF EMISSIONS FROM OIL CYCLE 

Tables 5.8-1 and 5.8-2 are presented in order to compare the magnitudes 
of air pollutant emissions froin the stages of the oil cycle. Emissions in lbdld bbl 
residual oil produced are given in Table 5.8-1 and those values converted to lbs/l@ 
kwh electricity produced are given in Table 5.8-2. pollutants from onshore 
wells consist of emission factors for oil field flares- Fable 5.7-3) and are not 
reported in Tables 5.8-1 and 5.8-2 since the data are not in consistent units (the 
flare releases are given in units of lb/MMcf of gas released; we require units to be 
lbs/l@ bbl oil produced). 

* /  * 

5.9 WATER POLLUTION FROM CRUDE REFINING 

A large amount of wastewater is produced during crude refining. The 
discharge of wastewater from refineries is regulated through the permit programs 
of the National Pollutants Discharge Elimination System (NPDES) and state permit 
programs. 

In petroleum refining, water is consumed in the following processes: 
evaporative cooling (about 71% of total water consumption), boher feed water 

. I  

.". , I  ..% 
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(about 26%), and sanitary and other in-plant uses (the remaining 3%) (Gloyna and 
Ford, 1975). Approximately, 0.17 to 0.71 barrels of water is consumed 

Table 5.8-1. Emissions from oil cycle stages. 
(Ibdld bbl residual oil produced) 

Emissions Residual Oil oil-fired Trans. and Offshore 
Production Power Plants storage Platforms' 

PM 17.79 27.3 

so2 196.54 659.4 

co 3.3 210 
HC 49.61 24.07 24.07 

NO2 
No, 
VOC 43.68 23. 3b 

46.9 

35.49 844.2 
3 1.29 

'Emissions for offshore platfom am given in terms of lbs per 10' barrela of cmde oil produced. 

%e two emission v a l w  pertain to the SW and SE reference rites, respectively. 

Table 5.8-2. I;llmi.csions from oil cycle stages. 
(Ibdld bbl residual oil produced) 

Emissions Residual Oil oil-fired Trans. and Offshore 
Production Power Plants storage Platforms" 

PM 0.028 0.042 

so2 0.305 1.024 

co 0.005 0.326 

HC 0.077 
NO2 0.055 1.311 
NOx 
VOC 0.068 0.036b 

0.037 

0.049 

'Emiseions for offshore platforms are given in terms of lbs per 10' kwh of electricity converted from crude 
oil prbduced. 

%e two emission values pextain to the SW and SE reference sites, respectively. 
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per barrel of crude processed (Gloyna and Ford, 1975). Consequently, large 
amounts of wastewaters are produced from refining processes. 

The major constituents insrefining wastewaters are BOD,, COD, TOC, 
TSS, oil and grease, phenolic compounds, ammonia, sulfides, and chromium. The 
constituent concentrations of wastewater depend on the sources of refinery 
wastewaters. 

5.9.1 Sources of Wastewaters in Refimeries 

-. Process wastewater is from non-segregated cooling 
water, cooling tower blowdown, boiler blowdown, oily process water, desalting 
water, tank emulsion water, water treatment system blowdown, and air pollution 
control equipment blowdown. 

Raw process wastewater contains large amounts of oil and grease, as well 
as significant amounts of sulfur compounds, NH,, dissolved inorganic particulates 
(resulting in TSS), and toxic chemicals. To oxidize these pollutants, wastewater 
exerts a chemical oxygen demand (COD). Biodegradable compounds exert a 
biochemical oxygen demand (BQD). 

Toxic pollutants contained in wastewater include benzene, PAHs (such as 
benzopyrene, chrysene, and pyrene), ethylbenzene, toluene, 2,4dimethyphenol, 
acenaphthene, fluranthene, chrysene, chromium, phenanthrene, arsenic, cyanide, 
copper, lead, nickel, and zinc. 

The amount of process wastewater can be reduced by several techniques: 
housekeeping to insure effective wastewater volume and pollutant loading; 
segregation to insure effective wastewater management,.(separation of clean water 
sewer, oily water sewer, and Fgh contaphation sewer);.,process mpdifkttions to 
reduce water use; and recycling and qeuse schemes to reduce the amount of 
effluents. procesS wastewater accounts for most:of the wastewaters generated from 
a refinery. we estimate the amount of process wastewater in this report. 

" 1  h. y I * \  

lQstmllstnrm-: This s the runoff from precipitation at 
the site of a refinery. -Storm wastewater ip refineries is usually contaminated by 
raw materials and products from refming-pfocesses. To minimize the load of 
storm wastewater, separate storm water storage and sewer systems can be 
established. 

W-. Marine vessels that transport residual 
oil from refineries to power plants discharge ballast water at the site of a refinery. 



5-48 5. Oil-To-Electricity Wastes And Emissions 

Ballast water is contaminated by the previous contents of the cargo compartments. 
The discharge of ballast water into surface water causes water pollution. Before 
being discharged into surface water, ballast water is required to be treated. 
Treatment methods such as heating, settling, or filtration may be applied to recover 
the oil contained in ballast water. The recovered oil, which may be considerable, 
is generally sent to the slop oil system. 

-. Sanitary wastewater from refmeries has pollutant 
characteristics similar to those of domestic sewage and is usually treated by 
biological oxidation. 

5.9.2 Wastewater Treatment 

The discharge of refining wastewaters is regulated through NDPES and 
state programs. To meet discharge requirements, refmers usually incorporate 
wastewakr treatment systems in their refineries. Wastewater treatment systems at 
refineria generally consist of the following elements: (1) a drainage and collection 
system to collect and carry wastewaters to treatment units; (2) a primary treatment 
system to separate oils, water, and solids, and (3) a secondary biological treatment 
system to remove soluble biodegradable wastewater pollutants. 

v. The primary treatment involves the physical and/or 
chemical separation of oils, water, and solids in the wastewater stream. The 
treatment is conducted in two stages: primary (gravitational) oil/water/solids 
separation and secondary (emulsified) oil/water/solids separation. 

Gravity separators remove a majority of the free oil found in refmery 
wastewaters. The effectiveness of gravity-separators depends on the temperature 
of the water, the density and size of the oil globules, and the amounts and the 
characteristics of suspended solids present in the wastewater. Among the gravity- 
sepatators, the API separator is widely used. The basic design of an API separator 
includes a long rectangular basin in which enough detention time is allowed for 
most of the oil to float to the surface and be removed. 

Other methods such as the dissolved air flotation method are also used to 
separate oils, water, and solids. In a dissolved air flotation system, a portion of 
the wastewater is saturated in a flotation unit at high pressures. The waste stream 
is suddenly released to a chamber under atmospheric pressure. The sudden 
reduction in pressure results in the release of microscopic air bubbles which attach 
themselves to the oil and suspended particles contained in the wastewater. 
Subsequently, the oil and particles rise to the surface with air bubbles to form a 
layer which can be easily removed. 
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. These treatment methods mainly employ 
b i o l o g i c a l d  Micro-organisms digest the degradable 
dissolved oil and soluble biodegradable wastewater pollutants. Biological methods 
include oxidation ponds, aerated lagoons, trickling filters, rotating biological 
contactors, and activated sludge. 

fh&mhds. An oxidation pond has a large surface area and a shallow 
depth. The alw in the pond pruduce oxygen through photosynthesis. The created 
oxygen is then used by bacteria to oxidize the wastes. 

. .  

-. An aerated lagoon is a smaller, deeper oxidation pond 
equipped with mechanical aerators or diffused air units which add oxygen to the 
oxidation pond. The addition of oxygen enables the aerated lagoon to have a 
higher concentration of microbes than a regular oxidation pond. 

Filter. A trickling filter is an aerobic biological process. 
Filtration media are spread on a filtration bed. Biomass is attached to the bed 
media. The filter works by the adsorption of organics by the biological slime, 
diffusion of air into the biomass, and oxidation of the dissolved organics. 

-. This is an aerobic biological treatment process in 
which high concentrations of newly-grown and recycled micmorganisms are 
suspended uniformly throughout a holding tank to which raw wastewater is added. 
Oxygen is introduced by mechanical aerators, diffused air systems, or other means. 
The organic materials in the waste are removed from the aqueous phase by the 
microbiological growths and stabilized by the biochemical synthesis and oxidation 
reactions. 

5.9.3 The Amount of procesS W 

The amount of wastewafer aid the concentration of pollutants in wastewater 
depend on the type of refining process, quality of crude feedstock, and treatment 
methods employ&. It is probably rare to find refineria that generate the same 
pollutants in similar amounts per barrel of crude processed. A U.S. DOE study 
has estimated the ayerage amount of water pollutants generated from petroleum 
refining. Table 5.9-1 pres)m’ts the amount*of water pollutants produced,from each 
of the major refiningprocesses. 

5.9.4 The Amount of Wastewatem Attn’butable to Residual Oil Production 

Not all of the four refining processes in Table 5.9-1 are relevant to residual 
oil productions. For example, petrochemical and lube processes are primarily 
designed to produce petrochemical feedstocks and lubricant oils. It would not be 

r 
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proper to assign wastewater from these two processes to residual oil production. 
Therefore, we do not assign any wastewater from these two processes to residual 
oil production in this study. 

For the topping and cracking processes, we need to decide how to convert 
lb/103 bbl of feedstock throughput to lbdld bbl of residual oil produced. Two 
factors need to be considered to conduct the conversion. First, the effluent 
discharge rate needs to be adjusted by the density difference between crude and 
residual oil. Although one ton of crude may produce one ton of residual oil (due 
to the law of mass conservation), one barrel of crude does not necessarily produce 
one b l  of midual oil (because of the density difference). While the density of 
crude is about 295 Ibhbl, the density of residual oil is about 331 lbhbl (API, 
1991b). Assuming an equal mass of residual oil and crude, 1.12 bbl of crude is 
needed to produce one barrel of residual oil. Therefore, the discharge rate in 
lb/ld bbl of crude needs to be multiplied by 1.12 to convert the discharge rate to 
Ib/lb bbl of residual oil produced. 

Second, different refining products produced from a refining process 
require different levels of refining intensity. Because less refining intensity is 
required to produce residual oil, it is proper to assign a smaller portion of the 
generaw wastewater to residual oil than to other products such as gasoline. We 
have considered these two factors when estimating the discharge rate of residual 
oil production. 

In this study, the r e f i g  category "topping" includes crude distillation and 
catalytic refhning. While crude distillation is relevant to residual oil production, 
catalytic reforming is not. We need to allocate the shares of wastewater generated 
from the bpping category between crude distillation and catalytic reforming. We 
will then use the wastewater generated from crude distillation to estimate the 
wastewater generated from residual oil production. We allocate the wastewater 
shares between these two proaxes based on the amount of water required by each 
of them to process one barrel of feedstock. Generally speaking, catalytic 
reforming requires more water than crude distillation. On the average, crude 
distillation quires 20 gallons of cooling water per barrel of crude feed, while 
catalytic reforming requires 40 gallons of cooling water per barrel of feedstock 
input (clvdrourhnn Prczessmg , 1990). Therefore, we allocate 1/3 of the 
wastewater from the topping category to the process of crude distillation. 

DeLuchi (1992) estimates that 7% of the output product from crude 
distillation and 8.5% of the output product from catalytic cracking is residual oil. 
To allocate the wastkwater generated from these two processes to residual oil 
production, we use a percentage number smaller than the residual oil production 
percentage. This is because the production of residual oil requires less intensive 
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refining activities than the production of highquality fuels such as gasoline and 
distillate fuels. Therefore,’ to estimate the wastewakr due to residual oil 
production, we assume that 5% of the wastewater produced during crude 
distillation (compared with a 7% residual oil production share) and 6% of the 
wastewater produced during catalytic cracking (compared with a 8.5% residual oil 
production share) are due to the production of residual oil. Table 5.9-2 presents 
the amount of wastewater and water pollutants per Id barrels of residual oil 
produced. 

5.10 HAZARDOUS WASTES FROM CRUDE REFlINING 

5.10.1 Sources and Types of Hazardous Wastes 

Various types of solid wastes are produced during crude refining. They 
include DAF (dissolved air flotation) float, slop-oil emulsion solids, sludge from 
heat-exchanger bundles, API separator sludge, leaded gasoline tank bottoms, spent 
catalysts, vessel sludges and sediments, coking and wax wastes, and wastes 
generated in wastewater treatment plants. The constituents of concern in these 
wastes are usually benzene, benzo(a)pyrene, chrysene, chromium, lead, selenium, 
arsenic, mercury, beryllium, nickel, silver, cadmium, etc. (EPA, 1988). 

Based on their generating patterns, refinery solid wastes may be categorized 
into intermittent wastes and continuous wastes. Intermittent wastes include sludges 
from crude oil storage tanks, solids settling in API separators, alkylation sludges, 
sludges from primary settling tanks, sludges from cooling water systems, sediments 
from heat-exchger bundles, spent d y s t s  in fixed-bed catalyst systems, and silt 
from stormwater settling basins, Continuous wastes include fixed-bed clays used 
to remove color bodies, chemical treatment residues, traces of moisture from 
various products, and resides from wastewater treatment facilities. 

Hazardous wastes are regulated through the Resource Conservation and 
Recovery Act (RCRA) of 1976 and other legislation. The RCRA is designed to 
reduce hazardous wastes and to minimize their adverse effects during treatment, 
storage, and disposal. The RCRA gives the EPA the authority to determine 
whether or not a solid waste is a hazardous waste. If a solid waste is categorized 
as hazardous, a manifest must accompany the waste from its point of generation 
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Table 5.9-1. Wastewater loadings by ref- processes' (Ib/ld bbl 
throughput) 

Topping ' Cracking Petrochemical Lube 

Flow' 55.464 21.948 13.1987 6.6735 
BODS 1.2 24.8 34 17 

COD 13 64 84 28 

TOC 2.8 12.2 38 0 
TSS 4.2 2.1 10.7 8 
",-nitrogen 0.42 9.38 2.2 0 

Phenols 0.01 1.39 1.3 0.2 
Oil and grease 2.9 8.1 8 23 

Sulfides 0.02 0.31 0 0 

Total chromium 0.002 0.088 0 0 
' Prom DOE (1988). DOES estimated amount of water pollutants is the amount rCrrmining a b  
treatment by API separators. 

We define r e m g  proceases differently from DOE'r r e m g  categories. A DOE category may 
include more than one proceaa that we define here. For example, DOE'S cracking category includes 
distillation and cracking praceases. Our cracking category includes the cracking prooeas only. The 
topping process here includes distillation and catalytic reforming. 

The flow rate of wastewater is giva in 10' bbl of wastewater per Id bbl of feedstack throughput. 
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to its point of disposal in a permitted Wty. (For an ovaview of hazardous waste 
regulations in the U.S., see Appendix A). 

The RCRA categorizes hazardous wastes according to their generating 
sourax and waste c- ' 'a. Cumntly, hundreds of waste types are regulated 
by the RCRA. Of them, seven types are produced by-the petroleum refining 
industry. These include five K-type hazardous wastes and two F-type hazardous 
wastes. The five K hazardous wastes include KO48 @AF float), KO49 (slop oil 
emulsion solids), KO50 (heatexchanger bundle cleaning sludges), KO51 (AH 
separator sludge),'and KO52 (leaded tank bottoms). The two F hazardous wastes 
are FO37 (petroleum refinery primary oiywatedsolids separation sludge) and F038 
(petroleum refinery secondary [emulsified] oWwater/Solids separation sludge) 
@PA, 1990). The two F hazardous wastes are produced by wastewater treatment 
facilities in refineries. The secondary biological sludges from biological treatment 
plants in refineries are not currently regulated by the RCRA. 

5.10.2 The Amount of Wastes Generated Due to Residual Oil Production 

In the past, the American Petroleum Institute (MI) conducted surveys to 
estimate the quantity and dispositions of the wastes generated by the petroleum 
refining industry. The API has started to conduct an annual waste generation and 
management survey. The most recent published survey results are the wastes 
generated and managed between 1987 and 1988 by the refining industry. Based 
on API suryey results, we have estimated the amount of wastes generated per Id 
barrels of crude processed for 28 waste types, which we present in Table 5.10-1. 

I 
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Table 53-2. The amount of wastewater and water pollutants’ 
(lb/ld bbl residual oil produced) 

Pollutant Amount 

Flow (Id bbVld bbl of residual oil) 16.20 
BOD, 10.896 
COD 29.313 
TOC 5.627 
TSS 1.417 

NH3 (nitrogen) 
Phenols 
Oil and grease 
Sulfides 

4.120 
0.604 

3.861 
0.137 

Total chromium 0.038 
Calculated M [(amount of waste generated during topping)/3 x O.O5+(amount of waste generated 

during cracking) x 0.06)/(0.07+0.085)] x 1.12. See text for detailed discussion. 
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Table 5.181. Refmery waste generation’ 

Other Aqueous Wastea (Nos) 2.3484 1.6768 
Biomass 0.1620 0.1157 

0.13% 
0.1373 

0 

0.0980 

Pod sedim- 0.0634 0.0453 
Other hnog.aic MII(c(I (Nos) 0.0566 0.0404 

NonlesQdtanLba&omS 0.0362 0.U2.58 

0.0454 
0.0646 

0.0324 
0.0461 

0.0425 0.0303 
Fluid cracking catalyst 01 equivdd 
High pHnow pH vrtar 

0.0385 

0.02% 
0.0275 
0.021 1 

spe.ni.cids 0.0288 0 
Other- * roirr(No!P) 0.01S7 0.0112 
Other rspantar nludga 0.0191 0.0136 
wude M t d d c M  0.01 15 0 
spent rmllitB wlution 0.0087 0 

HYdnw=-ing ulrly- o.mm 0 
Other oily sludges M d  i a o r p i c  lvulte 0.0105 0.0075 

0.0074 

0.0087 
0 

0 

0.0067 0.0048 

O.Oo40 
0 . m  

0.0018 

0 
0 

0.0013 
0 

. A ‘  ‘0.0012 ’ ~ - 
* ‘  

wude oildrpeclt wlvatr 

O.OOO6 
f I - .  ’ 

r, 

H u t  exchaoger cleaning bundle sludge O.OOO8 
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5.10.3 Management of Hazardous Wastes 

The waste management practices in refineries include recycling, treatment 
(land and other treatment methods), and disposal. Recycling practices are used to 
recapture hydrocarbons in the form of waste oils, off-specification products, and 
used oils. Such recovered oils can be fed into refining processes for producing 
refining products. Recycling practices are also used for recovering catalysts, 
caustics, and acids applied in various refining processes. Table 5.10-2 shows the 
percentage of wastes managed by different methods. 

Treatment methods include separation techniques such as decanting, 
centrifugation, and filtration; chemical, physical, heat, and stabilizatiodfixation 
methods; incineration; and land treatment. 

The principal incineration method is fluid-bed incineration through which 
a bed of sand is preheated with hot air. Torch oil is then used to raise the bed 
temperatwe. Sludges are then introduced, and the torch oil is stopped. The solid 
products of combustion remaining in the bed are gradually withdrawn to maintain 
a constant bed height. 

Land treatment, also known as land farming, employs the biodegradation 
of organic compounds by organisms naturally existing in soil. Through this 
method, organic wastes are spread on the soil surface, tilled (to provide oxygen), 
fertilized (to provide nutrients), and watered (to provide moisture), if needed. The 
residue from the biodegradation process remains on the ground and must be 
properly managed upon closure of the landfarm. This process is subject to RCRA 
land ban restrictions for hazardous wastes. 

The wastes remaining after treatment are disposed of by various methods 
such as well injection, landfills, impoundments, or landspreading. A landfill 
operation requires a large amount of land. The wastes are disposed of in an 
excavation site. When the site is filled to capacity, it is covered with a thick layer 
of earth. The major problem with landfills is the potential adverse effects of 
leached toxic constituents to ground and surface waters. The API (1991a) found 
that the greatest quantity of wastes from the refinery industry is disposed of by 
deep well injection; the next largest quantity is disposed of in landfills. 
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Tabk 5.102. Rraent.re of rash m(lllllpcd t b m o p b m ~ a K t b o d r .  

R W d W  Trdmenr L.ad1wmab. DiBuomr 

0.00 

3.59 

74.94 

16.70 

13.82 

0.94 

6.15 

11.92 

n.61 

2.90 

7.20 

13.72 

49.12 

41.95 

0.90 

23.19 

73.97 

31.59 

49.70 

64.01 

30.22 

0.00 

0.48 

4.65 

40.30 

i,69 

60.95 

0.08 

43.75 

20.21 

46.13 

34.48 

16.22 

27.21) 

25.N 

38.34 

2.59 

0.00 

1.63 

36.69 

56.20 

0.05 

43.36 

0.00 

58.58 

1.99 

0.22 

21 .n 
69.03 

95.39 

0.00 

19.31 

50.92 

7.44 

0.00 

33.89 

0.18 

28.02 

2l.58 

23.15 

10.21 

20.n 

21 .so 
0.31 

11.68 

9.03 

0.02 

0.00 

6.31 

16.95 

0.51 

0.00 

18.01 

0.65 

3 .34 

0.00 

0.03 

0.09 

2.39 

18.10 

4.44 

99.92 

18.78 

4.67 

9.15 

24.12 

59.69 

56.35 

34.11 

12.55 

94.20 

81.12 

75.62 

14.17 

1 .85 

92.74 

16.51 

25.51 

9.83 

30.30 

35.12 

44.67 

30.97 

4.10 

95.26 

38.00 

29.29 

21.17 
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5.10.4. Constituent Concentration of Wastes 

Constituent concentrations of wastes vary among different wastes, r e f ~ g  
proasses, types of crude feedstock, and management methods. A U.S. DOE study 
has assessed the constituent concentrations of wastes from petroleum refining 
(DOE, 1988). Table 5.10-3 presents DOE'S constituent concentration results. 

Ideally, we would prefer to calculate the amount of pollutant by type of 
constituents from all wastes listed in Table 5.10-1. However, most of the waste 
types in Table 5.10-1 do not match with the waste types in Table 5.10-3. Because 
we do not have constituent concentration information for many types of wastes, 
and because the constituent concentration of one waste type could be very different 
from that for another, we are unable to calculate the total amount of pollutants by 
constituent type. 

, 

Table 5.10-3. Constituent concentrations of petroleum ref- wastes 
(unit: ppm in a mass basis of wet weight) 

T d C r  Pb L k lk b m k  cd PllmIlbt23mnkh 

IO 

5x3 

31 I 

253 

11.4 

4.0 

48 

2.0 

n5 
n 
1.5 

I3 

I3 

1 .= 

1.5 

28.1 

78.0 

26 

m 
1.0 

Tu 

4.0 

233 

l9 

33 

m.5 

9 

m 

2.m 

1.0 

n.1 

0.001 

6.95 

0.1 

0.01 

12.0 

7.1 

0.015 

2.0 

1.4 

10.6 

6.2 

294 

3s 

1.0 

O M  

23 

8.2 

0.n 

0.59 

I .9 

0.4 

0 9  

0.18 

0.0004 

0.1) 

0.0013 

O n m S  

0.20 

OnmS 

0.- 

0.0013 

0.5 

0.26 

0.035 

50.0 

116.0 

0.9 

314 

O m  

%I 

26.1 

0.25 0.005 6.5 

0.4 0.19 I J  

0.005 I3 133 

0.45 0.22 13.6 

0.86 6.3 126 

03 03 4.5 

1.8 om 2 1  

0.6 0.33 1.8 

0.28 

0.aII 

I .7 

0.001 

0- 

0.001 

0.12 

1.4 

ON ON 522 0.19 O N  8.9 23.1 

0.9 0.0013 6.8 0.1 0 3  3.5 0.1 

CNbaaLbmorm 1.0 3.0 0.03 21.1 0.48 0.- 16.2 0.19 031 15.8 0.0012 

Ne: A b h k o d l m r a c b l m 6 ( . n w t . ~ l t d o o . a a h d i a r s a p r o . m a d  
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This chapter provides an overyiew of the impact-pathways for the oil fuel 
cycle. From this overview the priority impact-pathways are identified. The 
priority impact pathways are the basis for impact estimation and economic 
valuation in subsequent sections of this report. 

6.1 OVERVIEW OF FUEL CYCLES STAGES AND IMPACTS 

The drilling and production of &de oil, the transport of the crude oil to 
refineries, the conversion of crude oil to residual oil, the transport of residual oil 
to an oil-fired electric power plant, and the production of electricity are five major 
stages of the oil-to-electricity fuel cycle. Offshore, the primary factor inputs that 
give rise to ecological impacts in the first stage of the fuel cycle are crude oil spills 
and discharge of drilling flu.ids;waste, and drill cuttings. The major air emissions 
that occur during this stage of the fuel cycle are from the use of diesel fuel. 
Onshore, the major land and water impacts are from deposits of solid and liquid 
wastes leading to leaching to groundwater. 

During the second stage of the fuel cycle the transport of crude oil by 
tanker truck leads to air emissions from combustion of diesel fuel. The tanker 
trucks also contribute to road'deterioration, noise, traffic, and diminished aesthetic 
quality of the nual envin#unent. O f K b ,  leaks of crude oil from pipelines in the 
vicinity of production platforms would have a similar impact to marine resou~ces 
as oil spills from platforms. 

The r e f i g  piocess, which is the third stage of the oil fuel cycle, produces 
sludge, air emissions h m  the combustion of gas and oil, and wastewater 
containing toxic compounds and oil. The major land and water impacts from the 
refking process 'can also lead to leaching of waste components to groundwater. 

The fourth stage, the transport of residual oil to the electric utility by 
barges, railroad tank cars, and tanker trucla will produce air emissions from fuel 
combustion by the transport mode, and from cleaning of storage tanks. In 
addition, oil spiUs can occur during the transportation of residual fuel. The spills 
in water can have effects on marine or freshwater organisms, and drinking water, 
if spilled. 
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The final stage of the fuel cycle is electricity generation. This stage 
produces air emissions from the combustion of residual oil. The impacts from the 
emissions from the oil fuel cycle are primarily on health, with some potential 
ecologicat effects on crop yield and wildlife. 

For each stage of the fuel cycle, there are potential health and safety 
impacts. There are potential safety impacts due to accidents from the drilling and 
transport stages. As with other fuel cycles, there are potential employment 
impacts, and these should be compared across fuel cycles. 

6.2 OIL FUEL CYCLE IMPACT-PATHWAYS 

Table 6.2-1 lists the emissions, environmental pathways, and ecological 
impacts that were discussed in detail in Chapters 4 and 5, and in Appendix D, and 
gives the reasons why these were evaluated. Impacts which are assessed in further 
detail are marked in italics. Table 6.2-2 lists the emissions, environmental 
pathways, and impacts that were not discussed in detail in Chapters 4 and 5 ,  and 
Appendix D, and gives the reasons why these were not evaluated. Further 
discussion of this Screening procedure is in O W R F F  (1994, Chapter 4). Many 
impacts are minor and are not addressed further. 

6.3 PRIOlUTY IMPACT PATHWAYS 

This section lists the priority impact-pathways from an oil-toelectricity fuel 
cycle. All were selected based on an assessment of the emission and boundary 
assumptions in chapters 4 and 5 of this report, and on a preliminary review of the 
literature. In generat, the priority impact-pathways are among those thought to be 
the most significant in terms of their potential for externalities. 

Impacts from crude oil production: 
contamination of surface and ground water from onshore drilling 
effects on marine organisms due to wastewaters from offshore drilling 
effects on aquatic or marine organisms due to crude oil spills from 
offshore drilling platforms 
injuries from offshore production activities 
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Table 6.2-1 Primary emissions, pathways and ecologiad impacts 
linked to the oil fuel cycle 

EnrirOnmental Impad 
EmipsiOlM P a h y  Impact Evdnation 

Air Emksiow: 
Carbon dioxide 
Cubon monoxide 

Nitrogen oxided 
Sulfur dioxide 

Acid aerosols from 
NO, and SOz 

Ozone 

Oil 

produced water 

Drilling fluids 

Drill cuttings 

Suspended sediiments 

Erosion 

solid wastea 

Atmospheric dispersion Global Wanning 

Deposition on plant surhca EfEcta on plant 
and moil; inhatation by growth, wildlife 
wildlife. 

Long m g e  transport, acid Effects on plants, 
deposition wildlife 

Secondary formation in the Wects on crop yield; 
atmosphere, long range Effects on wildlife 
transport 

Water Emksions: 
S p a  from drilling platforms, Effects on aquatic or 

drinLingwater 

&7kts on marine 

Effects on marine 

Z#ects on mmlne 

EfEcta on aquatic or 

drinLingrmtcr 

piplina, or barged marine orgonimu, 

Drilling bypduct disposed 
ofatsca organimu 

Drilling waste dieposed of at 
sea O r g M i m u  

Drilling waste disposed of at 
S U I  organimu 

Dredging for pipelined or 
ChaNl& marine organisme; 

Other Factors: 
coastat activities Effects on marine 

organisms 

Effects on drinking 
watcr, irrigation 
-, crop, 
livestoclc 

Leaching to groundwater 

NonquanWle 
incranent 

No impact 
demonstrated 

No impact 
demonstrated 

Quantified; 
No direct effebs on 
wildlife due to low 
concentrations 

Quantified 

Qualitative 
evaluation 

Qualitative 
evaluation 

Qualitative 
evaluation 

Qualitative 
evaluation 

Qualitative 
evaluation 

Qualitative 
evaluation 
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Table 6.2-2 Emissions, pathways, and impacts of oil fuel cycle 
not examined in detail 

EmWins Pathway8 Impacb Evaluation 
EnrirOnmentpl ImpPct 

6-4 6. Priority Pathways 

Table 6.2-2 Emissions, pathways, and impacts of oil fuel cycle 
not examined in detail 

EmWins Pathway8 Impacb Evaluation 
EnrirOnmentpl ImpPct 

patticulatea, 
Acid aerosols, 
Hydrocarbons 
Ozone 

Peroxyacctyl nitrate 
(PAN) 

Inorganic 
compounds 
( m a W  

Organic 
compounds 

Cooling water 

Wastewater 
BOD 
COD 
Metals 

Air Em&siorrs: 
Primary emissions and seoandary 
formation in atmosphere visibility 

Redudon in 

Formation in the atmosphere Effacts on 
from NO, and hydrocarbons Planb 

Combustion &S~OM Effecta on 
p h t s  and 
animals 

Combustion emissions Eft' on 
plants and 
animals 

Water Emksions: 

Releases from power plant 
cooling system ruluatic 

Effects on 

organisms 

Eff' on 

organisms 

Bok water blowdown and other 
waste stream4 aquatic 

Insufficient data on 
ambient and 
inCnXSed 
concentrations. 

Insufficient data 

Insufficient data 

Minimalimpacts 
due to closed cycle 
and high dilution 

Minimal impact8 
due to high dilution 
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Table 6.2-3 summarizes the emissions impacting health and safety from an 
oil-to-electricity fuel cycle. 

Table 6.2-3. Primary emissions, burdens, pathways and human health hpacts linked to the 
oil fuel cycle 

b&SbM/h&B Envhnmental Jmplld Impact 
Pathway Evaluation 

Air E m i s s b ~ :  
carbon manoxide Atmospheric dispersion Human health Minimal impacts due to below 

threshold cOncentratiOna 

Atmoqheric dispersion Human health Quantified 

Particulatea Atmospheric dispersion Human health Quantified 

ozone Ozone Model + Humanhealth Quantified 
dispersion 

Atmospheric dispersion Human heuM Difficult to quantify; likely 
small impact [refer to 
0 R N m  (1994b)l 

Production Dired effect 

Transportation Direct effect 

Refining 

Days ofwork lost or Quantified 

h 8 - S  

Days ofwork lost or Quantified 
restricted activity 
diays&*s 

Days of work lost or 
r e a t r i d  activity 

restricted ac t iw  

Not quantified 

days/fatalitie!a 

Generation Direct effect Days of work lost or Not quantified 
rwb'ictad activity 
dayslfatalitiea 
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Table 6.2-4 lists health impact-pathways that were not discussed in detail, 
and gives reasons why these were not evaluated. 

Table 6.2-4. Emisrlons, burdens, pathways and human health impads of 
oil fuel cycle not examined in detail 

Air Enrissions: 

Dieeel exhamt during Atmospheric dispersion Human health Minimal impacts due to low 
production expected concentrations 

Hydrocarbons during Atmospheric dispersion Human health Lack of knowledge on specific 
generation effluents 

Inorganic padculates Atmospheric dispersion Human health Minimal impact8 due to low 
during generation expected concentrations 

Water E&&R: 

Water discharge Runoff h m  cleaning Human health Lack of knowledge on specific 

Waterborne effluents Drinking water/ Human health Pathways studics lacking 

during generation waetts CfflUUlts 

of refiniig food Chain 

Other Facton: 

Noise Tractorsltmclc Humanhealth Expacted tobesmall 
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Impacts from refining crude oil: 

ecological and health effects of emissions and other wastes from 
refineries 

Impacts from crude and residual oil transportation: 

effects on aquatic or marine organisms due to crude and residual oil 
spills from barges, or tanker trucks 
fatalities and injuries from truck accidents 
road deterioration from oil tanker truck traffic 

Priority impacts for the power plant stage of the cycle include: 

decreased crop yield from exposure to ozone formed from emissions of 
HC and N4, 
morbidity and mortality from ozone formation from emissions of HC 
and N4, 
morbidity and mortality from air emissions of combustion products. 

Of the impacts listed above, the ones that have the greatest potential for 
more significant environmental and health impacts are those due to crude oil 
contamination of surface waters and increases in atmospheric ozone and other air 
pollutants. Solid wastes leaching to ground water are also a concern, but were not 
analyzed due to lack of appropriate data. 
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7.1 EFFECT OF ONSHORE WASTEWATERS ON AQUATIC 
RESOURCES 

7.1.1 Activities and Flmissions 

The crude oil supplied to the Texas refinery would be produced onshore in 
southeast Texas in 1990 and offshore in the Texas Gulf in 2010. Crude oil for the 
northwestern New Mexico refinery would be produced onshore in southeast New 
Mexico in both 1990 and 2010. 

The amounts of drilling wastes and produced water, concentrations of 
constituents in produced water, concentrations of constituents in drilling fluids, the 
total amounts of contaminants in produced water (per bbl), and the total amounts 
of contaminants in drilling fluid @dwell) from onshore wells in New Mexico and 
Texas are described in Chapter 5 (Tables 5.1-4,5.1-6, 5.1-7, 5.1-10, and 5.1-11, 
respectively). 

7.1.2 Impact on Aquatic Resources 

Oily and other wastewaters (produced water, drilling fluids, and drill 
cuttings) can i m p t  surface water and stream biota and migrate to groundwater. 
Disposal practices for these wastes vary from state-to-state and site-to-site. 
Wastewaters from oil wells in southeastern Texas would most likely impact 
estuarine waters. In southeastern New Mexico, a limited number of surface 
streams makes groundwater a likely fkte of wastewater discharges and concerns for 
human health and crap damage from contaminants are more likely than impacts to 
aquatic organisms in surface waters.' While it is difficult to make generalizations 
concenzing contamination of the environment, a limited number of descriptive case 
studies document environmental impacts in Texas and New Mexico. 

Texas allows the discharge of produced water into tidally affected streams 
and estuaries and bays of the Gulf Coast from nearby onshore development of oil 
fields (U.S. EPA 1987). Along with the produced water, residual production 
chemicals and organic constituents including lead, Zinc, chromium, barium, and 
water-soluble polycyclic ammatic hydmcahns (PA") may be discharged. Tabb's 
Bay, Texas, which receives produced water as well as discharges from upstream 
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industry, has become severely degraded by PAH contamination. Another site, 
Petronitla Creek, which empties into Baffin Bay, contains high levels of chromium, 
barium, oil, grease, naphthalene, and benzene; no spkies of freshwater fish or 
vegetation are present. Discharges to Petronilla Creek are now prohibited. Other 
discharges to tidally-affected areas are permitted by the Texas Railroad 
Commission, but the U.S. EPA has not issued NPDES permits. Two cases of 
illegal disposal of drilling muds were also reported: in both cases reserve pits were 
breached allowing drainage into surface streams. 

The reference site of Lea County in southeastern New Mexico has been a 
major petroleum producing area since the early 1900s. The depth to the water 
table in this area ranges from 30 to 250 feet, with a maximum saturated thickness 
of 200 feet. Contamination of groundwater with crude oil, natural gas, and 
produced water became evident in the 1950s. Groundwater contamination is of 
particular concern in New Mexico because approximately 88% of the population 
relies upon groundwater for their water supply (New Mexico Water Quality 
Control Commission 1990). New Mexico still allows the disposal of produced 
water into unlined pits (US. EPA 1987). However, because of groundwater 
contaminaton, the amount of produced water discharged into unlined pits is limited 
to five barrels per day (typically, each wedl is served by a single reserve pit). Also 
in southeastern New Mexico, inadequate maintmance of a saltwater injection well 
associated with oil production resulted in contamination of ground water with salt 
(injection occurs at 10,OOO feet). When the groundwater was used as a source of 
irrigation water for crops, crop damage resulted (U.S. EPA 1987). 

7.1.3 Economic Valuation 

While impacts have been identified based on past studies, methods of 
damage recovery involve site-specific collection of data. There are no exposure 
data associated with oil wells that could be considered representative of our 
reference case scenarios. 

7.2 EFFECT OF WASTEWATERS ON FISHERIES AND BENTHIC 
FAUNA 

7.2.1 Activities and Eanissions 

Wastewater is caused by drilling activity, as described in Sections 4.1 and 
5.1. Effluent mmtrations were estimated by EPA (1991) and are cited in Table 
5.1-5. 
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The 2010 scenario for the Southeast Reference site assumes oflhore oil 
drilling in the Gulf of Mexico. Dispersion models for drilling fluids and drill 
cuttings adequately describe short-term dispersion; in contrast, because of 
insufficient data on transport rates, cugent patterns, and the long-term behavior of 
discharge constituents, models have not been successful in adequately predicting 
the long-term dispersion of discharges from platforms (Payne et al. 1987). 
Dilution factors of 1,OOO within one to three meters of the discharge and 10,OOO 
within 100 meters downcurrent of the discharge have been measured in field 
studies undertaken in the Gulf of Mexico (Neff 1987, U.S. Department of Interior 
1991). 

7.2.2 Impact on Commercial Fisheries and Benthic Fauna 

The continued exDloration - . . .  
for and development of oi and gas 
reso- on the Outer Continental 
Shelf of the Gulf of Mexico have 
raised concerns regarding 
environmental impacts, specifically - 
chronic effects. Fedeql studies 

. . .. .. ... 

including those of the Department 
of Interior (1991) have been implemented to addreks these concerns and to ensure 
environmental protection. In spite of these efforts, chronic impacts on Gulf 
resources have been difficult to detect and quantify but remain of. great concern. 

Commercid fishing in the Gulf of Mexico is an important economic 
component of the United States. Commercial landings of all fisheries in the Gulf 
of Mexico during 1989 totaled nearly 1.8 billion pounds and were valued at about 
$649 million (U.S. DOC/NOAA/NMFS 1990). This was an 18 percent decrease 
in landings and a 7 peroent decrease in value from 1988.landings. Although losses 
of fisheries resources are difficult to distinguish from natural variation, there has 
been a general decrease in landings in the Gulf of Mexico since the development 
of the petroleum industry. These decreases have been attributed to overfishing. 
Moreover, landings data from the Louisiana area, the most heavily developed area, 
for s e v d  important commercial fisheries - shrimp, red snapper, and blue crab - 
indicated consistently lower catch-per-uniteffort than for the rest of the Gulf of 
Mexico. 

Discharges of produced water, drilling fluids, and drill cuttings from 
drilling platforms add solid material, hydrocatbons, and metals to the sediments 
and hydrocarbons to the water column. According to the U.S. Department of 
Interior (1991), no permanent degradation of water quality is expected in the 
offshore coastal environment. Dispersion models for drilling fluids and drill 
cuttings adequately describe short-term dispersion, but models have not been 
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successful in adequately predicting the long-term dispersion of discharges from 
platforms (Payne et al. 1987). As noted above, dilution factors of 1,OOO within 
one to three meters of the discharge and 10,OOO within 100 meters downcurrent of 
the discharge have been measured in field studies. In some cases, effects on water 
quality have been observed within 1,000-1,500 meters of platforms. 

Water quality criteria for saltwater organisms have been set for some of the 
priority pollutants of produced water and drilling fluid components (Table 7.2-1) 
(U.S. EPA 1992). At undiluted concentrations, ethylbenzene, copper, nickel, 
silver, and zinc would be acutely toxic to sensitive saltwater organisms. Benzene 
would be toxic under chronic exposure conditions. None of the pollutants would 
be toxic following a 10,000-fold dilution. Although these materials are diluted in 
the water, the possible additive e f f d  of several components under chronic release 
conditions could potentially produce sublethal effects on sensitive stages of aquatic 
organisms within 1,000-1,500 meters of each site. 

The greatest measured impact from platform discharges is to benthic fauna. 
Local benthic fauna abundance and diversity were severely reduced within 100-200 
meters of an oil separator platform off the coast of Texas (Armstrong et al. 1979). 
Although data are insufficient to quantify these incremental impacts on saltwater 
organisms, these localized, 
continuous emissions should be of 
concern in an area experiencing 
decreased fisheries landings and 
increased oil development. 

On the other hand, the Gulf 
of Mexico is a year-round habitat 
for many sport fishes. Drilling 
platforms attract fish and sport 
fishing has increased around platforms. 

7.2.3 Economic Valuation 

While impacts have been identified based on past studies, there are no 
exposure data associated with offshore drilling that could be considered 
representative of our reference case scenarios. 
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Table 7.2-1 Water quality criteria of produced water and drilling fluid 
constituents for saltwater organisms (ma) 

Constituent Acute Chronic 

- 
1.5' 

0.069 

6.3b . Toluene ' I :  

2.3b 

- 
5. lb 

0.043 

10.3b 

1.1 

0.0029 

0.4b 
- 

0.220 

0.002 

2.35b 

B 0.075 ' 
, ,  

0.3 : 

I 0.0023 

2.13b 
, *  

,(' ' .. 

- 
0.5' 

0.036 

- 
- 

0.P 
- 

0.0093 
- 

0.05 

- 
- 

0.0085 

O.oooO25 

0.0083 ' 

- 
0.071 

O.OoO92' ' 

- 
5.0b 
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7.3 EFFECT OF OIL SPILLS ON MARINE AND 
COASTAL RESOURCES 

7.3.1. Accident Rates and Amounts Spilled 

Under the 2010 scenario for the Southeast Reference site, drilling and 
production of crude oil takes place offshore. Oil spills of 1 1 0  barrels in size 
account for 99% of spills from oil activities on the Outer Continental Shelf of 
theGulf of Mexico (Anderson and LaBelle 1990). These small spills do not travel 
great distances or persist long enough to have measurable environmental impact. 
The spill rate for spills of 1,OOO barrels and greater from platforms is 0.60 spills 
per billion barrels handled. The average size of these larger spills is 18,046 
barrels. 

Because oil spills are episodic rather than continuous events, ecological 
impacts should not be annualized. Rather, the probability of such an event 
Occurring given the site and time for crude oil supplied to a 300-MW power plant 
should be considered. Using the spill rate of 0.60 spills per billion barrels 
handled, the probability of a major spill occurring during the handling of the yearly 
3.26 million barrels needed for a 300-MW power plant is 0.00196 (spilld3.26 
million barrels). 

7.3.2 Impact on Marine and Coastal Resources 

Oil spills in marine and coastal areas due to spills of crude oil from 
platforms would cause a direct and measurable ecological impact. Although effects 
would be site-specific and costs would depend on the economic value of the land 
and presence or absence of finfish and shellfish fisheries and wildlife, in general, 
these areas are considered valuable natural resources. 

Injuries to marine and coastal resources from an oil spill can be estimated 
using the Natural Resource Damages Assessment Model for Coastal and Marine 
Environments (NRDMCME) @A and ASA 1987). The NRDMCME 
provides a "'Ilpe A" natural resource damage assessment under the Comprehensive 
Environmental Response, Compensation, and Liability Act of 1980 (CERCLA). 
A "Type A" assessment is a standard and simplified procedure in contrast to a 
"Type B" procedure which is used in individual cases. CERCLA provides that 
damages are compensated for injuries to natural resources. Injuries can be 
estimated for commercially and recreationally harvested fish, lower trophic biota 
(the food source for other animals), birds, fur seals, and public beaches. Damages 
are measured in terms of "willingness to pay," using established market prices 
where possible. 
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The impact of coastal spills on natural resources depends on the (1) 
characteristics of the environment in which the spill occufs, such as location and 
season of the incident, water depth, currents, temperature and (2) the natural 
resources at risk, which depends principally on the location of the spill. The model 
provides for selection among:ten coastal or marine ecoregions or provinces 
(cowardin et al. 1979) in which spills may occur. In addition, shoreline types are 
provided for the eastern, central, and western Gulf of Mexico. Within each 
region, resources are distributed according to bottom type, water depth, and many 
other factors. 

The model is composed of a coupled system of numerical submodels for 
physical fates, biological effects, and economic damages. The physical fates 
submodel simulates the spreading on the sea surface, mixing, and degradation of 
oil in the enyitDnmenf (equations for these processes can be found in EA and ASA 
1987). The physical fates submodel also has a chemical data base containing 
physical, chemical, and toxicological information on 469 oil and chemical 
substances. Evaporation into the atmosphere as well as distribution and 
concentrations of the oil on the water surface and concentrations in the upper and 
lower water columns and sediments are calculated. The user supplies site specific 
informaton on water depth, mean and tidal currents, wind speed and direction, and 
air tempemture. The output of the model includes the concentration of the oil over 
time in the upper and lower water column and in bottom sediments and the surface 
area covered by the slick. For spills in intertidal areas, the area and length of 
shoreline affected is computed. The submodel provides for cleanup of spills. This 
information is fed to the biological effects submodel which calculates the effects 
of these concentrations on subtidal and tidal biota. 

The biological effects submodel receives input from the physical fates 
submodel, the toxicologic$ section of the chemibl data base, a biological data 
base, and user input. The biological data base contains information on biological 
abundance of various categories of finfish,, shellfish, fur seals, and birds in the ten 
provinces. The submodel calculates injury to bioq and public facilities in the 
appropriate province, in this case the Louisianian Province, by season. The 
biological and physical injuries considered are: . , 

(1) "direct, lethal effects on larvae, juveniles, and adult fish and shellfish, 
waterfowl, seabirds, shorebirds, fur seals, and lower trophic biota; 

(2) indirect and long-term effects involving the eventual loss of fish and 
shellfish as a result of kills of larvae and juveniles, and birds, as a 
result of kills of lost broods; 
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(3) indirect effects resulting from kills of lower trophic level, non- 
commercial organisms (phytoplankton, zooplankton, and benthic 
biota); and 

(4) direct effects resulting from oil or hazardous substances causing a 
closure of public recreational beaches, or a hunting or fishing area." 

Threatened and endangered species in the Galveston area of the Gulf of 
Mexico include piping plover, bald eagle, Arctic peregrine falcon, brown pelican, 
and Kemp's ridley, green loggerhead, and hawksbill sea turtles (Department of 
Interior 1991). The biological data base contains the following information on 
biological abundance of various categories of finfish, shellfish, fur seals, and birds 
in the Louisianian Province by season (Tables 7.3-1 to 7.3-4): 

Table 7.3-1 Adult biomass (g wet wt per square meter) 
Specim Category spring Summer Fall Wmtex 

Anadromous F i h  
Subtidal 0.0010 0.0010 0.0010 0.0010 
Intertidal O.oo00 O.oo00 O.oo00 O.oo00 

Subtidal 11.4205 11.4232 11.4205 10.3178 
Intertidal O.oo00 O.oo00 O.oo00 O.oo00 

Planktivomus F i h  

Piscivorous Fish 
Subtidal 0.0209 0.0303 0.0209 0.0116 
Inteltidal O.oo00 O.oo00 O.oo00 O.oo00 

Top Carnivora 
Subtidal 0.0134 0.0134 0.0134 0.0134 
Inteltidd 0. aooo O.oo00 O.oo00 O.oo00 

h e m a l  F i h  
Subtidal 
Inteltidal 

0.0098 0.0098 0.0098 0.0098 
0.0380 0.2500 0.2100 0.2300 

Semi-Demd Fish 
Subtidal 0.6367 0.6367 0.6367 0.6367 
Intertidal O.oo00 O.oo00 O.oo00 O.oo00 

Mollusks 
Subtidal 
Intertidal 

Decapods 
Subtidal 
Intertidal 

O.OOO9 O.OOO9 O.OOO9 O.OOO9 
5.2000 5.2000 5.2000 5.2000 

0.4315 0.4315 0.4315 0.4315 
4.4000 4.4000 4.4000 4.4000 

Squid 
Subtidal 0.0086 0.0086 0.0086 0.0086 
Intertidd O.oo00 O.oo00 O.oo00 O.oo00 
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Table 7.3-2 Larvae (numbers per square meter) 
Species Category spring Summer Fall Winter 

Anadromous Fish 
Subtidal O.oo00 O.oo00 O.oo00 O.oo00 
Intertidal O.oo00 O.oo00 O.oo00 O.oo00 

Subtidal 2 1 . m  l o . m  1 .oo00 21 .m 
Intertidal O.oo00 O.oo00 O.oo00 O . O o 0  

Subtidal 2.1000 2 . m  0.1000 O.oo00 
Intertidal O.oo00 O.oo00 O.oo00 O.oo00 

Subtidal 2.1000 O.oo00 O.oo00 O . O o 0  
Inteltidal O.oo00 O.oo00 O.oo00 O.oo00 

Subtidal 0.5000 1 .m 0.1000 1 .m 
Inteltidal O.oo00 O.oo00 O.oo00 O.oo00 

Subtidal 2.oo00 3 . m  1.oooO 2 . m  
Intertidal O.oo00 O.oo00 O.oo00 O.oo00 

Planktivorow Fish 

Piscivorous Fish 

Top Carnivores 

Demersal Fish 

Semi-Demersal Fish 

Mollusks 
Subtidal 
Inteltidal 

D-POds 
Subtidal 
Intertidal 

2 . m  20.m 2 . m  O.oo00 
O.oo00 O.oo00 O.oo00 O.oo00 

0.0016 0.0042 O.oo00 O.oo00 
O.oo00 O.oo00 O.oo00 O.oo00 

Squid 
Subtidal O.oo00 O.oo00 O.oo00 O.oo00 
Intedidnl O.oo00 O.oo00 O.oo00 O.oo00 

Table 7.3-3 Mammals and birds (numbers per square kilometer) 
- -  . -  

% 1 .  

species category spring Summer Fall Winter 

Fur Seals 
Subtidal , 0.00 0.00 0.00 . 0.00 
Inttrtidal 0.00 0.00 0.00 0.00 

subtidal , 2.30 2.30 2.30 a 2.30 
Intertidal 0.00 0.00 0.00 0.00 

Subtidal 0.00 0.00 0.00 0.00 
Intertidal 5450.0 2190.00 2520.00 23,900.00 

Seabirds 

WaterfowYshorebiis 
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Table 7.3-4 Productivity (g carbodsquare metedday) 
category spring Summer Fall Winter 

Rimary Roduccrs 
Subtidal 0.6800 0.6800 0.6800 0.6800 
Intertidal 0.0380 0.0380 0.0380 0.0380 

Zooplankton 
Subtidal 0.0879 0.0879 0.0879 0.0879 
Intertidal O.oo00 O.oo00 O.oo00 O.oo00 

Subtidal 0.0481 0.0841 0.0841 0.0841 
Intertidal 0.0080 0.0080 0.0080 0.0080 

Benthos 

The chemical data base of the model contains the following chemical and 
toxicity values for medium crude oil (Tables 7.3-5 and 7.3-6): 

' .Table 7.3-5 Chemical parameter values for medium crude oil 
P W  Vahre 

Molecular weight Cglmole) 160 

Deosity (glcm? 0.780 

solubiity (mg& at WOC) 32.3 

Vapor preseure (atm at 25°C) 0.0035 

0.001 

0.001 

Degradation rate in seawater (per day) 

Degrndation rate in sediments (per day) 

Abeorbedldissolved partition coefficient, K, 902 

Viscosity at 25°C (cp) 12.6 

Table 7.3-6 Toxicity parameter values for medium crude oil 
Parameter Value (ppb) 

h h o l d  co- 'on for acute effeds 

Phytoplankton: 96-hr EC, 417 

0.081 

Zooplankton: %hr EC, 340 

Fish %-hr EC, 130 

Benthic invhrates:  %-br E, 276 

Larvae, fish and benthic invertebratea: %hr EC, 14.3 
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The NRDAM/CME was applied to a hypothetical spill of 18,046 barrels 
(2,553 metric tons) of medium crude oil from a platform located 50 km off the 
coast of Texas on June 1, 1990. For maximum damages, it was assumed that the 
spill would come &OR, thus im+g intertidal as well as subtidal biota. It was 
assumed that 20% of the oil was'cleaned up from the water surface on the day 
following the spill. The model calculated that 1,297 metric tons would come 
ashore following the spill. The user designated that no fishing or shellfishing areas 
were closed as a result of the spill. 

The user must supply several environmental parameters to the model. 
Physical envhnmental parameters present in this area in spring are listed in Table 
7.3-7 (Reed et al. 1989; NOAA 1985). In addition, the bottom type in this 
province is mud and the shoreline'is salt marsh. Using a line drawn parallel to 
shore as the x-axis, the distance to shore (defined as the +y direction) was 50 km. 
Since we assumed that the spill would come ashore, the model had to be run twice, 
once for subtidal effects (offshore injuries) and once for intertidal effects. It is not 
immediately obvious to us whether or not a crude oil spill of this size and spilled 
at a distance of 50 km from shore would mme ashore. Therefore, intertidal 
injuries may be overestimated. 

Table 7.3-7 Physical environmental parameters for crude oil spills 
parameter value 

M~oCeaat?U&C0CUNe4It 0.1 d s e c  

Tidal velocity parallel to the ocean surface current 0.5 d s e c  

0.1 d s e c  Tidal velocity pecpeadicular to mean ocean cumat 

Mega wind speed at spill event 

W i o d d W o d  315" 
0.56 d s e c  

10 m 

20 m 

The output of the biological model is in terms of injuries, i.e., lost catch and 
harvest of commercially and recreationally important p i e s  and nonconsumptive 
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losses. Based on direct kills of adults and young, reduced weights of adults and 
young, and loss of primary and zooplankton productivity, the model calculated a 
total catch losses in grams (Table 7.3-8). This results in catch losses of 3,978,452 
pounds of finfish (such as menhaden, tuna, groupers and scamp, snapper, 
swordfish, drum, shark, and seatrout) and 33,779 pounds of mollusks (clams, 
oysters, scallops, snails) and decapods (shrimp, prawns, crabs) over the next 20 
years (Table 7.3-9). In addition, approximately 140 adult seabirds (cormorants, 
shearwaters, puffms, pelicans) and 3000 adult shorebirds (sandpipers, plovers, 
turnston&, herons) would be directly killed. No ducks or geese were lost. 
Because population numbers of shorebirds are higher than numbers of seabirds, 
more shorebirds are lost due to oiling. However, bird losses in general are low 
because of the distance' of the spill from shore. Subtidal losses of fish were high 
compared to intertidal losses because most fish are subtidal and much of the crude 
oil sinks or dissipates in the subtidal area before transport to the shore. As noted 
in Table 7.3-1, decapods and mollusks (invertebrates) are confined primarily to the 
intertidal area. No fur seals are present in the Louisianian Province. 

7.3.3 Economic Valuation of Loss: of Fisheries 

7.3.3.1 Valuing Oil SpiU Impacts 

The value to society of 
avoiding impacts from oil spills 
into marine and coastal waters has 
been estimated for (i) commercial 
fisheries using market assessment 
techniques; (ii) recreational 
resources using either contingent 
valuation techniques or indirect 
methods, such as travel cost 
approaches or hedonic property 
value studies; and (iii) existence 
values using contingent valuation 
methods. By and large these 
efforts have been driven by legal proceedings associated with specific large spills, 
rather than concern for valuing more routine and smaller spills that would more 
likely be associated with our scenarios. 

An exception is the modeling work embodied in the Natural Resource 
Damage Assessment Model for Coastal and Marine Ebvironments (NRDAM). As 
noted in the previous section, this model is designed for use in estimating the 
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impacts and damages associated with routine spills under the CERCLA "Type A" 
assessmenf rules. These rules effectively restrict the scope of concern to use values 
associated with marginal changes in resource stocks, i.e., those associated with 
"small" spills damaging non-unique resources. Existence 

Table 7.3-8 Lost catch of fish and 
invertebrates (g) 

Species Category Lost catch 

Anadromous Fish 
Subtidal 
Intertidal 

3,650 
0.00 

Planktivorous Fish 
Subtidal 112,000,000 
Intertidal 0.00 

Piscivorous Fish 
Subtidal 
Intertidal 

23,100,000 
0.00 

Top Carnivores 
Subtidal 1,630,000,000 
Intertidal 0.00 

Demersal Fish 
Subtidal 
Intertidal 

3,640,000 
35,900 

Semi-Demerqal Fish 6 

Subtidal 41,800,000 
Intertidal 0.00 

Subtidal 21,300 
Intertidal 6,700,000 

Subtidal 
Intertidal 8,540,000 ~ 

Subtidal 8,470 
Intertidal 0.00 

. %  I Mollusks ' 

65,200 
Decapods 

Squid ? 
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Table 7.3-9 Lost catch of fsh and 
invertebrates (lb) 

Species Category Lost catch 

Total finfish 
Subtidal 3,978,373 
Intertidal 79 

Mollusks/decapods 
Subtidal 210 
Intertidal 33,569 

value concerns are effectively ruled out, since the regulations state that non-use 
values may be estimated only when use values cannot be determined (43 CFR Part 
11, August 1, 1986,51 FR at 27719). We feel a model like this is appropriate for 
use in a social costing exercise such as ours (or one that individual electric utilities 
might perform) because the model is portable, easy to use, and applies to any 
coastal or marine area within the jurisdiction of the U.S. We want to stress, 
however, that such a model is not a substitute for a detailed case study impact and 
valuation assessment that would estimate damage from any particular spill. And 
the model ignores existence values, which may be important in selected cases. In 
general, the model makes many simplifying assumptions that one might question 
were a more definitive and credible calculation be required. 

Below we d d b e  and critique the economics underlying this model. Then 
the results from using the NRDAM are presented for our reference environments. 
The reader should note that the NRDAM is being revised by HBRS, Associates and 
parameterized for application to the Great Lakes. When it becomes available, its 
improvements will be reviewed. However, this new model will not be available 
for our use because parameterization and application to other areas is not expected 
for at least a year. 

7.3.3.2 Economics in the NRDAM Model 

This model is an exercise in benefit transfer model building. It relies on 
published literature, and is designed to be applied to a wide range of areas and in 
a wide variety of situations. It provides damage estimates for five impact 
categories: commercial activities (fisheries and fur seal pelts), recreational fishing 
for finfish only (shellfishing is valued as if it were a commercial activity), hunting 
for ducks and geese, waterfowl viewing, and beach use. It indirectly values 
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damages to lower trophic species than fish through tracing food web effects, on 
commercially and recreafionauy valuable spies. Value is defined as the WIT to 
avoid damage (or to obtain benefits), because the model relies on a literature that 
uses these measures. Values are only assigned to fish or birds that would have 
been caught or seen in the absence of a spill. Impacts to other birds or fish (except 
shorebirds) are not counted. Effects are tracked and valued over the time period 
in which they occur and discounted at a 10% rate to be consistent with OMB rules. 
As we are not limited by these rules and have agreed to use 3 96 and 5 96 discount 
rates where possible, the latter rates are used. 

Commercial Esshing. Commercial and mxational fishing are addressed together 
in the model, on the reasonable theory that fish mortality from a spill affects both 
activities simultaneously. proportionality of effects across these activities, based 
on data on recreation and commercial landings, is assumed. The appropriate 
measure of value is the loss to the fishery net of expenses involved in the catch. 
In a commercial activity, this is termed the change in economic rent, and is 
analogous to the measure used to estimate crop damage from air pollution. Fishing 
effort is assumed unchanged when a spill occurs, but the catch is reduced. Thus 
costs remain constant. With market prices assumed unchanged (as in our crop 
model), profits (or economic rent) fall. Prices are estimated as the four year 
average for commercial species in 10 coastal areas, d e d  "provinces." 

Recreational Fcshing. Recreational fishing losses are estimated in a similar 
W o n ,  With unit values of such activities (denominated in the unusual units of $ 
per pound of catch) substituted for market price. These values are estimated from 
two recreational fishing studies (Norton et al 1983; Rowe 1985). The former 
estimated values for changes in striped bass catch rates off the east coast using the 
travel cost method. The latter study used a more sophisticated multinomial logit 
travel cost model to estimate west coast recreational fishery losses. Both studies 
provide conceptually cofz~ct measures of the value of a unit change in catch. The 
number of fish caught was transformed to weight using data on average weight of 
recreational fish caught. Four Species were valued in this way (striped bass, 
fladish, rockfish, and salmon) with their average value per pound ($1.84 in 1986 
$Is) used in estimating damage. 

Viewing and Hunting Waterfowl, Shorebirds, and Seabird+ Viewing ~ a l u e s  
are estimated for birds that would have been yiewed if not for @e spill, not for-all 
birds that might be injured or killed as a result of the spill. Brown and Hammack 
(19n) found a relationship between visits to a wildlife refuge and bird population 
at the refuge. This equation (which shows visits falling by one for every 5 bird 
decrease in population) is used along with a unit value of $9.39 (1986$'s) per 
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viewing visit day, itself taken from another study, to estimate damage at any of the 
10 provinces per month, for an assumed four month long viewing season. 

Hunting losses to ducks and geese are estimated assuming that participation 
days are unchanged but bag rata fall as a d t  of the i n d  natural rate of bird 
mortality caused by the spill. Hay and Charboneau (1979) used a CVM survey to 
determine WTP for duck and geese hunting in major U.S. flyways. These results 
distinguish between values for ducks and geese (the latter are more highly valued) 
and by flyway (birds hunted in the Atlantic flyway are more highly valued). 

Marine Mammals. Because of a lack of studies, the only aspect of mammal 
damage from an oil spill that is valued is a loss in economic value of fur seal pelts. 
These are valued at $15 per pelt with all losses counted, based on the assumption 
that commercial catch limits would be commensurately reduced with reductions in 
fur seal populations. 

Public Beach Damage. Use vdues at national and state and local public beaches 
are estimated in theory as the net loss in consumer surplus from reduced trips to 
the beach and reduced enjoyment for trips that are made. In practice, the model 
estimates losses only when a beach is declared closed. Estimates of trips per foot 
of beach frontage by month and region times the number of days a beach is closed 
times the frontage of the beach closed times an estimate of consumer surplus per 
day at the beach provide the damage estimate. The consumer surplus estimate of 
$6.16 (1986 $Is) per individual per day is taken from the average of nine studies 
(ranging from $0.62 to $12 per trip), which consider to various degrees the 
availability of substitute sites, the preferences of both residents and tourists, and 
other factors affecting value. The average estimate, being based on studies of peak 
visit periods, applies to the peak visit month only with the amount reduced for 
other months proportional to the ratio of visits in the given month to visits in the 
peak month. 

7.3.3.3 Critique 

This model is currently being updated and extensively modified, particularly 
its biological science component, by HBRS, Inc. for application to the Great 
Lakes. Hence, some of the criticisms made here may no longer be appropriate. 
However, the model we use is the cumnt version reviewed here. 

The overall approach to valuation has strengths and weaknesses. Its primary 
strength is that an economic welfare perspective on valuation is taken throughout, 
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in that (i) a distinction is made between impacts that have value (e.g., fish that 
would actually be caught in the absence of the spill) and gross impacts and (ii) the 
model uses valuation studies that measure damages correctly, i.e., as consumer 
surplus losses. 

It can be criticized, however. First, and most obvious, the model only 
ad- a @on of the possible damages from a spill. It ignores nonuse values 
(which may be trivial for a small spill that does not harm unique coastal resources), 
most damage to mammals, and damages to private beaches, to name a few. 
Second, the model uses a unit value approach to transferring benefit estimates from 
settings addressed by the original studies to the particular spill sites being examined 
with the model. This approach is crude, because it does not permit the adjustment 
of unit values for differences in the attributes of the setting addressed by the 
original studies versus those addressed by the model. For instance, the 
oceanographic, biological, and economic activities in the area examined by the 
original study may be quite different than those in the area-of the spill that we are 
concerned about. A better approach would be to embed the entire function 
estimating consumer surplus change into the model. This would permit 
adjustments in values for attribute differences. 

Another pervasive assumption of the model is that the output of economic 
activity is assumed to be affected by the changes in the environment induced by the 
spill, but not the amount of economic inputs. For instance, after a spill, fishing 
effort is assumed unchanged even as the yield from this effort falls because of 
lower fish populations. One may dmwteme this assumption as being a short-run 
response to the environmental change. In the long-run, effort would change, 
substitute activities might be undertaken, etc. Thus, while this assumption greatly 
simplifies the calculations and information requirements of the model, it probably 
overestimates damage to the extent that long-run responses act to mitigate 
economic losses but are not admitted in the model. 

Another general, is that the modi1 uses a single 
estimate of consumer su is drawn,from a set of estimates, 
instead of applying specific unit values in the appropriate cases. Usually, this 
single estimate is an average of the estimates reviewed. This approach is justified 
by the authm as a reasonable simplification because the difference in estimates is 
small in absolute terms, While this is true, the range is generally large in 
percentage terms, w lead to equally,large percentage differences in 
estimated damages. For,instance, @e recreationd values per pound of fish vary 
over fish type from $1.18 to $2.90 per pound, with an average of $1.84. While 
small in dollar terms, these differences matter. Using the average value when the 
lowest value is appropriate results in a 56% overestimate of damage while using 

h b  
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the average when the highest estimate is appropriate results in a 37% underestimate 
of damage. Thus, the model could be improved by applying species-specific unit 
values to fish mortality rather than the average value. 

7.3.3.4 Model Results 

The damages computed by the economic submodel were discounted to 3% 
and 5% rates and are expressed in constant 1989 dollars (Table 7.3-10). Total 
damages under the scenario used were $2,026,572 (3% discount rate) and 
$1,82!5,000 (5% discount rate). This amounts to a cost of approximately $100/bbl 
of oil spilled. The expected annual rate of such a spill is 0.00196 (Sect. 7.3.1). 
With annual generation of 2.1 x lo9 kwh, the expected damage (using a 
5% discount rate) is 0.0017 miJls/kWh. This is the expected damage from only the 
larger, (low-probability) spills. 

The authors of the economic 
submodel (Opaluch and 
Grigalunas, 1989) ran the model 
for spills of 100 metric tons (750 
bbl) of crude oil under "average" 
seasonal conditions in nine of the 
coastal provinces. Estimated 
natural resource costs ranged from 
$4.40 to $250/bbl spilled and $300,000 to almost $20 million per billion barrels 
of oil developed. For the Louisianian Province, costs ranged from $ll/bbl spilled 
in the Western Gulf of Mexico to $37/bbl spilled in the Eastern and Central Gulf 
of Mexico. Costs per billion barrels of oil developed in the Louisianian Province 
mged from $6oo,OOO in the Western Gulf of Mexico to $3 million in the Eastern 
Gulf of Mexico. The results of our model run using a larger spill size and summer 
conditions for the Western Gulf of Mexico are higher than the average costs 
estimated by the authors for the Louisianian Province but are within the range for 
all oil spills in coastal areas. In addition, we adjusted our values to 3% and 5% 
discount ram rather than the 10% rate used by the model. 

7.4 ACCIDENT RATES FOR OFFSHORE DRILLING 

This section gives estimates of days lost form injuries and the expected deaths 
from offshore drilling. These injuries and deaths occur prior to electricity 
production. 
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7.4.1 Non-Fatal Injuries 

Offshore wells average about 10,OOO ft in depth and require about 60 days 
to drill (Chapter 4). Assuming a crew of 20 persons per 12-hour shift and two 
shifts per day, a well requires about 480 person hours per day and 28,800 total 
hours to drill. Assuming a production rate of 600 bbVday for each well (Chapter 
5 )  and a 7% conversion of crude to residual, it will require about 240 wells to 
supply 10,000 bbVday to the generating facility. If 240 wells are required to 
supply the 10,ooO bbVday requirement of a single plant, and if these wells do not 
require replacement, then the total labor amounts to 6.9 million hours. 

Table 7.3-10 Damages due to loss of fish, invertebrates, and birds 

3% Discount rak 5% Discount rate 

Commercial and 
Recreational finfish 

Subtidal $1,92O,OoO $1,722,000 
Intertidal 142 138 

Subtidal 345 343 
Intertidal 31,800 30,940 

Commercial invertibrates 

Seals and birds 
Subtidal 5,150 4,825 
Intertidal 69,900 67,570 

Total $2,026,572 $1,825,000 

Mueller et al. (1987) have 
reviewed the factors affecting 
individual injury experience among 
petroleum drilling workers on 
mobile platforms in the Gulf of 
Mexico. Their study investigated 
the injury history of 962 workers 
over a 44 month time period; no 
fatalities were observed during this 
p e r i o d .  T h e y  a g g r e g a t e d  i n j u r y  
rates differently than the Bureau of Labor Statistics, and found that when they 
aggregated their "lost time" and "medical" cases, they more closely reflected the 
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category of total reportable cases. The study at that time found very close 
agreement with the BLS accident rates for the time period under investigation 
(1979-1982). This similarity suggests that the mobile platforms working in the 
Gulf of Mexico generally experience similar accident rates to the more general 
class of "Oil and Gas field services" SIC code 138. This code has a rate of 184 
worli days lost per 200,000 hours reported for 1989 (NSC 1991). This rate 
amounts to 6,400 days lost for the drilling of 240 wells. The projection 
attributable to the midual oil (7%) is 448 days lost. Not included in this estimate 
are accidents on the production platforms. These accident rates should be much 
lower because the work is less risky and because there is only a small crew to 
seMce production platforms. 

7.4.2 Fatal Injuries 

The addental death rate for mining and quarrying which includes oil and gas 
extraction, is 43 per year per 100,OOO workers. Based on the drilling requirements 
above, work related to drilling would be expected to result in 1.4 deaths. The 
proportiOn (7%) of expected annual death from drilling activity that is attributable 
to residual oil is 0.1 deaths. 
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8.1 EFFECTS OF WATER AND AIR EMISSIONS 

8.1.1 Emissions 

Chapters 4 and 5 provide data on wastes from refining processes. 
Residuals from this stage of the oil fuel cycle include water and air emissions. 
Constituent concentrations of wastes vary, depending on the specific refining 
processes, types of crude feedstock and waste management methods. 

Final process water from the refinery for the Southeast plant is monitored 
for water temperature, pH, Chemical Oxygen Demand (COD), Biochemical 
Oxygen Demand (BOD), Total Organic Compounds (TOC), Total Suspended 
Solids (TSS), oil and grease, total copper, total nitrogen, total sulfide, hexavalent 
and total chromium, and total phenolics (EPA 1992a). The process water meets 
National Pollutants Discharge Elimination System (NPDES) limits. 

8.1.2 Effects of Air and Water Emissions on Wildlife and Crops 

Petroleum refineries require land for tank farms to store crude oil and 
refinery products, and for process facilities including settling ponds, water 
treatment plants, and disposal sites for oily wastes. Data on emission rates were 
available for airborne primary pollutants - CO, NO,, SO,, and particulates - and 
for toxic chemicals from the refinery sites.' However, pollutant transport was not 
modelled due to the lack of data on local meteorological conditions. Data'are also 
lacking for the baseline ambient air pollutant concentrations and for other 
parameters needed for atmospheric transport modeling at the refinery reference 
sites. Collection of these data was beyond the scope of this study. Therefore, 
impacts from air emissions could not be quantified. 

'Hydrogen fluoride (HF) is released during the alkylation stage of oil refining. Its contribution to overall 
health costs in the oil fuel cycle was considered to be minor compared to other health risks, especially since 
HF-related occupational damages would likely be internalized. Releases of HF also usually have an effect 
on vegetation within 0.5 km of a refinery, but in general the effects are difficult to quantify (EPA 1992). 
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Treated wastewaters from the Texas refinery enter the Houston Ship 
Channel and Galveston Bay, both of which have been heavily impacted by 
industrialization. The Southwest refinery is situated in an area with a deep, and 
therefore relatively protected, groundwater table. However, the Pecos River is 
located only two miles from the refinery and may receive wastewater emissions. 
Lack of data on concentrations of contaminants in wastewater and water quality 
of the receiving water bodies preclude descriptions of impacts on aquatic biota. 

8.1.3 Economic Valuation 

No economic valuation was done due to the lack of data on the impacts 
at our two refinery sites. Estimating the damages from oil refining operations 
requires an analysis comparable to that for the generation stage of the fuel cycle. 
These data include: 

0 meteorological conditions (e.g., wind speed and direction) 

0 background concentrations of pollutants, to 1,600 km (1,000 mi) 
from the sites in Texas and New Mexico 

0 other sources of NO, and non-methane organic compounds 
(NMOC) that will affect ozone formation 

0 population distribution, as far as 1,600 km from the refinery. 

Collecting these data at the refinery sites was beyond the scope of this study. 

Table 5.8-1 listed estimates of emissions from different stages of the oil 
fuel cycle. Emissions of hydrocarbons or volatile organic compounds are 
comparable for oil refining and power generation, on a per barrel of residual oil 
or per kWh.basis. Otherwise, emissions from generation far exceed those from 
refining operations on a per kWh 
basis. Other things being equal, 
we expect that the damages from 
generation would greatly exceed 
those from oil refining activities. 
Of course, all else is not equal. In 
our Southeast Reference case, the 
population in the vicinity of the Houston refinery is greater than that in the area 
of the Southeast power plant. Thus, the damages from emissions of particulate 
matter (PM) from the refinery are likely to be the same order of magnitude as 
(and quite possibly greater than) the PM-related damages from the power plant. 
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9.1 BARGE TRANSPORTATION OIL SPILLS IN COASTAL AREAS 

9.1.1 Barge Accidents 

A barge oil spill scenario was analyzed to study &e possible impacts of such 
a spill in a coastal area: This scenario would only pertain to oil production for the 
Southeast Reference site. 

According to the U.S. Coast Guard (1989, p. 47-49), the total quantity of 
oil spilled from tank barges in the U.S. during the 1984-1986 period was 192,000 
barrels. Them were 1,523 ev’bits -- both coastal and river channels. However no 
data are provided on the relative frequency of different size events, particularly the 
larger events such as the hypothetical 35,000 barrel spill analyzed below. 

9.1.2 Impacts on Marine and Coastal Resources 

Injuries to marine and 
coastal resources from a barge 
transportation spill of No. 6 
residual oil are estimated using the 
NRDAM/CM (See Section 
7.3.2). A site off the coast of 
Biloxi, MissisSippi was chosen for 
the spill site because at this point 
barges traversing the coast from 
Texas to Mobile leave the 
Inttacoastal Waterway and are in open water (the model is not applicable to river- 
type waterways). The dishce to shore was &timaw at,15 km. It was assumed 
that approximately half of the volume of a barge a & n g  70,b barrels (35,000 
bbl or 5023 metric tons) would spill. 

Because this spill is in the same Louisianian Province as the previously 
described crude oil spill and the bottom type was assumed to be mud, adult 
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biomass of adult and larval fish and invertebrates, abundance of mammals and 
birds, and productivity are the same as the previous scenario (see Tables 7.3-1 to 
7.3-4). The chemical and toxicity parameters for No. 6 refined oil, as provided 
in the chemical data base, are listed in Tables 7.3-5 and 7.3-6. Although chemical 
parameters differ, the model uses the same toxicity values for medium crude and 
No. 6 fuel oil. Data on accident probabilities are insufficient to calculate expected 
annual damages. 

The model was run using different seasonal and weather conditions and for 
both subtidal and intertidal effects. Using simulated winter conditions, the 
following parameters were supplied by the user (Table 9.1-1). For storm 
conditions, the wind speed was increased to 11 m/sec and the air temperature was 
changed to 10°C. The distance to shoxe was 15 km in the +y direction and 60 km 
in the -x direction. The model calculated that 4,910 metric tons of oil entered the 
intertidal a m .  No areas were closed to fishing or shellfishing and no cleanup was 
assumed. 

Table 9.1-1. Physical environmental parameters for a No. 6 fuel oil spill 
Parameter Value 

Mean ocean surface current 
Tidal velocity parallel to the ocean surf= current 

0.07 m/sec 

0.5 m/sec 

Tidal velocity perpendicular to mean ocean 
current 
Mean wind speed at spill event 

0.1 m/sec 

5 m/sec (winter) 
3 m/sec (fall) 

Wind direction' 90" 

Depth of water column 

Depth of lower water column to bottom 

20 m 
0.00 m 

Air temperature 10°C (winter) 
26°C (fall) 

Counter-clockwise from ocean current 8 

This hypothetical spill off the coast of Biloxi in winter would result in a 
total catch loss of 5,303 pounds of finfish and 100,126 pounds of invertebrates 
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(Table 9.1-2). In addition, approximately 39,500 shorebirds in the intertidal area 
would be directly killed. This rather high number is due to the presence of 
overwintering birds in the Gulf area (23,900/km2 compared to 2,200 to 5,500 in 
other seasons). Addition of parameters for storm conditions at the time of the spill 
did not greatly increase injuries. Injuries were reduced, primarily due to reduced 
numbers of shorebirds in the intertidal area, when the season of the spill was 
changed to fall (data not provided). 

9.1.3 Economic Valuation of Fcshery Losses 

As in Section 7.2.3, output from NRDAM/CME model runs are used to 
compute total losses for the scenario for both 3 and 5 percent discount rates. For 
the 3% discount rate case, subtidal losses amount to $3,850. Intertidal losses 
amount to $1,010,700 and the total amounts to $1,014,550. quivalent losses for 
the 5 % discount rate case are $3,534 for subtidal losses and $977,600 for intertidal 
losses. The total losses for the 5% discount rate case amount to $981,134 or 
$28.03 per barrel spilled. An annualized estimate would be computed from an 
estimate of the probabilities of different size barge accidents, and from the 
estimated amount of residual fuel oil needed per year. The expected annual 
damages would be small. 

Table 9.1-2. Lost cat& of fsh and 
invertebrates Ob) 

Lost catch per 
species category Lost catch bbl spilled 

Total finfish 
Subtidal 3,878 0.11 
Intertidal 1,425 0:04 1 

Subtidal 'r $ 1  ~ - 's , 0.000029 
Invertebrates 

Intertidal ' ' .: mo,125 2.86 
. .  . -  C . '  

9.2 BARGE TRANSPORTATION OIL SPILLS IN RIVER SYSTEMS 

9.2.1 Barge Accident Rates 

After being produced at the Southeast refinery site in Texas, the residual 
fuel oil is sent by barge to the Southeast Reference power plant site through the 
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Tennessee-Tombigbee waterway and the Tennessee and Clinch Rivers. These 
waterways serve several functions: navigation, recreational fishing (bass, catfish, 
and crappie), other recreational activities, and municipal and industrial water 
sources. 

Barges carrying 70,000 h l s  of msidual oil every 7.8 days would traverse 
this system to provide fuel for the Southeast Reference site power plant. 
Information on accident rates of oil-carrying barges are summarized in Section 
9.1.1. These data do not distinguish between coastal and river channel accidents. 
Most events occur in river channels (U.S. Coast Guard 1989, p. 17). 

9.2.2 Impacts on Freshwater Environments 3 

At the present time no model similar to the NRDAM/CME model exists 
for assessment of biological injury and economic damages from oil spills in 
freshwater streams and rivers. In the future, a simple dilution model can be 
applied on a site-specific basis. However, additional data on presence and 
abundance of aquatic biota such as that from creel censuses, water use, and land 
use would be necessary in order to calculate biological and physical injuries and 
assess damages. 

The American Petroleum 
Institute (API 1992a, 1992b) 
summarized available NRDA oil 
spill case histories in freshwater 
systems. Most of the assessments, 
performed by the respective states, 
are simplistic, based mainly on the 
number of organisms, generally 
fish, killed and a dollar cost for 
replacing these organisms. Monetary values for fish are given by the American 
Fisheries Society. This method of assessment does not always reflect the extent of 
damages to natural resources and reflects only short-term effects. Nevertheless, 
these case histories repment a fust approach for estimating injuries and collecting 
damages. Spills of No. 6 residual oil or Bunker C crude oil (similar in toxicity to 
No. 6 residual oil) and injuries are briefly summarized in Table 9.2-1. 

9.2.3 Economic Valuation 

Many states recover damages in the form of civil penalties through their 
clean water statutes. For example, a total of $1.2 million was assessed by the 
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states of Georgia and South Carolina and the federal government for the spill in the 
Savannah River (MI e1992a). 

Table 9.2-1. C k  histories of residual No. 6/Bunker C 
oil spills in river systems 

Amount spilled Waterbody Injuries 

2,100 gallons riverestuary not avdable 
7,000 gallons riverestuary ca. 300 birds 

84,000 gallons creek 40,000 fish 
14 miles of stream 

500,000 gallons Savannah River unknown number of birds, 
vegetation 
800,000 acres tidal marsh 
5,500 acres wildlife rehge 

Total tanker barge traffic in the U.S. resulted in an annual average of 
64,OOO barrels in spills during 1984-1986 (refer to p. 9-1). The additional barge 
traffic that would result from the requirements of a power plant would be a very 
small percentage of the total existing traffic. 

Assume that the damage from the annual average barge spills to be in 
proportion to the damage calculated for the 35,000 bbl spill: 

(64,000/35,000) x 98,134 = $1,794,074. 

The total increment in barge traffic due to a power plant is probably about 0.51 96 
of the total barge traffic in the U.S. Thus, we expect an average of $9,104 in 
annual &ages -- Le. 0.00433 milldkwh.' 

3- L 

' 

9.3 ROAD PA DAMAGES FROM TRUCK 
,I 

L'b 1 

TRAFFIC - 

t New Mexico is assumed to 
plants in the Southwest Reference environment. The provide residual oil to 

I * 

'Assuming average daily barge traffic of 1.76 million barrelelday in inland waten (Temple, Barker & 
Shane, Inc. 1991, Table 3.3.2), based on a 7.3 b b h n  conversion factor. The residual oil q u h c n t  of 
power plant is 3.26 million barrelelyr, producing 2.102 x lo' k W y r .  
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main impact from transporting residual oil from the refinery to the power plant in 
the Southwest Refmce enyironment is that assocLated ' with the truck traffic, while 
the main impact in the Southeast Ref- enyitOnment is associated With potential 
natural resource damages from oil spills on waterways. 

This section presents an analysis of the damage to roadway surfaces that 
would occur due to the construction of an oil-fired power plant in the Southwest 
Reference environment if oil were transported on public highways. For an 
introduction to the theory that is presented in this section, see O W R F F  
(1994a, b). 

The power plant in Northwest New Mexico is located in San Juan County, 
thirty-five miles south of Farmington. Residual oil is too viscous to be transported 
through pipelines without extra handling activities, and there is no railroad passing 
through the Farmington area. Consequently the residual oil would be 
transported by tank trucks to the Farmiugton power plant from the Navao 
refinery over a distance of 413 miles on public highways. Transporting oil 
over such a great distance by truck would not be economically viable and 
would not be done. Thus, we ussume a situation in which the residual oil 3s 
transported 30 miles, which we consider to be a more reasonable indication of 
the distances traveled. 

9.3.1 Burden 

The oil-fired power plant in the Southwest Reference environment would 
require about 8,940 barrels of residual oil per day. In New Mexico, a typical tank 
truck has a capacity of 152 barrels, so the daily demand for oil at the power plant 
will require about 59 truck-trips per day or 21,581 trips per year from the refmery 
to the power plant. 

The passage of heavy trucks on public highways accelerates the 
deterioration of roadway surfaces. This necessitates earlier resurfacing than would 
otherwise occur. In addition, there are maintenance expenses that are incurred on 
a regular basis due to the new traffic. Also, other drivers are exposed more often 
to impaired driving conditions and delays due to road construction. Finally, the 
presence of trucks directly contributes to congestion and worsened driving 
conditions and additional noise. The economic damage from increased road 
congestion and noise are difficult to quantify. The knowledge base is lacking and 
these impacts are not quantified in our study. 
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9.3.2 Impacts 

To determme the impacts that result from this burden we estimate the injury 
to roadway surfaces that occur due to each passage of an oil truck. This impact is 
calculated in terms of the effect of each passage on the life of a road surface. 

Road overlays define the endpoints of a pavement's life. The 
configufations and number of axles on a vehicle matter-as a rule, the more axles 
a vehicle has to distribute its weight the less damage it will cause.2 The life of a 
road surface (i.e., the interval 0etwm road overlays) is affected by the number 
and type of the axles that pass over it. 

where: 

Ll 

LZ 

D 

t 

The following equation yields the number of axle passages for each type of 
axle 0) on the truck that the road will withstand before requiring an over la^.^ 

= thousands of pounds of load on axle j. 

= the type of axle weight. = 1 for single axles, = 2 for 
tandem axles (two axles close together). 

= the road's durability. (For rigid pavements, D equals the 
pavement's thickness-in inches. For flexible pavements, D 
is a linear combination of-pavement, base and subbase 
thicknesses .with coefficients 0.44, 0.14 and 0.11 [Le., D = 

,, 0.44 (pavement) + 0.14 (base) + 0.11 (subbase)]. 
* I  * 

it 

%any atate hws, however, penalize buch with a greater number of axles. Fuel taxeu punish because 
they require hrger a&% and get lower fuel economy2 Many state turnpika o w e  more for a given 
weight if it C carried on a vehicle With many axles. From:. Clifford Winston, "Efficient Transportation 
lnfraetnroture Policy," J. &on Perspecfives, Vol. 5, No. 1, Winter 1991, p. 116. 

'Kenneth A. Small, Clifford Winan and Carol A. Evans, Rodwork: A New Highwty Pricing and 
Invesbnent Poky,  The Brookings Inetitution, Waehingbn D.C., 1989, p. 24. 
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A, = structural coefficients that describe the durability of rigid 
and flexible pavements, derived from an empirical study by 

’ the American Association of State Highway  official^.^ 

For rigid pavements, 

A , =  e13*sas or 733.073; 

A, = 5.041; 

A2 = 3.241; 

A3 = 2.270. 

For flexible pavements, 

A , =  or 173.165; 

A, = 7.761; 

A2 = 3.652; 

A3 = 3.238.4’ 

The surface type under consideration in the Southwest Reference 
enviroNnenf is almost entirely flexible pavement, and in the future all resurfacings 
will be of this type because it is superior in the New Mexico environment. The 
majority of the surface along 1-40 is engineered so that the durability index is 
D=5. Along the other highways the average surface has a pavement of 4 inches, 
base of 8 inches and subbase of 8 inches, producing a value of D = 3.76. 

We assume that a tanker truck weighs 80,OOO pounds fully loaded and 
30,OOO pounds empty. This weight is distributed unevenly among the axles. For 

’The study evaluated 264 rigid and 284 flexible experimental pavement sections, using previously 
estimated values of N as dependent variables. Cited in Roadwork, Small, Winston and Evans, p. 25, from 
Highway Research Board, llrc MSHO Road Test: Report 5, Pavement Research, Special Report 61E 
(Washington, D.C.: National Research Council, 1962) pp. 3640. 

%naU, Winston and EVMS, Roadwork, p.27. The authors reanalyzed and revised figuree from the 
W H O  report. 
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example, on a fully loaded truck about 12,000 pounds is borne by the single 
steering axle and 17,000 pounds is borne by each of the four tandem axles. For 
each roadway surface of varying durability we calculated a value Nj repenting 
the number of passages the d w a y  surface will withstqd for each axle type j for 
a fully loaded truck. Appropriately transforming these numbers into comparable 
units and summing across all five axles yields an estimate of the number of 
passages for an oil truck that the roadway will withstand before resurfacing is 
needed. 

9.3.3 Economic Valuation 

Roadways have to be resurfaced regularly with or without the impacts of 
heavy trucks. The roadway in this example would regularly be resurfaced about 
once every ten years. The measure of damages per mile should be adjusted to 
reflect the change in the resurfaclll g schedule for the road. The present discounted 
value of damage is the difference between the present discounted value of 
resurfacing costs given oil truck traffic minus the present discounted value of 
resurfacing costs absent the oil trucks. Finally, this difference in present 
discounted value should be leveked over the assumed 40 year operation of the oil- 
fired power plant. 

As indicated previously, high-volume, long-distance transportation of 
residual oil is consistent with the geographical context of this study but is 
extremely unlikely in reality - thus our reason for assuming a 30 mile distance. 
The calculated damages should be prorated to suit the particular situation under 
study. This discussion that follows is an illustration of the methodology. The 
numerical estimates should not be applied to actual siting of planning decisions. 

To illustrate the methodology we employ, consider'one of the types of 
roadway affwted by .the truck traffic, a flexible pavement surface along a stretch 
of two-lane highway on US285. This highway would withstand about 996,922 
passages of a fully loaded oil truck until resurfacing, is ,quired if  this were the 
only traffic on the road. In accordance with the present ten year resurfacing 
schedule, we calculate that present traffic conditions are.equivalent to the passage 
of about 99,W f$ly loaded oil trucks annually. The proposed facility would add 
2 1,581 truck passages to that figure. Hence,. with the addition of the oil truck 
traffk this stretch of d ~ y  would need to be resuTfacBd according to'a 8.22 year 
schedule in order to &tain'mmpihble njadway.,conditions during the forty year 
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operation of the facility.6 After this time we assume the resurfacing schedule 
reverts to a ten year schedule. 

All adjacent lanes of a mdti-lane highway are resurfaced at the same time. 
If roadway damage is distributed evenly on both lanes of the two-lane highway 
prior to the addition of oil truck traffic, the lane bearing fully loaded trucks 
determines the resurfacing schedule after the addition of the oil truck traffic. The 
cost of resurfacing a typical two-lane highway with flexible pavement in New 
MexicO per road mile (both lanes) is $485,000.' For a divided four-lane highway, 
each side may be resurfaced at different times so we calculate different schedules 
for the roadway surfaoes affected by passage of a fully loaded truck and an empty 
truck on the return haul. 

In the example for highway US285, the present discounted value of future 
resurfacing needs per road mile prior to the addition of oil truck traffic is 
approximately $984,261. With the addition of oil truck traffic the present 
discounted value of future resurfacing needs per mile is estimated to be 
$1,170,444. The difference between these numbers is $186,183, which is the net 
present discounted cost per mile traveled along this stretch of roadway by the new 
oil truck traffic. 

This estimate is not an abatement cost measure of damage, but a true 
damage measure analogous to medical costs associated with health effects. 
Analogous to pain and suffering are the effects associated with more rapid 
deterioration of the road surface, such as the congestion and safety problems 
associated with a m d  road surface and the resurfacing operation itself. As this 
set of damages is ignored, the resurfacing costs are a lower bound to the damages 
that resulf from the transport of oil on public roads in the Southwest Reference site. 

We estimated the damage for each different stretch of highway along the 
route from the refinery to the power plant in a manner similar to the example 
above, and summed these to obtain an estimate for the entire route. The total 
levelized cost for damage that results is $217,277 per year for a 30 mile route. 

% practice it is possible that roadway engine!em in New Mexico would respond to the additional traffic 
by increasing the durability of the road surface in order to maintain the ten year schedule. We do not 
have sufficient information to calculate the cost difFerrntia1 a~eo~ht~d with the requisite improvement in 
durabiity, no we take cumnt standards M a given and vary the murfacing schedule instead. We expect 
that these two approaches are roughly equivalent. 

'Thin figure ia high relative to other parte of the country due to a lack of competition in the industry, 
the remoteness of many locations, and the harsh variations in temperature and moisture conditions which 
necessitate more durable road surfaces. 
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Expressed as a levelized cost per kilowatt-hour this estimate of road damage is 
equal to 0.101 milldkwh. This is the midpoint estimate of maintenance costs, and 
other factors that have not been quantified. 

Our estimate of a 95% confidence interval ranges from 0.0287 mills/kWh 
as a low estimate to 0.354 mills/kWh as a high estimate. These ranges are derived 
based on uncertainty bounds associated with the calculation of Nj, the number of 
passages the roadway surface will withstand for each type of axle. These 
uncertainty bounds are estimated and reported in Winston and Small (1989). We 
assume that the uncertainty bound for each axle type is perfectly correlated. That 
is, if the true estimate for one axle type is at its lower bound, then this is the case 
for each axle type, etc. We have not considered uncertainty in the other 
parameters in this problem. 

ASdisCUssedinORNyRFF 
(1994a,b), some of these damages 
are through an array of 
taxes. The transportation scenario 
for the Southwest Reference site is 
similar between the oil and coal 
fuel cycles. The trucks carrying 
the coal are identical in weight to 
those carrying the residual oil. 
Thus, we simply use the same ratio 
of externalities to damages as calculated in the coal fuel cycle (ORNL/R??F 1994b, 
pp. 9-21 to 9-22).8 In that analysis, 61.3% of the damages are externalities if we 
attribute all taxes paid in oil transportation against the damage to roadways, and 
91.2% of the damages are externalities if only the heavy-vehicle use tax and the 
weightdistance fee are credited against the damage to roadways. We use the first 
percentage as a low estimate and apply it to the estimate of damages to get a low- 
externality estimate of 0.0176 milldkwh. We use the second percentage as both 
a mid- and high-percentage and apply it to the mid- and high-damage estimates to 
get mid- and high- externality estimates of 0.0921 and 0.323 millslkwh, 
respectively. Expressed on a per (one-way) mile basis, the mid-estimate of road 
damage externalities amounts to 0.00307 (mills/kWh)/mi. 

Wie approximation ie reasonable in that the variablataxes portion of tax revenues are about 95% of 
the total. 
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This chapter concerns the estimation of externalities associafed with electric 
power generation using residual oil. A table of contents for Chapter 10 is given 
below as a reference. The effects of air and water emissions from oil-fired power 
generation on vegetation and wildlife generally cannot be quantified given the 
current state of knowledge; they are briefly discussed in Appendix D. 



10-2 Electric Power Generation 

This chapter gives an exposition of how to use the damage function 
approach by applying various analytical methods to the priority impact-pathways 
selected in Chapter 7. The estimates of externalities are for the Southeast and 
Southwest Reference sites, with the benchmark oil-fired boiler. In a State context 
[discussed in Chapters 2 and 4 and in Section 5.4 of ORNURFF (1994b)], analysts 
can use the methods to compare actual (or likely) sites and technologies. In a 
national context, a representative set of sites would have to be used [again refer to 
Chapters 2 and 4, and Section 5.4 of ORNURFF (1994b)l. 

Each section within this chapter illustrates the use of a specific method for 
a different impact-p$thway. Within a section, each subsection is relatively self- 
contained and generally consists of a discussion of the discharges (or other residual 
effect) of a fuel cycle activity, the resulting impacts, an economic valuation of the 
damages (or benefits) of these impacts, and an assessment of whether these 
damages (or benefits) are externalities. Since this report is essentially self- 
contained, it repeats significant portions of the material in Chapter 10 of the report 
on coal fuel cycles ( O W R F F  1994b). 

L 

10.1 ELECTRIC POWER GENERATION ACCIDENTS 

10.1.1 Impacts of Electric Power Generation Accidents 

As in any industry, occupational injuries occur during the normal course of 
operating a power plant. There are data on the total number of injuries for the 
electric services industry,' but not on the differences in the incidence of injuries 
across different technologies (oil, coal, nuclear, hydropower, etc.). Thus, our 
analytical method determines a national injury rate for the electric services 
industry, either per MW capacity or per gigawatt-hour of generation, and then 
multiplies this rate by the capacity or generation of the reference plants to 
determine the total number of injuries. 

In 1990, the average 
employment in the electricity 
services industry was 456,000 and 
the number of lost workday 
injuries was approximately 12,800. 
In the same year, the U.S. installed 
capacity was 735,051 megawatts 
(MW) and the amount of electricity 
generated was 2,808,151 million 
kilowatt-hours (lcWh). Thus, the average number of employees per MW capacity 
and per million kwh in 1990 was 0.620 and 0.162, respectively. The average 

' This industry inchdes d k h m e n t a  engaged in the generation, transmission, and/or distriition 
of electric energy for sale. 
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number of injuries per M W  capacity and per million kwh in 1990 was 0.017 and 
0.0016, respectively. If these injury, incidence rates are applied to the reference 
environments, both of which have an installed capacity of 300 MW and 2,102 
million kwh per year production, then the estimates of the number of injuries per 
year are 5.1 and 3.36. As a "best" estimate, we use the average of the two 
estimates, 4.23 injuries per year. We assume that all of these injuries are non- 
fatal. 

10.1.2 Damages of Generation Accidents 

Two approaches are taken in the literature for estimating the willingness to 
pay (WTP) for reduction in non-fatal injuries [translated into the value of a 
statistical injury (VSI) where the purview of these studies is injurjes on the job 
resulting in at least one lost work day]. One approach, exemplified by Pindus, 
Miller and Douglass (1991), may be termed a bottom-up approach as it seeh to 
identify the damage associated with an injury on a component-bycomponent basis, 
e.g., medical costs, work loss days, household productivity loss. Since no injury 
incidence information of sufficient specificity is available for the electricity 
genedon industry, we apply an across-industry average cost of $10,301 per injury 
as provided by the Urban Institute in Pindus, Miller and Douglass (1991). This 
estimate includes medical costs, wage loss, and household productivity loss -but 
does not include any decrease in quality of life (e.g., pain and suffering). 

The second approach is an hedonic wage approach, where variations in 
injury rates across types of jobs and industry classes and other variables are used 
to explain variations in wage rates and labor force participation. This is the 
approach used by most researchers to obtain values of a statistical life; indeed, 
many of these studies contain a variable for injury rate as well as a variable for 
accidental death rate. The two best examples of the hedonic wage approach 
provide estimates that, unfortunately, do not overlap: $17,000 to $34,000, with 
a best estimate of $26,000 (1989) for the M m  and Viscusi (1988) study and from 
$8,000 to $9,000 for the Martinello and Meng (1992) study. 

We judgementally set a confidence interval for the value of a statistical 
injury (VSI) that spans the range of these two studies, from $8,000 to $34,000. 
For a best estimate, we choose the 
Urban Institute study's across-industry 
average value of the VSI of $10,300, 
which falls within this range, 

We use these estimates to 
calculate the occupational damages 
associated with electric power 
generation. The damages associated 
with non-fatal injuries in the 
generation, transmission, and 
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distribution of the electricity produced by each of the reference plants is $33,900- 
$144,ooO (midetiinate of $43,600) per year, or 0.016 to 0.0679 W k W h  (mid- 
estimate of 0.0206 W k W h ) .  

10.1.3 Externalities of Generation Accidents 

We presume that most of these accidents are to employees. To the extent 
that their medical insurance offsets what they would be willing to pay to avoid 
these accidents, the damages are internalized. The difference between the 
willingness to pay and the cost of the medical services are externalities. 

10.2 GIDBAL WARMING K"TUL AND OTHER EFFECTS OF CO," 

10.2.1 Emissions of CO, 

Many gases emitted by natural and economic activity are characterized by 
"greenhouse" properties. Their presence in the atmosphere retards the radiation 
of heat energy out into space. Other gases are involved in chemical reactions in 
the atmosphere that affect the concentrations of greenhouse gases. Gases which 
affect global climate include carbon dioxide (COJ, carbon monoxide (CO), 
methane (CHk), nitrous oxid% (NO), tropospheric gmne (0), and 
chlorofluorocarbons (CFCs). Table 10.2-1 reports pre-industrial, current and 
annual rates of changes of the concentrations of these gases. 

Table 10.2-1. Atmospheric concentrations of greenhouse gases 

N20 CFC-11 CFC-12 
(ppm) (ppm) (ppb) (ppt) (ppt) 
co2 CH, 

Pre-industrial 280 0.8 288 0 0 
Current 350 1.7 3 10 280 484 

Current Annual Rate 1.6 0.02 0.8 10 17 
of Change (96) 
source: solow (1991)3 

*For the eake of completenes, adbecmrseof the importance of this subject, we tepeet muchof 
the diecussion that first appeared m ORNURPF (1994b, Section 10.2). 

"Lbirr is oaeset ofeethnates of tbegrowrhofemissions. For hstance, Steele et al. (1992) find that 
tkmbeebeeaasubstanhal * ~ l O W i n g o f a t m o s p h e r i c m e t h e w ~  * ratessince1983andpredict 
that if the deceleration contirmes steadily, methane 
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Many of these gases are associated with the emissions from coal fired 
electric plants. The Energy Information Administration‘ reports that electric 
utilities were responsible for 35% of U.S. carbon dioxide emissions in 1990. In 
contrast, electric utilities were directly responsible for less than 1/10 of 1% of 
methane emissions. The power plants at the Southeast and Southwest Reference 
sites emit an estimated 844 tons of CO, per gigawatt hour (Gwh). Of course, 
other oil-fired power plants could have different levels of emissions. 

The approach of this study, as described in some detail in Chapter 4 of 
ORNURFF (1994b), is to develop a marginal approach to estimate externalities 
that can be attributed to a single power plant. CO, and global warming issues, on 
the other hand, are addressed more appropriately at a natiod or preferably global 
scale. The cumulative effects of C Q  emissions are dynamic and nonlinear. Thus, 
the discussion in this Section on CO, impacts diverges from the marginal 
Perspective talcen in most of the rest of this study. It discusses CO, impacts on an 
aggregate, average basis, rather @an on a single plant, marginal basis. 

10.2.2 Is Global Temperature Increasw 

It is difficult to develop an noncontroversial answer to the+questions of 
whether global tempera- is increasing and whether the increase is due to 
increases in carbon dioxide concentrations. One of the reasons underlying this 
difficulty is that historical data are of little help in answering the question. For 
example, it is possible to examine ice core samples which can measure pre- 
historical (going back over 160,OOO years) temperature and carbon dioxide levels, 
and which suggest a correlation between carbon dioxide levels and temperature.6 
However, the changes in temperature generated by small changes in the earth’s 
orbital c- ‘cs are extremely large in comparison-to the temperature changes 
associated with changes in the carbon dioxide levels (Solow 1991). 

Although there exist temperature data which have been recorded at 
numerous meteorological stations since the late 19th century, it is difficult to 
answer global climate change questions with these data. Weather stations tended 

., 

corn- * will reach 8 meximum a n d  theyerv 2006. Additiomally, one would expect CFC 
e m i e e i d e h n o s p h e r i c ~  ’ a a t e S t o d e c h e u r a d t o f t h e ~ d ~ l .  cupnobt 
d al. (1994) find tbat CFC acunnub ‘on nrtee began to decline prior& the Protocol. 

ion, 1993, EnrirJid;u ofGmen&use Gue;cs in the Wed Smes 
i 

‘EnergyInformation 
19&5-299y), Dom457.73, Washington: U.S. Dqmtmd of Energy. 

’ “his disq~sion draws henvily €&n Kabn, J& R., 1994. An Ecatonuc * A p p d t o  
EnviraMcntal md Rwoura h s w ,  Harcuut Braqe College Division, Dryden R w s ,  Chapter 6. 

There exist alternative ioterpretetioae of the relationship between tempetanve and C02. For 
exmple, the d y s i e  of Bnmolr d 1 (1991) suggasts tbat COz chaogee lag, rather than precede, 
tempenrturecbanges. 
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to be located around cities (which grew larger and warmer in this period), the 
stations tended to be located in the Northern Hemisphere, and there were few 
oceanic records. It is important to have an appropriate distribution of temperature 
meamement sites since global Warming can actually lead to a wide distribution of 
local effects. Despite the difficulty in interpreting past records, there seems to be 
a consensus that there has been an increase in mean global temperature of 
approximately 0.5" C over the last 100 years, although there is less consensus in 
attributing this to increased carbon dioxide emissions. 

People who are skeptical of the existence of global warming argue that the 
climatological models which are used to forecast the warming implications of 
greenhouse gas emissions predict a much stronger warming associated with 
cumulative carbon dioxide emissions than the 0.5" which has been observed. 
Skeptics also argue that the bulk of emissions occurred after 1940 while the bulk 
of this warming occurred before 1940. 

However, this "over- 
prediction" of global warming should 
not necessarily be used as evidence 
that the models are incorrect, as a 
variety of mechanisms have generated 
some cooling effects. In particular, 
there may be some carbon dioxide 
sinks (~turaUy occurring mechanisms 
which remove carbon dioxide from the 
atmosphere). Plants, which remove 
carbon dioxide from the atmosphere as 
they increase their biomass, are an 
important sink. Some of the emissions 
may have been removed from the 
atmosphere as a result of increased 
plant growth which was due to the 
presence of increased carbon dioxide 
in the atmosphere. Also, oceans are a 
carbon sink, which also may be 
mitigating global warming. However, 
it is not appropriate to assume that the effects of continued carbon dioxide 
emissions will continue to be mitigated by the functioning of carbon sinks, since 
scientists do not fully understand the role and extent of carbon sinks. 

Regardless of the role of sinks, temperature rise has not tracked increasing 
greenhouse gas concentrations. One explanation for this is that other pollutants 
may be responsible for a cooling effect which has partially offset global warming. 
Particulate emissions, particularly sulfate aerosols, block sunlight. This effect 
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-1s the lower atmosphere. Also, stratospheric ozone functions as a greenhouse 
gas, and its reduction is thought Ab be associated with al cooling effect.' 

Although the extent of the discussion about the existence of global warming 
suggests an unresolved issue, there is a relatively widespread consensus among the 
scientists who study global warming. This amsensus is based on computer models 
of the atmosphere, which predict warming based on emissions of greenhouse gases. 
One of the most widely cited studies of global warming is the ongoing work of the 
National Research Council's Board of Atmospheric Science and Climate, which 
predicts (based on a doubling of atmospheric carbon dioxide) a warming of 1.5 to 
4.5" C (NAS 1991). The Intergovernmental Panel on Climate Change, which is 
composed of scientists from many countries, estimates a warming of about 0.3" C 
per decade, or 3" C over the next one hundred years. 

Schneider (1991) summacizes the scientific literatwe concerning predictions 
of global climate change and estimates the confidence of the projections. This 
summary is presented in Table 10.2-2. 

As can be seen in this table, Schneider believes the confidence of the level 
of global predictions to be high, but regional predictions to be less certain. This 
uncertainty of regional predictions is critically important for the estimation of 
damages, pcuticularly with respect to changes in precipitation patterns. Since there 
will be some regions which gain as a result of global warming (for instance, some 
dry regions may experience more rainfall) and some regions which lose, 
identifjing these regional effects is cxitical in actually computing the damages (and 
benefits) of global warming. If one focuses exclusively on the most damaging 
effects, a biasRd estimate is likely to result. Similarly a biased estimate will result 
from focusing on any benefitted areas. 

It should be noted that regional variation in the emission of greenhouse 
gases is not the source of variation in regional impacts. An important difference 
between emissions of greenhouse gases and other pollutants considered in our study 
is that there are no site-specific effects. It does not matter if a unit of carbon 
dioxide is emitted in East Tennessee or New Mexico Or'Kalamm, the effect on 
global warming (in terms of both glohal averages and regional impacts) will be the 
same. 1 .  

A 1992 study by Kelly and Wigley suggests smaller warming effects than 
either the IPCC (1990) or NAS (1991) studies. Kelly and Wigley predict that the 
warming over 1990.2100 associated with a doubling of atmospheric carbon dioxide 
is between 1.7 and 3.8" C. This prediction is within the-interval suggested by the 

c , > 

* 1- m ecratospberic ozone ie caused by chtomfluomcarbom (CFCs) which are greenhouse 
gas-, which increese global warming. b two effects are thought to approximately offset each 

banonCFC poductionnssociated with the MoatFea Protocol will not result m a sisnificant reduction 
0 t h .  Itia important to note that these offsetting effects are ale0 likely to imply that the forthcoming 

in future radiative forcing. 
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National Research Council, but with a tighter spread and a lower upper bound.' 
Most of the decrease in the interval is associated with a reduction in the upper 
boundary of the warming effect.' 

Table 10.2-2. Summary of ranges and uncertainty of global climate change 

PhenOmenr ,- Projection Regiod Sigoificaat Coo!i&Oce of Bstimated 
tim for 

probable Qlobal R e g i d  rraesrch 
global average that lead8 

average to 
chaaec' 

of average -cod 

c o ~ o s u a  
(yearn) 

TempenDure' +2to +5C -310 +1OC YW =sh Medium oto IO 
sea L4Wel Oto8Ocd  (4 Yeb Medium S t 0 2 0  
Preciitatioo +7to +IS% -2oto +20% Yea Hish Low 101040 
Direct Solar - l O t o  +IO% -3010 +30% A b l e  Low J A W  lot040 

IivapoWanephti00 +5 to 10% -10 to +lo% Podble High Low lot040 
Soil Moisture f -50 to +SO% YO8 f Medium lot040 

Runoff locrcase -5oto +SO% YW Medium LOW 101040 

severs stonne w f f Ytd f f 101040 

Radiation 

' Por ao "quivalem' doubliog of atmagheric CO, f h n  prei0durtti.l level. 

' L o n g a m  proccssca after which the atate of the eovhommt auy be very different from the curreat atate. 

' Baaed 00 three dimmvliod mods1 rtub. If d y  trace gar iocruler were rellponrible for 20th ceotury 

' hmom only d chaogca io Gnenlaod aod W. Aotuctic ice nhccta io 2 l ~ t  ceotury. For equilibrium, 

warming mod of about 0.5 degxwa C, &eo thin r a o p  would be ducad by pcrhapa 1" ceotigrade. 

huodcltdr of yum would be lladed aod up to m d  addiiod W m  of aca level riw could be accompanied 
by ceotur i~ of ice &et mltiog from M equiliirium warming L 3' C. 

changer occur to ocean curreota. 
' locrcaecr io sea level at appmoxirrmtely the global rate except where local geological activity prevails or if 

'No basia for quaotitative or qualitative roreCartr. 

8 Som aiggeatiooa of looger acatma aod iocread iotemity of tmpical cyclollea aa a rurult of warmer llurfacc 

Soume: Schmiider, "Chat8 Chaoge ScenrriOr for Onsaboun Increawa,' h Tec?molo,q&afor a onnhbusc 
CaMnCdncd soclcry. Oak Ridge National bboratory, Oak Ridge, TcM., 1991. 

tcopraturca. 

'Ke4ly and Wigley (1992) investigated the link between CO, mxmulah 'on and global temperature, 
controlling for the link between solar cycles and temperature. Their mgmsion d t s  suggest a 
mummer range and less wanuing (0.8 to 2.2" C) h m  a doubling of atmospheric CO,, than the NAS 
(1991) estimates. 

' Karl et al. (1991) argue that them exists evidence that suggegts that the detectable warming (to 
dab) basbeenmostly nochuna, mostly m the winter and mostly at high latituda. Ifthis is the case, 
the COLIBB~U~QCBB of a given avemge warming 4 be less significant than for s o w  other distribution 
of the average tempaturn cbenge. 
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10.2.3 Potential Impacts of Global Warming 

Before presenting a discussion of the quantitative estimates of the costs and 
benefits of global climate change, a qualitative discussion of the effects of global 
climate change is presented. The purpose of this discdon is not to prove or refute 
the existence of a particular impact, but to present a discussion of the type of 
effects that have been estimated. Difficulties in actually estimating these effects 
will be discussed later. 

Quantitative evaluation ean be made of the effects of altered climate on 
vegetation response. The rate of every physiological process in a plant, including 
growth and reproduction, is strongly influenced by temperature. However, both 
the structural development, as well as the physiological response of a plant, may 
vary greatly depending, not only upon the absolute value of temperature mean, 
maxima, and minima, but also on the tempemture pattern of the plant's 
environment (Meyer, Anderson, and Bohning 1965). Because these response 
characteristics vary greatly by species, and are largely unknown for many species 
of natural vegetation, quantitative response functions for temperatures that are 
appropriate for use in valuation do not exist. Information on potential C0,- 
temperature interactions in plant response are even more poorly understood. 

Moisture is the second important climatic variable likely to be part of global 
climate change. If a shortage of water available to a plant occurs, both cell 
division and cell enlargement are adversely affeded. In general, the more frequent 
and the longer the periods of water insufficiency during the growing season, the 
less the overall growth (Meyer, Anderson, and Bohning 1965). While elevated 
CQ can enhance water use efficiency in plants (Norby 1989), the current state of 
science is inadequate to permit estimation of water-C02 interaction relationships. 

With 2 

CQ through photosynthesis 
and is an i m w t  source of 0, through decomposition of dead organic matter. 
Forest ecosystems accoun for the .dominant fraction ('67%) ,of global 
photosynthesis (Norby 198 er 1981). It has been well documented that 
CQariched atmospheres, by stimulating photosynthesis, in- the growth of 
plants (Norby 1989) and the accumulation ,of carbon in the*biosphere (Idso 
unpublished): As a- result, increased plant growth must ultimately be considered 
in any economic analysis of the impacts of global change because there is potential 
economic benefit that offsets* some of the various negative effects of. climate 
change. Unforhmtely, at the present time, quantitative response functions capable 
of adequately capturing not only long-term tree growth responses to elevated CO, 
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but also the interactions with fluctuating water and nutrient supplies, and 
competition, do not exist @Jorby 1989). 

KimbaU(1983) reviewed approximately 70 published reports on effects of 
CO, enrichment on the economic yield of 24 agricultural crop species. The 
responses across crop types (flower, fruit, grain, leaf, roof and tuber, etc.) were 
expressed as mean relative yield increases ranging from 12% (flower crops) to 
52% (roof and tuber crops). The average for all agricultural crops taken to a 
mature harvestable yield was 28 % . These results are of little use, however, in the 
development of quantitative response functions since some of the studies involved 
only two CO, concentrations, all were either growth chamber or greenhouse studies 
with optimal nutrient and water regimes, and potentially sub-optimal light 
quantities. Combining studies with widely varying environmental conditions may 
present an unrealistic interpretation of the true response. The studies reviewed by 
KimbaU do support the conclusion that 7 * short-term yield 
increases of approximately 30% might be expected from a range of agricultural 
crop species. Whether such increases would be of equal magnitude under field 
conditions or whether they would be sustained under field conditions is impossible 
to determine from the data Kimball presents. 

Scientists are concerned with the CO, fertitizer effect for two major 
reasons. First, if the fertilizer effect is prominent, it can serve to explain a major 
portion of the carbon that is unexplained in many of the global carbon cycle 
models. The existence of a large fertilizer effect, and the increased forest growth 
that results, may serve to mitigate the climate change impact of CO, emissions. 
"hafore, understanding the f- effect would allow the formulation of better 
predictions of climate change. Second, the CO, fertilization may have a positive 
effect on agriculture through a variety of mechanisms. The increased growth may 
improve yields per acre (of both agriculture and forestry), and the fertilizer effect 
also is hypothesized to increase the efficiency of water usage by plants, which 
would reduce the cost of production in areas that d y  on irrigation or that get dryer 
as climate changes. 

Like many areas of climate change science, the "fertilizer effect" is an area 
where direct effects are much better understood than indirect effects. There is a 
significant body of work that shows that the direct effects of CO, fertilization are 
positive and large. For example, Polley et al. present data that suggest that 

... this incmse in C Q  has enhanced biospheric carbon fmation and altered 
species abundances by increasing the water-use efficiency of biomass 
production of C3 plants, the bulk of the Earth's vegetation ....Leaf water- 
use efficiency and above ground biomasdplant of C3 species increased 
linearly and nearly prbportionately with increasing CO, concentrations. 
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However, while it is scientifically feasible to test these direct effects, it is 
more difficultuto test for the existence of indirect effects and constraints. For 
example, would increased CO, concentration also increase the presence and 
aggressivenesS of weeds, which would have a negative effect on agricultural yields? 
Similarly, will higher temperatures increase pest populations? Insect populations 
are very likely to inmaw in swarmer global climate. Also, to what extent will the 
fertilizer effect be constrained by other factors which limit plant growth, such as 
the availability of nitrogen and other nutrients? Finally, is there a level of 
atmosph&c CO, concentrations above which further increases do not affect plant 
growth? Until these questions ane SatisEaCtont * y answered there will be considerable 
controversy over the extent of the fertilizer effect. 

Although thm havelbeen shown to be increases in nitrogen use efficiency 
with increased CO, that offset short-term N shortages, as more and more N is 
sequestered in woody tissues, there may be long-term implications for ecosystem 
N cycling that would offset some of those benefits (Norby, Personal 
Communication). Similarly, in forests whm certain cation nutrients (e.g., Ca, K) 
are at or near limiting to growth, the benefits of enhanced CO, may be less than 
calculated. Bazazz.and Fajer (1992) point out that interspecies competition, 
changing predator-prey interactions, changes in nutrient cycling and other factors 
can affect the growth response to enhanced CO,. They postulate that it is not 
evident that increased CO, levels will lead to overall benefits to plants. 

Eamus and Jarvis (1991) concur that as individual plant response is 
considered in the context of the complex network of processes operating at larger 
mthl scales (e.g. forest type, olr region) thm is insufficient information about the 
effects of CO, on the larger scale procases to permit reasonable predictions. 
Future changes in land use, cropping and management practices, new genotypes, 
and fertilization regimes are all W y  to have significant impacts on crop and forest 
productivity. Future change in CO, will be evaluated against a background of 
these other changing Eactors. Emaus and Jarvis concluded that in that context, the 
e f f h  of increasing CO, may be relatively small in comparison to those resulting 
from future changes in land,use and management practices. 

Graham et al.. (1990) suggest that although ecosystem level phenomena are 
likely to change in mpons6 to elevated CO, and climate change, the direction of 
the changes will depend on highly (ecosystem) specific circumstances. They 
predict that the most significant long-term effect of elevated CO, and climate 
change on forest &systems is likely to be changes in disturbance regimes, and in 
successional pattenis in ed species stands that dominate the 
globe's forests. 

, ,  

that suggest that accumulation of carbon in European forest biomass may account 
for 8-10% of the "missing" Carbon flux in the global carbon budget. Their 
measurements occurred over a period of 20 years across Europe, and estimated an 
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annual accumulation of 70-105 million tons of carbon in European forests in the 
period 1971-1990. Their information appears to contradict the public perception 
of forest decline in Europe, since they estimate that standing timber inventories and 
forest growth i n d  between 1971 and 1990 by 25 and 30%, respectively. The 
authors (Kauppi et al. 1992) suggest that fertilizer responses to nitrogen are playing 
a dominant role in a major portion of the European forest area at the present time. 

tal- 

The impacts of climatic change on total agricultural productivity can be 
mitigated to a degree by the ability of farmers to adapt. This is, of course, more 
true in large countries like the United States that have a diversity of crops and 
climate zones (NAS 1991) and good mechanisms for disseminating information on 
adaptive agricultural techniques to farmers (OTA 1993). While total damages may 
be small (they may also be large), the local effects may be extensive. In the United 
States, agricultural communities and individual farmers have been hard hit 
throughout history by natural events (drought, flood, etc.) and economic events 
(high interest rates in the late 1970s, low prices, changing consumer preferences, 
etc.). The ability of these communities to adapt has been limited, and the 
hardships remain unmitigated. In addition, one could construct a climate change 
scenario in which the areas of the United States with fertile soils become much 
dryer. Even if the other areas of the United States receive more moisture, this 
would not compensate for the loss of moisture in the fertile soil areas. This 
scenario is merely speculative, because it is difficult to make regional predictions 
given ament states of knowledge. It does, however, illustrate how particular sorts 
of regional change could be associated with greater damages than the average 
global change. 

One study (Rosenberg and Crosson 1990) has looked quite carefully at 
adaptation to climate change from consideration of conditions in the 1930s, 
incoprating effects of earlier 
planting and change in tillage 
practices, for example, in a four 
state region in the midwest. They 
find that in the absence of 
adaptation, output in 2030 would 
be 20% lower than it would have 
been without climate change, but 
that adaptation can virtually 
eliminate these losses. Cline 
(1991) makes adjustments of their 
results taking into account that the 
warming being considered is much 
larger (2.5 degrees versus 1 degree 
in the 193Os), to find significant losses in agriculture (over 10% of output). Kane 
et al. (1992) estimate that the losses to agriculture from climate change may be as 
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much as $13 billion per year,($1986), while Adams et al. (1988) indicate that it 
could be as high as $34 billion per year ($1982). 

Smit et al. (1988) reyiewed literature suggesting potential shifts in cropping 
patterns under climate change. Under some scenarios, high yieldbg U.S. corn 
varieties could replace Canadian varieties, and higher yielding winter wheats could 
replace northern spring wheat varieties. Such changes could lead to alterations in 
the regional distribution and intensity of farming. The agricultural sector is 
accomplished at adapting continuously to the risks associated with normal climate 
variability, and is expected to make further adaptations to future climate change, 
with market forces rewarding and encouraging the rapid spread of successful 
adaptation (Office of Technology Assessment, 1993. 

c 
Since trees have relatively long 

lifetimes, the ability for adaptation is 
less than in cfop agriculture (NAS 
1991). Mature forests could be 
harvested and replanted with the 
species that are appropriate for the 
new climatic conditions. Young 
forests can be replaced with 
appropriate species without too large 
a cost. According to thq:National 
Academy of Science, the biggest impacts will be on "middle aged" trees, which are 
too valuable to abandon, but which will be costly to maintain under less than 
favorable climatic conditions. 

Musselman and Fox (1991) concluded that temperate forests of the future 
would look different than they do now, or may exist in different geographic areas, 
necessitating that management decisions be made at the largest possible scale, 
keeping local considerati0ns:in view. J 

Suburban homeowners may find themselves with an inagpropriate species 
of turf grass undernew climatic conditions. As the existing grass weakens, it can 
be reseed@ &th the appropriate species of turf grass, .which e evenwy 

be more sive to replace, but other options maybe open to the homeowners 
such as more frequent - 

"' 0 +? 

overtake , m t e  species.; ornamental shrubbery and trees Will 

ing of sensitive shrubbery. 

I 

Since global change will include'regional changes in precipitation, it will 
certainly have impacts on the regional distribution of surface and groundwater 
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resources. 
information. 

These impacts are difficult to quantify accurately with current 

These impacts, however, can be mitigated with the construction of adaptive 
water projects such as dams and canals, although these take time, as do other sorts 
of adaptive responses (NAS 1991). Adaptive responses would include genetically 
engineered improvements in the water efficiency of crops, technological innovation 
in water intensive industries (less wasteful irrigation methods, for example) or the 
movement of activities to areas with sufficient water. 

Again, there is less ability to react to specific regional changes. For 
example, some scientists [see Gore 
(1992) for a popular summary of this 
discussion] believe that one of the 
impacts of global warming will be a 
reduction of the snowpack in the 
mountains from which Southern 
California draws its drinkinp; water. 
This will occur from both-reduced 
precipitation and warmer winter temperatures that will allow less snow 
accumulation. The reduction of the snowpack will reduce the total volume of 
surface water and dramatically reduce summer flows. This will have important 
ecological and economic consequences. The water situation in Southern California 
is already perilous. Further disruptions could make the region incapable of 
supporting current levels of population and economic activity. While some 
adaptations are possible (drastically reducing the availability of subsidized water 
for crop irrigation), worse case scenarios might call for the movement of a 
significant portion of the population of Southern California to wetter regions. 
Similar scenarios can be constructed for other areas of the Southwest. 

En- 

The National Academy of Sciences lists marine and coastal environment 
impacts as among the types of impacts of global warming for which the least 
adaptive options exist. Nature is much 
slower in adapting than humans. Sea 
level rise may be sufficiently swift that 
existing wetlands are flooded more 
rapidly than new wetlands can form. 
In addition, one of the adaptations of 
man (building dikes and seawalls), 
may have profound impacts on the 
coastal eniironment, ai  rising sea 
levels flood existing wetlands and sea walls prevent the creation of new wetlands. 
This could generate large ecological and economic impacts, as wetlands are 



Electric Power Generation 10-15 
I '  

critically important to marine and coastal ecosystems. It should be noted, 
however, that the current consensus is that sea level rise will be quite slow. 

Natural lanm and ecosystems are areas in which adaptations are likely 
to be less of a iktor. For a variety of reasons, the National Academy of Sciences 
believes adaptability of natural ecosystems is more problematic than managed 
ecosystems. Part of this assessmenf is due to the time scale of rapid global climate 
change in comparison with the time scale of slow adaptation of nature. Part of this 
is because of the isolation of natural ecosystems by agricultural and urban land, 
which inhibits the migration of plant and animal species. The possibility of 
significant effects on forests and forest ecosystems cannot be precluded and should 
probably be expected. - 

Since human populations are found in the most extreme climates on earth, 
one can argue that the human species is remarkably adaptable to climatic 
differences. Changes in climate can change the distribution of vectors that carry 
human disease, and generate important health impacts in this indirect fashion. In 
developed countries such as the United States, however, improvements in health 
technology take place at a sufficiently rapid pace as to mitigate (but not eliminate) 
this concern. In the poorer countries, this might not be the case (NAS 1991). - 

The chief concern for industry is with the availability of sufficient water 
supplies (NAS 1991). Since the long-term planning horizon for industry is short 
in relation to the period over which global change is likely to occur, industry 
should be able to adapt and moye to appropriate locations. This could generate big 
winners and losers in krms of regional economic activity and cause significant 
dislocation costs to workers. P 

A potentially-large impact, 
and one of the few areas for .which I . 
there is an existing 
research [see Yohe (1991) for 
example], is on the potential 
inundation of coastal structures. 
Much opportunity for adaptation 
exists, however. Existing areas of 
high value can be protected by sea 
walls and other barriers. Existing 
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areas of low d u e  can be allowed to depreciate, and new structures constructed on 
higher ground. Such adaptations are dependent on the existence of the availability 
of higher ground. In countries that are characterized by low income, low elevation 
and high population densities (such as Bangladesh, Egypt and Seychelles) 
opportunities for such adaptations do not exist. 

of 

The magnitude of the costs of potential global change is directly 
proportional to the existence of opportunities to adapt. Although adaptation may 
mitigate some of the impacts of global warming, adaptation is costly itself. Table 
10.2-3 summarizes some of the major impacts, and the opportunities for 
adaptation. It should be noted that regional impacts are likely to be much more 
severe than average national or global impacts. This concentration of impacts 
could make adaptation more difficult and will generate regional inequities. 

The nature of global climate change, and the ability to adapt to it may be 
dramaticatry altered by the potential for indirect effects which may have important 
and dramatic conquences. The National Academy of Sciences lists three of these 
effects: 

(1) CH, could be released as high latitude tundra melts, 
providing a sudden increase of CH,, which would add to 
greenhouse warming. 

(2) The combination of increased run-off of fresh water in high 
latitudes and a reduced temperahue differential from equator 
to pole could result in radically changed major ocean 
currents leading to altered weather patterns. 

(3) There could be a significant melting of the West Antarctic 
ice sheet, resulting in a sea level w e d  meters higher than 
it is today. (NAS 1991). 

While there is not enough evidence to conclude that these dramatic changes 
will take place, there is also not enough evidence to preclude them (NAS 1991). 
Other secondary effects that may be important include an increase in the frequency 
and severity of tropical storms due to ocean warming, changes in snowpack, and 
a change in the distribution of insect pests due to changes in frost occwrence. 
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Table 10.2-3. Sensitivity and adaptability of human activities 
Sensitive but Sensitive, 
sdeptationat adaptation 

Activity Low sensitivity 801118 cost problematic 

Industry and energy X 

Farming X 
Managed foreste and grasslands' X 
Water mourceta X 
Tourism and recreation X 
settlements and co&8t81 sttuctures" X 

H d t h  X 

Human migration" 

Political tranquility" 

Naturaltandscapes 

X 
X 

X 
Marioeecosystems X 

saulce: NAS (Ndond Academy ofscieaces) 1991. Pdjt Z n y d k d o w  of GlobnI Warming, National 
Academy Press, Washington. 

' Adaptation is much more pl.obleraatic m those low ioc<rme, lese developed cuuntk where a 
significadamarmtOfdemelyiobebitedMissubjectt0~ ' (e.g. Egypt or Bangladeah). (This 
note not from 8outc8 of table.) 

10.2.4 Economic Valuation off the Impacts of GIobal Climate Change 

The marginal damage 
function is much more complex 
for carbon dioxide than for most 
other pollutants &miate& with 
the combustion of oil. There are 
s e v d  reasons for this, including 
the existence of major scientific 
uncertainties, nonlinearitks and- 
time dependencies. 'For""these . .  reasons, one must be much more 
cautious in expressing estimdes of the kid cosfs of the global warming effect of 
oil fuel cycles. 

. 

~~iunples  of major 'kientific uncertainti& are: 

(1) The nature and magnitude of carbon dioxide sinks 
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(2) 

(3) 

The effects of stratospheric ozone on warming 

The atmospheric chemistry of methane 

(4) Regional climatic effects 

Major nonlinearities include: 

(1) The radiative forcing (heat trapping capacity) associated with a 
marginal unit of emissions of a particular gas will be a nonlinear 
hction of the stock of that gas and the stock of other gases which 
are thermally forcing at the same wavelength. 

(2) Global warming is nonlinear in thermal forcing. 

(3) Physical consequences may be nonlinear in warming. 

(4) Social welfare losses may be nonlinear in both physical 
consequma (Le. sea level rise or change in precipitation patterns) 
and warming. 

(5) The regional distribution of changes in radiative forcing is a 
function of the atmospheric chemistry of the different greenhouse 
gases and their regional distribution. 

Finally, many of the relationships may be time-dependent. Important 

(1) Stocks accumulate from emissions in a dynamic fashion, and may 
not follow a simple flow model as decay may be a function of stock 
levels. 

timedependencies include: 

(2) Cumulative global warming depends dynamically on the time path 
of forcing. Different time paths which arrive at the same point will 
lead to different levels of warming. 

(3) The damages or social welfare losses associated with global 
warming are time dependent. Since technology is changing over 
time, and adaptive strategies can be employed, a given level of 
warming will be likely to create greater damages the earlier that it 
occurs. 

(4) Temporal separation of those who pay the costs of mitigation and 
those who benefit from it. 
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The relationship between carbon dioxide emissions and social damages may be 
better understood by looking at a mathematical expression for the damages 
associated with a unit of emissions at a particular moment in time. This can be 
done by characterzing the relationship between emissions (at a point in time) and 
the time path of social consequences with a Series of general functional 
relationships. Let E,(t) be the emissions of carbon dioxide at time t, $ (t) the 
corresponding stock of carbon dioxide, and Si the stock of each gas which might 
decay to carbon dioxide (e.g. methane). Then 

t m 

Here, 9 summarizes the sinks and atmospheric chemistry that lead to declining 
CO, concentrations over time. The Y function illustrates how other gases decay 
to carbon dioxide. This equation indicates that the stock of CO, at any time is a 
function of the emissiOn path of CO, [lst term of right hand side of equation (l)], 
the stocks of other gases which may decay to CO, [2nd term of equation (l)], and 
the initial stock of CO, [3rd term of equation (l)]. 

In EQuation (2), F,(t) reprwnts the instantaneous thermal forcing 
associated with S,(t). F,(t) may also be a function of other gases with a similar 
blocking wavelength, but this effect will be ignored to allow the damage function 
to be expressed more simply. 

Let W(t) be the total warming at time t, where the summation takes place 
over k greenhouse gases, then 

I (  

Here, J' describes the nonlinear effect of total forcing on the rate of temperature 
change. 

A contempoqneous &age function [&pation .(4)] can be defined as a 
function of the level of warming, the speed at which warming takes place, the time 
interval over which the.warming takes place and the geographic distribution of 
warming [this effect is got formally modelled in equation (4)]. The causal 
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relationship between the level of warming and damages requires little explanation, 
but the relationships between the speed of warming and damages and between the 
time i n W  and damages merit further discussion. Both the speed of warming and 
the time interval are important because they partially determine the ability of 
natural and economic systems to adjust to warming. 

Also, many socioeconomic variables, such as the size of the economy, 
population and technology are time-dependent. The stocks of each gas are an 
argument of this damage function, as the stocks may have positive or negative 
effects independent of the warming effect. For example, carbon dioxide is 
hypothesized to be associated with a fertilization effect, which stimulates plant 
growth. This has a positive impact on social welfare, as it would appear as a 
negative factor in this contemporaneous damage function. Since CFCs deplete 
stratospheric ozone, they have a negative effect on social welfare and would appear 
as a positive factor in the contemporaneous damage function. 

Equation (5) represents the present value of the time stream of damages 
(including both negative and positive effects). It should be noted that this function 
is the only relationship which has been presented which contains a discount factor 
(e-?. 

The marginat present value of the time stream of damages associated with 
carbon dioxide can be computed as the derivative of equation (6) with respect to 
the emission of a unit of carbon dioxide at a particular point in time. A derivative 
of the farm aD/aq(t,) can be found according to the chain given by equation (6). 

The most important point that can be deduced from an examination of 
equations (5) and (6) is that the damages from a unit of emissions at a particular 
point in time are critically dependent on the emissions that took place previously 
and on the emissions that will take place some time in the future. The uncertainty 
associated with the future emissions path is qualitatively different than the 
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uncertainty associated with the scientific relationships, the uncertainty associated 
yith future adaptation to climate change, or the future damages associated with a 
given level of warming. The reason for this is that the future time path of 
emissions partially depends on choices of policy makers and is partially determined 
by exogenous forces (such as the industrial policy of countries that are not part of 
a global warming agreement). The ability of policy makers to partially determine 
the time path of emissions implies that it is difficult to characterize the uncertainty 
associated with the time path of emissions and that any analysis that attempts to 
measure damages should conduct a sensitivity analysis to determine the range of 
damages associated with different emission scenarios. 

The development of these mathematical formulations of a properly 
conceived damage function have been included to illustrate how difficult it is to 
trace the pathway between the emissions of carbon dioxide and the creation of 
damages at some time in the future. The empirical attempts at estimating damages 
that are discussed in the following pages do not attempt to specify the complete 
pathway, because there is not sufficient information to do this. Rather, they make 
assumptions about the nature of critical parts of the pathway. Therefore, when 
examining these empirical studies, one should realize that they represent reasonable 
attempts to characterk a difficult problem, but that other reasonable attempts 
might vary substantially. 

The most recent, and a very comprehensive, study of the potential damage 
from global warming is a literature survey by Cline (1992). The study focused on 
damages to the U.S. alone with a doubling of CO, concentrations, and also for an 
extreme case, where CQ amcentrations increase to the point to raise temperatures 
10°C on average. The study estimates damages asdated with agriculture, sea 
level rise, heating and air cgnditioning, water supply, human health, air pollution 
in general, ecologicat damage, and damage in several other minor categories. It 
is based on the assumption that a doubling of CQ Concentrations over natural (pre- 
industrial) levels would lead to 2.5" C in warming and concludes that this will 
produce annual damages about four times those estimated by Nordhaus (1991). 
Nordhaus had omitted many damage categories [see Cline (1992) for more on the 
limitations of the Nordhaus study and Nordhaus (1993) for limitations of Cline 
(1992)l. Cline suggests that other temperate-zone developed countries would have 
similar net losses, with losses in developing countries being higher as a percentage 
of GDP and losses in high latitude countries being less. 

> 

The work of Nordhaus is based on a dynamic economic growth model and 
does not incaporate non-market impacts. A summary of his results is contained in 
Table 10.2-4. 

Cline (1992) further considered that, without "aggressive policy" action, 
ternperatms will rise an additional 7.5 degrees above the 2.5" rise associated with 
the CO, doubling benchmark (Le., a 10 degree increase) in 300 years (an 
assumption based on extrapolating population, fuel use, and income growth, 
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following several analysts). Cline's scenario entails integrating under a nonlinear 
damage function from 10 back to 2.5 degrees warming. The benefits of avoiding 
this temperatwe increase are calculated to be several times larger than the benefits 
under the 2.5 degree warming scenario. 

Although the work by Nordhaus and Cline has been widely discussed as 
pointing to drastically Merent levels of damage, their work is actually remarkably 
consistent. As Reilly and Richards (1993) pint  out, if one looks at the GDP 
effects of an effective doubling of atmospheric CO, concentrations, both studies 
point to a loss of world GDP of approximately 1%. While Nordhaus only measures 
effects that actually influence GDP and produces estimates of approximately one 
quarter of a percent of GDP, he suggests that taking into account the effects that 
he did not measure would increase the measure to about 1 to 2% of GDP (Cline 
1992). whie Cline produces estimates for a more severe increase in CO, 
concentration (10 degree increase in mean global temperature over 300 years), 
when the doubling of atmospheric CO, is examined, and when non-market effects 
are added to the Nordhaus estimates, the two different reports are relatively 
consistent. 

Reilly and Richards develop estimates of the value of controlling CO, 
emissions in the context of developing a global warming potential index which is 
based on the relative valw of controlling the various greenhouse gases. They base 
th& damage estimates on the agricultural impacts of global warming, which have 
been estimated by Cain et al. (1992) and then extend these estimates to other 
economic sectors. They also net out the CO, fertilization benefits of increased 
CO,, which Reilly and Richards" report to equal $1.33 per metric ton of CQ , 
when calculated with a 2% discount rate ($0.65 at r=5% and $0.43 at r=8%). 
Their results, which are calibrated to the emissions from the reference plants, are 
reported in Table 10.2-5. 

'OReilly and Ricbarde (1993) qrn t th is  Cqfedhation effect, which ia based on an assumed 20% 
imnease inyielas. This increase in yield thembecomes an input to the agm+commic model descri'bed 
in cain et at. (1992). The $1.33 per metric lon estimate ia an output of this model. 
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Table 10.24. Impact estimates for different sectors, 
for doubling of COS 

sectors Cost (billions of 1981 $) 

severely impacted sectors 
farms 
forestry, fisheries, other 

10.6 to - 9.7 
small 

moderately impacted sectors 
construction negative 

water transportation ? 

energy and utilities 
electricity demand 1.65 
nonelectric space heat -1.16 
water and sanitary positive? 

real estate 
damage from sea level rise 

loss of land 1.5 

protection of sheltered areas 0.9 
protection of open coasfs 2.8 

hotels, lodging, recreation ? 
Total central estimate 

national income ;, 6.2 
96 of national income 0.26 

saurce:Nordhsus(1991) 

The method for extrapolating a damage estimate for a doubling of CO, in 
one hundred years to a per ton of CO, emissions is to assume that total damages 
increase from zero to the estimated level according to some functional form, such 
as a linear function, quadratic function, logarithmic or exponential function. Then 
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the damages at each point in time 
are estimated from this 
extrapolation function, converted 
to present value terms, and 
summed. The damages are then 
divided by total emissions to arrive 
at the per metric ton estimate. 
Estimates are then placed in a per 
kilowatt hour framework by 
multiplying by the tons of CO, per 
kilowatt-hour of generation for the 
Southeast and Southwest reference 
sites, and converting from metric 
tons. 

It is extremely important to note that the Reilly and Richards study is an 
illustrative study to emphasize a method for defining global potential warming 
indices. Nonetheless, their results are reported in Table 10.2-5 because they 
illustrate the sensitivity of damages to the functional form of the damage function 
and to the choice of discount rate. 

Table 10.2-5. Illustration of the sensitivity of global 
warming damages from oil use (dollars per kwh) to the 

choice of functional form and discount rate 
Both 

Refeience Sites 
(844 tons of CO* emissions /GWh) 

Marginal Value of C02 Control 
($/metric ton)' 

12.72w 0.0107 

1o.vd 0.0092 

3.5Sb* 0.0030 

5.27" 0.0044 

2.0b' 0.0021 

3.45's' 0.0029 

' marginal value of C02 control taken from Reilly and Richards (1993, 
8.55, and converted to 1989 d o h  

' linear formulation 
quadratic formulation 

discount rate of 0.02 
discount rate of 0.05 ' discount rate of 0.08 
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A more meaningful measure of the global warming damages associated with 
a kilowatt-hour of electric generation from oil fuel cycles can be generated by 
applying this estimate to the more rigorous Cline or Nordhaus estimates of total 
damages. Reilly and Richards do this, looking at the 1% of GDP damage 
estimates that can be drawn from both the Cline and Nordhaus studies. Reilly and 
Richards report that the Nordhaus 
and Cline studies imply a marginal 
value of CO, control of $5.1 
dollars per metric ton if the 
damage function was quadratic and 
$6.1 per metric ton if the damage 
function was linear. This is done 
using a five percent discount rate 
(personal communication with 
Reilly). Calibrations of these 
values to the reference sites are 
contained in Table 10.2-6. 

It must be strongly 
emphasized that these results are 
estimates of damages which do not include the full range of non-market benefits 
and are based on assumed emissions paths. Actual emission paths could vary 
substantially from the optimal path (derived from a dynamic optimization model 
which chooses a path to minimize control costs plus damages) which Reilly and 
Richards calculate. However, an optimal emissions path is dependent on 
international policy reducing emissions to the optimal level over time. Obviously, 
this is not likely to occur in the short-run, and such an international consensus is 
not likely to occur for some time. In particular, if large developing countries such 
as China and India fuel their industrial expansion by burning Coat, the actual 
concentration of atmospheric CO, will increase much more quickly than the 
optimal path postulated by Reilly and Richards. In addition, the path chosen by 
Cline and Nordhaus (doubling of atmospheric CO, over the next one hundred 
years) does not really reflect a likely path, but a benchmark chosen by Scientists to 
compare the effects of CQ emissions based on a standard set of assumptions about 
changes in atmospheric concentration of CO,. Not only could the actual path be 
different from this doubling scenario, but the warming associated with a doubling 
could be more or less than that assumed by Nordhaus and Cline." 

'I For example, studies by Kelly and Wigley (1992) argue that the actual w&g associated with 
a doubling of atmospheric CO, would be less than the 2.5"-3" C a s d  by Nordhaus end Cline. 
However, this sbould not be construed to imply that globat warming is Unimpoitant. Both sezS of 
authors believe that pdentid global climate change is a seriaus issue which must be addressed. 
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Table 10.2-6. Marginal present value of CO, control 
(assumes 5% discount rate) 

Both 
Reference Sites 

emissions /GWh) 
(844 tons of coz 

Quadratic damage function $0.00385 

Linear damage function $0.00514 

Souma Calculations by authors based on Redly and Richards' (1993) use of Cline 
(1992) aod Noidhaus' (1991) damage egrimates of 1 I of GDP from a doubling of 
COz concentration in the atmosphere. 

Since all estimates are 
based on a particular time path of 
emissions, and since so few studies 
have taken place, it is difficult to 
make a quantitative assessment of 
the sensitivity of damages to the 
time path of emissions. This is 
critically important to policy for 
several reasons. First, emissions 
might prove to be substantially 
different than the paths which are assumed in these economic studies. Second 
policy makers must know how much more valuable it is to mtrol emissions today, 
versus waiting to control them at some period in the future. Finally, the value of 
reducing C0,emissions will also depend on the time paths of reducing emissions 
of other greenhouse gases, as well as the time path of emissions of CO,. 

In summary, it should be noted that the estimates of the value of con&olling 
carbon dioxide emissions have been included in this report for illustrative purposes 
and to summarize the published estimates of damages. While there is considerable 
uncertainty surrounding these estimates, they have been reported to reflect the 
work that has been published to date. A better understanding of the benefits and 
damages associated with global warming awaits the measurement of non-market 
impacts and the implementation of studies which show the sensitivity of damage 
estimates to different assumptions about the time paths of emissions. In addition, 
better knowledge of scientific relationships is required to have a better 
understanding of economic damages. Since decisions to emit CO, do not account 
for these damages they are externalities. 



Electric Power Generation 10-27 
% I '  

10.3 EF'FECTS OF SULFUR DIOXIDE (SO3 ON HEALTH 

10.3.1 Emissions and Changes in Concentration of SO, 

Air pollutants resulting from the operation of an oil-fired plant may be 
classified as primary (emitted directly from the plant) or secondary (formed in the 
atmosphere from primary pollutants). Sulfur dioxide is one of the primary 
pollutants. 

SO, emissions from the reference power plants were estimated to be 0.546 
tons/GWh (1,075 tondyear or 30.94 gramdsecond). 

The ground-level pollutant 
mncentmtions of SO, that could be 
expected to occur as the result of 
the operation of the 300 MW 
reference plant were predicted 
using atmospheric dispersion 
modeling. An atmospheric 
dispersion model is a set of 
mathematical equations used to 
characterize the dilution of 
pollutants by the wind. Some models also account for the chemical transformation 
of pollutants over time. Using stack information (Le., stack diameter, exit gas 
velocity, and exit gas temperature), the model predicts the release height of 
pollutants to the atmosphere. Wind direction, wind speed and other meteorological 
measwments taken in the vicinity of the stack are used to predict the dimensions 
(Le., vertical and horizontal width) of the plume and its travel path downwind. 
The model calculates pollutant concentrations at receptor locations which are 
defined by a system of grid points. The EPA Industrial Source Complex Long- 
Term (ISCLT) model (EPA 1986) was us@ to predict the annual average and 
Seasonat average ground-level concentrations of SO, expected to occur as the result 
of the operation of the power plant. A description of the computer modeling is 
presented in the Analytical Meth ment [ O W R F F  (1994a, Part I, Paper 
l)]. A summary of the modeling data and results specific to the oil fuel cycle 
are presented in Appendix C. In an effort to provide consistency and 
standardization of model applications for regulatory purposes, the U.S. EPA has 
published the "Guideline on Air Quality Modeh (Revis&)". The ISCLT model is 
identified in the EPA guide as a p<referqd model for determining long-term 
concentrations in simple terrain. 

'concentration of SO, from the 
Southeast Reference plant site for the 1990 c'ase is 0.347 micrograms per cubic 
meter (pg/m?. The highest predicted anibient annual conoentrafion of SO, from the 
Southwest Reference plant site is 0.316 pg/m3. Because the focus of the health 
effects is on population effects, not the maximum exposed individual [ORNURFF 

The highest predicted ambient ann 



10-28 Electric Power Generation 

(1992)], an additional step in the analysis was performed. This step involved the 
computation of an average change in SO, concentrations, obtained by averaging 
estimated concentrations and population over the 16 wind rose sectors. That is, 
ambient air concentrations of SO, (Ci) were calculated at 384 receptor locations 
around the reference site [as discussed in 0- (1994a, Part I)]. The 
population distribution (Pi) is also known for these locations. The population 
weighted air concentration is given by 

This C,(SO& average concentration is then used in impact analyses. For 
example, the population weighted concentrations of SO, within a 50 mile radius of 
the power plant were 0.0681 and 0.0464 pglm3 in the Southeast and Southwest 
sites, respectively. 

The ISCLT results are used up to a distance of 50 miles from the power 
pIant. Beyond that, statistical extrapolations are used. Extrapolation of ISCLT 
results is described in ORIWRFF (1994a, Part I, Paper 2). Estimates of 
concentrations from 0-1,OOO miles were computed. 

10.3.2 SO, and Morbidity 

10.3.2.1 Impacts of SO, on Morbidity 

Effects of SO, on health have been observed for a vaxiety of morbidity 
endpoints (related to pulmonary function and chronic respiratory disease) as well 
as for premature death. However, it has generally been difficult to separate the 
effects of SO, from those of particulates because of high correlations between these 
two types of pollutants and because SO, can be transformed into acid sulfates, 
which would be classified as a particulate. 

Nevertheless, s e v d  studies have been identified that permit identification 
of an independent effect of SO, on health. Specifically, Schwartz and Dockery 
(1991a,b) and Schwartz et at. (1989) have published dose-response functions 
linking 24-hour average concentrations of SO, to the probability of a child 
experiencing a day of coughing (cough-day) and to the probability of an adult 
experiencing chest discomfort, respectively. 

Table 10.3-1 shows these functions after having been linearized, expressed 
in annual terms, and reworked to calculate population effects instead of individual 
probabilities of experiencing effects. For these pathways, the annual number of 
effects observed in the population at large is a product of a coefficient, the 
applicable population, and the marginal change in the population-weighted average 
concentration of SO,. The uncertainty of the coefficient is assumed to be 
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characterized by a normal distribution with a mean and standard deviation based 
on those reported in the original studies. 

Tables 10.3-2 (a) and (b) show the estimated total number of impacts for 
the Southeast refmnce environment, when confining the analysis to within 50 
miles and out to 1,OOO miles of the plant, respectively. The low and high 
estimates, referring to the 5th and 95th percentiles, solely reflect the uncertainty 
of the dose-response coefficient of the quantified pathway. The estimated mean 
number of impacts total 410 symptomdays within 50 miles (1,600 symptom-days 
within 1,OOO miles) of the Southeast plant. Tables 10.3-3 (a) and (b) show the 
corresponding impacts for the Southwest reference environment, for which mean 
impacts total 12 symptomdays within 50 miles, or 53 symptomdays within 1,OOO 
miles. 

Table 10.3-1. Linearized doseresponse functions 
for effects of SO2 on morbidity 

(1 9p12: 

Acoughdaysperyear = C,, Pop F ASO, 

(1 9@ 

A chestdimrnfort-cases per year = C- Pop A SO2 

where 

A SO, = Population-weighted annual average SO, concentration 

Pap = 

F = Fraction of Pop that are children 

C,, = Normal (mean=0.0181, standard deviation=O.Ol) 

C,, = Normal ~ (mean=0.0102, % . t  . stan 

Total population over which population-weighted SO, 
concentration is determined 
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Table 10.3-2a. SO, morbidity: number of impacts 
per year at the Southeast site [for 0-50 des] 

Pathway endpoint LOW Mid High 

Schwartz et.al (1991) 
Adults' chest discomfortdays: 34 250 470 
Schwartz et al. (1988) 

Children's coughdays: 25 160 290 

Table 10.3-2b. SO, morbidity: number of impacts 
per year at the Southeast site [for 0-1,OOO miles] 

Pathway endpoint LOW Mid High 

Children's coughdays: 
Schwartz et.al(l991) 

99 630 1,100 

Adults' chest discomfortdays: 240 1 ,OOo 1,800 
Schwartz et al. (1988) 

Table 10.3-3a. SO, morbidity: number of impacts 
per year at the Southwest site [for 0-50 miles] 

Pathway endpoint LOW Mid High 

Children's cough-days: 
Schwartz et al. (1991) 

0.27 4.5 7.8 

Adults' chest discomfortdays: 1.1 7.4 14 
Schwartz et al. (1988) 

Table 10.3-3b. SO, morbidity: number of impacts 
per year at the Southwest site [for 0-1,OOO miles] 

Pathway endpoint LOW Mid High 

Schwartz et al. (1991) 

Schwartz et al. (1988) 

Children's cough-days: 3.8 20 33 

Adults' chest discomfort-days: 3.7 33 60 
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10.3.2.2 Morbidity Damages from SO:* 

Marginal damages can be estimated using unit values for the willingness to 
pay (WTP) to avoid a symptom4ay of cough and chest discomfort, in children and 
adults, respectively. Data were obtained from three contingent valuation surveys 
of adults [see O W R F F  (1994a, Paper ll)]. These data are applied to both 
children and adults. Cough-day values range from $1.66 to $13.13, with a 
midpoint estimate of $4.77 (in 1989 dollars), while chest tightness days range from 
nearly $3 to $21.48, with a midpoint estimate of nearly $6 (again in 1989 dollars). 

In the Monte Carlo simulation [refer to Section 4.8.1 of O W R F F  
(1994b)], the range of coughday values is fit by a lognormal distribution with a 
median of $4.67 and geometric 
standard deviation (GSD) of 
1.69.13 Similarly, the range of 
chest tightness days is fit by a 
lognormal distribution with 
median, $6.00, and a GSD of 
1.66. 

Tables 10.3-4 (a) and (b), 
in addition to the mean estimate, 
provide the low and high estimates 
(5th and 95th percentiles) of annual 
marginal damages by symptom 
type and total damages per kWh 
accumulated within 50 and within 
1,OOO miles of the Southeast plant, 
respectively. The range reflects only the uncertainty in the dose-response functions 
and unit damage values of the quantified pathways. The mean estimate of total 
damages within 50 miles is 1.2 x lo3 WkWh, and 4.8 x la3 mill/kWh within 
1,OOO miles. Figures 10.3-1 (a) and (b) are plots of the cumulative density 
function (CDF) for total damages for the Southeast Reference environment for the 
two geographical scopes.- From the CDF plots, any'percentile can be quickly 
found, and confidence inkrvals-ofmy desired degnx can be b w n .  Table 10.3-5 
(a) and (b) and Figs. 10.3-2 (a) and (b) show the corresponding information for the 
Southwest Reference environment, for. which mean damees are 3.3 x lo-' 
mill/kWh within 50 miles and 1.6 x le mill/kWh within 1,OOO miles. There is 

r 
l2 Further general discussion of ec~nomic vahtation iswreS are given in ORNURFF (1%) and 

0- (lm, chapter 4.) 

" w h e i e t h e ~ *  ' of phewmena is descrii  by a lognormal distriim, them is a two- 
thirde chmcethatthetruevahie lieebetween the median divided by the GSD and the median times the 
GSD, and there ie a95 pemdchaoce that the true value lies between the medm divided by the OSD 
squared and themedian times the GSD squared. A GSD of 1 implies perfect catahty. 
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magnitude in the damages between 
the two sites. The difference is 
mainly dependent on population 
differences, as nine times more 
people are located within 50 miles 
of the Southeast plant than within 
50 miles of the Southwest plant. 
Also, meteorological conditions play a significant role. Many of the people who 
live within 50 miles of the plant at the Southwest site live due north, away from 
the prevailing wind directions. This factor accounts for about an order of 
magnitude in the difference between the two sites. 

Table 10.3-4a. SO, morbidity: damages per year 
(in thousands of 1989 dollars) 

at the Southeast site [for 0-50 miles] 
Pathway endpoint LOW Mid High 

Children's cough-days: 0.061 0.83 2.3 
Schwartz et al. (1991) 
Adults' chest discomfort- 0.19 1.7 3.9 
days: Schwartz et al. (1988) 
Total pathway damages 0.81 2.5 4.8 

(mills/kWh) 
Total pathway damages 3.9 x lo4 1.2 x 10'3 2.3 x 10-3 

Table 10.3-4b. SO2 morbidity: damages per year 
(in thousands of 1989 dollars) 

at the Southeast site [for 0-1,OOO d e s ]  
Pathway endpoint LOW Mid High 

Schwartz et al. (1991) 

Schwartz et al. (1988) 

Children's cough-days: 0.39 3.3 8.3 

Adults' chest discomfort-days: 1.1 6.8 15 

Total pathway damages 3.4 10 20 

Total pathway damages 1.6 x 10-3 4.8 x 10-3 9.5 x 10-3 
(mills/kWh) 
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Figure 10.3-1 (a). Sulfur dioxide-morbidity damages withiu 
50 miles of the Southeast plant 

F'igure 10.3-1 (b). Sulfur dioxide - morbidity damages within 
lo00 miles of the Southeast plant 
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Table 10.3-Sa. SO2 morbidity: damages per year 
(in thousands of 1989 dollars) 

at the Southwest site [for 0.50 miles] 

Pathway endpoint LOW Mid High 

Schwartz et al. (1991) 
Children's wugh-days: 0.00042 0.023 0.06 

Adults' chest discomfort-days: 0.0069 0.047 0.11 
Schwartz et al. (1988) 
Total pathway damages 0.021 0.07 0.15 

(mills/kWh) 
Total pathway damages 9.8 x 10-8 3.3 x 10-5 6.9 x 10-5 

Table 10.3-Sb. SO, morbidity: damages per year 
(in thousands of 1989 dollars) 

at the Southwest site [for G1,OOO miles] 

Pathway endpoint LOW Mid High 

Children's wugh-days: 0.01 0.11 0.25 
Schwartz et al. (1991) 
Adults' chest discomfort-days: 0.022 0.23 0.5 
Schwartz et al. (1988) 
Total pathway damages 0.098 0.33 0.65 
Total pathway damages 4.7 x 1.6 x lo4 3.1 x lo4 
(mills/kWh) 
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F’igure 10.3-2 (a). Sulfur dioxidt+morbidity damages within 
50 miles of the Southwest plant 

Figure 10.3-2 (b). Sulfur dioxide - morbidity damages within 
lo00 miles of the Southwest plant 
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10.3.2.3 Externalities from SO, Morbidity Impacts 

Beginning in 1995, sulfur dioxide emissions from power plants will be 
regulated under a national emission permit trading system established under Title 
IV of the 1990 Clean Air Act Amendments. This program will be implemented 
in two phases. The first phase will begin in 1995 and will directly affect the 111 
most polluting facilities; the second phase will begin in 2000 and will affect all 
large electric power plants. If trading rules for a permit trading program properly 
reflect the relative damages that occur from emissions by sources in different 
geographic locations, then the net damage from emissions at a new facility would 
be zero because the damage from its emissions would be precisely offset by 
reductions in damages e1se~here.l~ The economics literature is in widespread 
support of the need to reoogniZe offsets in a tradable permit program such as Title 
IV regulating SO, allo~ances.~~ Trading rules under Title IV do not, however, 
account for differences in damage that occur from spatial differentiation in the 
effects of emissions. Damages are site specific (as is plainly evident in the 
previous section). Conseqmtly, the net marginal damage of SO, may not be zero 
due to the spatial differentiation of the impacts or damages from emission. In fact, 
it may be either positive or negative. 

ORNL/RFF (1994b, pp. 10-40 to 10-42) describes some analysis that 
provides a first approximation of the extent to which the net damages are in fact 
positive or negative. It is essentially impossible, however, to estimate this 
magnitude with any acceptable degree of accuracy. Therefore, for our best 
estimate of externality, we adopt the "rebuttable presumption" that damages by a 
unit of emission at the reference environment are approximately offset by 
reductions in damages elsewhere, and hence the externality is zero. For an upper 
bound, we include an estimate of damages without consideration of offsets due to 
allowance trading, representing the possibility that the allowance market fails to 
materialize or that the trading program is terminated. 

10.3.3 Effects of SO, on Mortality 

Over the years has been much debate in the U.S. over the role played 
by SO, and particulates in raising mortality risks. The current majority view in the 
U.S. [see O W R F F  (1994a, Part III)] is that particulates are the major culprit 
rather than SO, (see Journal of the American Medical Association (JAMA), June 
23/30, 1993, Vol269, No. 24 for a recent summary). This conclusion is reached 

I' Freemau et al. (1992). 4 

Is Even in c88w such as the State of WisconSin, where potential suppliers of dlowanca h v e  
alreedy beeu requhd & State law to reduce emissions below their allowance allocation under Title 
IV, tbek 8xces8 allowmm will be available on the market enabling emissions at 8- other location. 

elsewbere in the country. 
Heace, their use by bre coel fircility ia one of our two ref- environmeatS will still offset their use 
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on the basis of the weight of the statistical evidence. In studies where SO, 
concentrations and particulate concentrations are included, the former are rarely 
significant while the latter generally are significant, whether both variables are 
included in the regressions or each one separately (although collinearity between 
these two measures clouds ,inferences one can make about the attribution of 
effects). Given the need to choose, however, the weight of the evidence strongly 
supports PM,,-mortality as the primary relationship [refer to O r m F  (1994a, 
Paper 511. Thus, we estimate that there are no mortality-related damages from SO, 
emissions. 

At the same time, sulfates are frequently idqtified as an important cause 
of premature death, though the evidence is not conclusive [refer to Paper 5 in Part 
III of ORNURFF (1994a)l. These products are created from the oxidation of SO, 
and are counted as particulates. Therefore, finding a particulate effect without an 
SQ effect does not preclude the finding of indirect effect through sulfates. A 
priority for future analysis is estimating the convexdon of SO, to sulfates, and their 
impacts on health. 

10.4 F'ERTILIZATION BENEFTIS OF SO, AND NOx EMISSIONS 

10.4.1 Deposition of Sulfur and Nitrogen 

Sulfiu and nitrogen oxides are emitted during the operation of an oil-fired 
power plant. These emissions are primarily sulfur dioxide (SO3 and nitrogen 
oxide (NO) with lesser quantities of sulfur trioxide (SO,),and nitrogen dioxide 
(NO& Emissions of SO, and NO, from the Southeast Reference power plant are 
each estimated to be 0.507 and 0.634 tondGWh (30.7 and 38.4 gramdsecond). 

Once these pollutants are! emitted into the atmosphere they may react 
chemically with oxidizing species such as O,, OH and H202 to forq strong acids, 
H,SO, and HNQ. These compounds may be deposited on the soil both directly 
by dry deposition and by removal inninfall. This deposition results in additions 
of sulfur (S) and nitrogen (N) to soils. The rate of: wet-deposition is highly 
variable from both a temporal and geographic standpoint. Some of the pollutants 
may be bransported long distances and since some of the reactions occur slowly in 
the atmosphere deposition can occur over a very wide area. Regional scale 
modeling is therefo- required to determure the deposition,pa#ern of a-single power 
plant.. This regional modeling is more*complex than the local-scale modeling 
undertaken for this study and is beyond the scope of @is study. No estimates of 
the increases in S and N were calculated. 

10.4.2 Impacts of Sulfur Deposition on Crop Growth 

Although extensive quantitative estimates of the relative importance of 
atmospherically derived sulfur in meeting plant nutritional requirements are not 
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available, several studies provide some insight in this regard. Results of 
experiments with simulated acid rain exposures to a forage mix (timothy and red 
clover) suggested that these specia might benefit from levels of sulfur and nitrogen 
increased above ambient levels in rairi (Irving 1986). Atmospheric deposition of 
S can represent a sisnificant fraction of the S requirement for some crops in some 
regions of the United States. Noggle (1980) estimated that soybeans growing at 
various distances from sources of atmospheric sulfur obtained between 10 and 50% 
of their sulfur requirement from the atmosphere. Jones and Suarez (1980) reported 
increased yield of corn grain and silage with 9 and 18 kg/ha of sulfur added in 
fertilizer trials. Atmospheric sulfur deposition at the sites was approximately 11 
kg/ha per year. The authors concluded that the probability was low that plant 
health was being influenced by either too much or too little atmospheric or soil 
sulfur. In their South Carolina studies, only one crop (corn) out of eight studied 
and one soil (a loamy sand) out of five studied, showed positive responses to sulfur 
additions. At none of the 15 locations studied was there an indication of too much 
atmospheric sulfur for healthy plant growth. 

In general, it is difficult to claim that the sulfur deposited as a result of a 
single power plant's SO, emissions contributes to crop growth. Thus, we take the 
effect to be negligible, even on a per kwh basis. 

10.4.3 Benefits of Crop Growth I n c m  from SO, and NO, Emissions 

The final Inkgrated Assessment of the NAPAP program (NAPAP 1991) 
calculated benefits associated with a very large (viz., 50%) increase or decrease in 
passive sources of N and S crop fertilization in the eastern half of the United 
States. A 50% increase in passive sources of N increased total welfare by $241M 
annually for the 31 eastern state region. Furthermore, even assuming the full 
$241M annual benefit, this value is, by comparison, -10% of the estimated $2.4 
billion damage estimates associated with current ambient ozone levels on crops 
whose total value is.-$50 billion annually. The annual benefit would be less than 
0.5% of the total value of the crops. Since this benefit is estimated as occurring 
with a 50% increase in passive sources of N and since a power plant would 
contribute far less than that, we take the benefits of N deposition to be very small. 

10.4.4 Impacts: Increases in Forest Groddh 

Response functions do not exist upon which to base an evaluation of S and 
N fertilization of forests on a large scale. As a result, the discussion of increases 
in forest growth is primarily qualitative in nature. 
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Atmospheric deposition 
contains nitrogen and sulfur which, 
as essential plant nutrients, have 
the theoretical potential for 
beneficial as well as detrimental 
effects on forest nutrient status. 

indicate clearly that typical S 
deposition values in polluted 
regions (>lo kg/ha/yr) exceed 
forest S requirements for growth 
increments (1-2 kg/ha/yr) by a 
factor of 5-10, leaving little 
possibility for beneficial effects of 
S deposition except in the most pristine areas (Johnson 1984). Typical N 
deposition values (5-25 kghdyr) are within the range of forest N growth 
increments (1-5 kg/ha/yr; Cole and Rapp 1981) leaving the possibility that 
atmospheric N deposition is at least partially benefitting large acrages of N- 
deficient forests throughout the United States (Shriner et al: 1990). Recent results 
suggest N deposition may be excessive in some forests, especially high-elevation 
forests in the eastern United States. In these systems, inputs in excess of N 
demand result in nitrate leaching'of soils, soil acidification, and associated 
depletion of cation nutrients such as calcium and magnesium. The N deposition 
rates shown to cause high rates of NO, leaching tend to be on the order of 20 
kg/ha/yr or more (Van Miegroet and Cole 1984, Ulrich et al. 1980). Because of 
the long life cycles of forest trees, short-term benefits of N deposition may be 
offset by longer-term leaching losses of cation nutrients from forest soils (Brandt 
1987, Abrahamsen 1980). While benefits would be expected to be maximized in 
nutrient poor, low producing sites where either S or N is limiting, not all plants in 
deficient soils seem to respond (Elkey and Ormrod 1981). 

Mixed hardwood fo-kts of east Tennessee District 6 are characterid as 
being typically N-limited (Johnson and Van Hook 1989), meaning that atmospheric 
inputs are an important ,component of their N ecunomy. Research on Walker 
Branch Watershed, Tennessee, indicates that this mixed hardwood forest received 
approximately 40% of the N requirement for the annual woody growth increment 
(stem growth) fiom atmospheric deposition. This inorganic N input represents 5- 
10% of the total ecosystem requirement for N on an annual basis (Lindberg et al. 
1986). 

10.4.5 Benefit's of Inckde in Forest Growth from SO, and NO, Emissions 

a result of a power plant's SO, and NO, e a o n s  
to sulfur and nitfogen deficient soils. 

various analyses of forest s cycles 

- I  

I *  

No quantitative' arepossible, but crease in forest growth as 
to be small, and limited 



10-40 Electric Power Generation 
~~ 

10.5 EFFECTS OF SO, ON MATERIALS 

As noted in Section 10.10 
of ORNWRFF (1994b), NERA 
(1993) reports on a re-analysis of 
the Manuel et al. study linking SO, 
and particulates to consumer 
expenditures on "cleanliness" in 24 
cities,. This analysis reveals a 
small, but significant SO, damage 
coefficient. The LOW, MID, and 
HIGH estimates of damage (in 
$1990) to materials per household 
for a 1 pg/m3 change in SO, 
concentrations are $0.18, $0.83, and $1.50, respectively. 

Applying these estimates to the number of households in the Southeast 
Reference envbnment, damages to materials from SO, amount to from $3,500 to 
$16,000 (with a mean of $9,900) within 50 miles of the plant, or from $15,000 to 
$68;000 (a mean of $41,000) within 1,000 miles of the plant. Corresponding 
damages for the Southwest Reference environment are considerably smaller, 
ranging from $95 to $470 (mean $219) within 50 miles and from $470 to $2,300 
(mean $1,300) within 1 ,000 miles. Damages in terms of milldkwh are given in 
Table 10.5-1. 

Table 10.5-1. Damages to materials from SO, (mills/kWh) 
SE Site SW Site 

Within 50 mi Within 1,ooO mi Within 50 mi Within 1,ooO mi 

LOW 0.0017 0.0072 0.000045 0.00022 

Mid 0.0047 0.019 0.00014 O.ooo64 

High 0.0078 0.032 0.00023 0.001 1 

10.5.1 Externalities from SO, Materials Impacts 

The calculation of externalities on the basis of damages presented above 
depends on the implementation of the SO, allowance trading program under Title 
IV of the 1990 Clean Air Act Amendments, as discussed previously with respect 
to externalities from SO, health impacts. Under the allowance trading program, 
an additional unit of emission by one of the reference facilities must be offset by 
a reduction at another facility somewhere in the U.S. This reduction will have an 
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offsetting environmental benefit through reduced impacts on materials in the 
vicinity of the facility reducing its emissions. 

For a midpoint estimate of materials damage we adopt a value of zero, 
reflecting the "rebuttable presumption" that damages from emissions at the 
reference Sites just offset damages fmm reductions in emissions elsewhere. For an 
upper bound, one could use the full value of damages that would be observed from 
increases in emissions at the reference site, without accounting for decreases in 
emissions elsewhere. This~reflects the possibility that the allowance market may 
not materiahe, or that the trading program could be dismantled. 

10.6 EFFECTS OF SO, (WITH NO, AND PARTICULATE MAITEX) ON 
VISIBILITY 

One of the most common effects of air pollution is visibility reduction due 
to the absorption and scattering of light by airborne liquid and solid materials. 
Two classes of visibility impairment are atmospheric discoloration and visual range 
reduction (increased haze). 

NO, emissions are converted in the atmosphere to the reddish-brown gas, 
nitrogen dioxide. This gas may discolor the plume. Particulate emissions and 
secondary aerosols also discolor the atmosphere. Increased haze is caused 
principally by primary particulate emissions and secondary aerosols, such as 
sulfates (EPA 1988). 

. i 

Two distinct kinds of atmospheric conditions are associated with the two 
classes. of visibility impairment. ~ 

Atmospheric discoloration I* is 
greatest during periods of stable, 
light winds that occur &rperiods 
of nighttime transpod 
These conditions'cah 
maximum,: -plume . coloration. 
However- ' since the aliime would: 

I .  

4 %  perceptible but the general I 2  

atmospheric clarity would not be impaired. ' I 

Conversely, increased gene& ha& (decreased visual range) is greatest 
d h g  light wind, limited mixing or stagnation conditions after daytime transport 
(EPA 1988). The oonversion of gaseous precursor emissions to secondafy aerosol 
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is more rapid under these conditions and an increased haze and loss of clarity in 
landscape features would result. 

Visually significant points of interest near the Southwest Reference site 
include the Bisti and De-na-zin Wilderness Study Areas, Cham Culture National 
Historical Park, Shiprock, and Mesa Verde. An annual average visual range of 80 
miles (130 kilometers) was reported for these areas for 1980 (DO1 1982). 

Visually significant points of interest near the Southeast Reference site 
include the Great Smokey Mountains National Park, Cherokee National forest and 
Nantahala National forest. The National Park Service has conducted visibility 
monitoring at the Look Rock, Tennessee monitoring station. The annual average 
visual range at the Great Smoky Mountains National Park was reported to be 55 
kilometers during the period 1980 to 1983 (Reisinger 1985). 

Although e o n a l  haze is the most extensive and serious form of visibility 
impairment throughout the United States, it is caused by multiple sources located 
throughout a region. A single emission source may contribute to such a problem 
but is generally not the sole (or even major) contributor (EPA 1988). Regional 
haze analysis requires more complicated regional dispersion models than were 
available for this study. 

Section 10.6 in ORNURFF (1994b) discusses studies by Chestnut and 
Rowe (1990), McClelland et al. (1990), Decision Focus (1990) and NERA (1993) 
that attempt to estimate the value of changes in visual range. The impacts of 
r e d u d  visual range affect both residential and recreational values. 

The Decision Focus study estimates the value of visibility improvements in 
the Grand Canyon region to be 0.47 d k w h ,  but this estimate is based on their 
value to 100 million U.S. households and 
a 50% SO, reduction. Such an estimate 
clearly overestimates the value of 
damages from either of our reference 
power plants. 

While the studies are interesting, 
they are too imprecise to include in our 
final tabulation in Chapter 11. Since we 
do not model reduction in visual range, ~ 

we do not use the unit values of NERA 
and others. Also, the non-use values for the Grand Canyon region are for a 
different site and are difficult to transfer to our context. 
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10.7 EFFECTS OF NO, ON HEALTH 

10.7.1 Emissions and Changes in Concentration of NO, 

When residual oil is burned, nitrogen oxides (NO2 are formed. These 
compounds are primarily nitric oxide (NO), with much smaller quantities of 
nitrogen dioxide (Nod. Nitrogen oxide is formed from the oxidation of nitrogen 
in oil and the thermal fixation of nitrogen in the combustion air. NO, emissions 
from the reference power plants were estimated to be 0.66 tondGWh (1,378 
tondyear or 39.62 gramdsecond). 

The ground-level pollutant concentrations of NO, that could be expected to 
occur as a result of the operation of the 300 MW reference oil-fired power plant 
were predicted with an atmospheric dispersion model. Using stpk information 
(i.e., stack diameter, exit gas velocity, and exit gas temperature), the model 
predicts the release height of pollutants to the atmosphere. Wind direction, wind 
speed and other meteorological measurements made in the vicinity of the stack are 
used to predict the dimensions of the plume (i.e., its vertical and horizontal width) 
and its travel path downwind. The model calculates pollutant concentrations at 
receptor locations that are defined by a system of grid points. The hvimnmental 
Protection Agency Industrial Source Complex Long-Term (ISCLT) model @PA 
1986) was used to predict the annual average ground-level concentrations of NO, 
expected to OCCUT as the result of operating the reference power plant. A 
description of the computer modeling is presented in ORNURFF (1994a, Part I), 
and results specific to the oil fuel cycle d y s i s  arelgresented in Appendix C. The 
highest predicted ambient annual concentration of NO, from the Southeast 
Reference plant site was 0.444 micrograms per cubic meter @g/m3). The highest 
predicted ambient annual concentration of NO, from the Southwest plant site was 
0.405 pg/m3. As with SQ, the maximum values alone are not used in the impacts 
analysis. Rather, a population weighted mncentration of NO, was evaluated 
according to the process described in Section 10.3. These population weighted 
ConcentTatiOtls of NO, are 0.087 pg/m3 and 0.059 pg/m3 for the 0-50 mile and the 
0-1,OOO mile population for the Southeast and Southwest sites, respectively. 

10.7.2 Impacts of NO, on H d t h  
-~ 

Epidemiological. stydies *geneklly 'not found * significant effects of 
nitrogen dio&de at ambient level morbidity endpoints. The primary concern 
about NO, lies in its'role as a precmor to ambieht oume (& Section 10.15). One 
recent study that does @d a significht d&t *of NO,*on heal& is Schwartz 

air~'&d.lution on students and Zeger's (1990) aiialysis of the daily e 
'I 

l6 T h e a m b k m t a r m u a l c o ~  * iedeIfinF?dasthearithmeclc ' mean (or average) concentration 
predicted to OCCUI during a 365 day period at outdoor, ground level IBc8pfotB. The highest ambient 
annual concentration is the highest coocenbation predicted among the 384 receptor locations used in 
the dispersion model. 
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beginning nursing school in LQS Angdes in the early 1970's. Most effects of NO, 
on health were insignificant, except for the effect of NO, on daily incidence of 
phlegm." 

Table 10.7-1 shows the dose-response function based on the Schwartz and 
Zeger (1990) study. For application to this study, the statistical relationship 
between the daily incidence of phlegm and 24-hour average NO, concentration 
reported in their study has been linearized, expressed in annual terms, and 
reworked to calculate population effects instead of individual probabilities of 
experiencing effects. The uncertainty of the coefficient is assumed to be 
characterized by a normal distribution with a mean and standard deviation based 
on those reported in the original studies. 

Table 10.7-1. Linearized dose-response function for effects of NO, 
on morbidity 

A phlegm-days per year = C- POP AN02 

where 

A NO, = Change in population-weighted annual average NO, 
concentration 

Pop = Total population over which population-weighted NO, 
concentration is determined 

C- = Normal (mean=0.0054, standard deviation=O.0032) 

A 95% confidence interval of between 5.5 and 430 phlegm-days, with a 
mean of 220 phlegm-days, is estimated within 50 miles of the Southeast plant. 
&tending the analysis out to 1,OOO miles, this interval is 22 to 1,700 with a mean 
of 880. The corresponding impacts for the Southwest reference environment range 
from 0.2 to 12 phlegmdays (mean 6.3) within 50 miles, or from 0.7 to 58 (mean 
30) phlegm-days within 1,OOO miles. 

'' Even thia d t  may be obecured by the c o d d i n g  of the NO, effect by 9 e m .  
Notwithstaodiag, it WBB the best availeble study. A more recent ieport of the effects on lower 
iespirstory trad dieeaee in children is from the U.S. Envimmrental Protection Agency's (1991) 
externel review draft of the Air Quality Criteria for oxides of Nitrogen, pp. 14-35 to 14-43. 
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10.7.3 Damages to Health from NO, Exposure 

No studies have ever asked for the willingness-tu-pay to avoid a 
phlegm-day. Hence, there are no estimates of damages., However, this is not to 
say that they are zero. 

10.8 EFFECTS OF PARTICULATES ON MORTALITY'* 

10.8.1 Emissions and Changes in Concentration of Particulates 

Particulates is a term used to describe dispersed airborne solid and liquid 
particles. The composition and emission lev& of oil-fired boiler particulate matter 
composition and emission levels m a complex function of firing configuration and 
boiler opemtion (EPA 1988). Emission kvels are also a function of the particulate 
control device employed. An electrostatic precipitator (ESP) is used to control 
particulate emissions for the power plant at each reference site. Total particulate 
emissions from the reference power plants were estimated to be 0.02 tons/GWh. 
The primary interest in particulate matter centers around the fraction known as 
PM,,, which is particulate matter with an aerodynamic diameter less than 10 
micrometers. 

The ground-level pollutant concentrations of total suspended particulates 
W P )  and PM,, that could'be expected to occur as a result of the operation of the 
300 M W  reference oil-fired power plant were predicted using atmospheric 
dispersion modeling. Us@g stack information (i.e., stack diameter, exit gas 
velocity, and exit gas temperature), the model predicts the release height of 
pollutants to the atmophere. Wind direction, wind speed and other meteorological 
measurements made ih the vicinity of the stack are used to predict the dimensions 
of the plume (Le., its vertical and horizontal width) and its travel path downwind. 
The model calculates pollutant concentrations at receptor locations which are 
defined by a system of grid points. 

I' Our airdispersiolrmodelingdow not account forthe hrmahon * 0facidaerosolsfroms0,and 
NO, emissions. Acid aemsols am pnrt of PM . Tha3s, our of Prya externalities 
WKbWhUhtbem. ~totheso,&SbMCap Ad A l n d m d s  9 -  

accamt, Eetimatee must lLccoIMf for llmg-~ertmospberic cbemietry (theee aerosols cuedispersed 

take the mbuttable pmmmption thet the net effects . AfredionoftheNO, 
emissions, however, are transformed into nitrates. It is cmmplicated to take these acid aerosols'into 

greddietaoces); omm, as d c r e  nitrate, fonnatiOnfiomN0,; &seous vemw aerosol phases of the 
nibnteq and wet and dry deposition. Fudbrmom, the b i e s p o n s e  functions for acid aerosols are 
umeliebte. Stdiet? cue inconchrsive about the role of acid aemsoh m th8 o v d  PM,, dose-mponse 
relationship. Although this analysis was beyond the ocope of this etudy, it is undaubtedly a major 
prbdybr future reseruch. Several recant studies, inchditbatof OUT Europeencolleagues in this 
project, indicate that acid aerosol impacte may bethe most important of thosetbat canbe quaotified. 
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The Environmental Protection Agency Industrial Source Complex Long- 
Term (ISCLT) model (EPA 1986) was used to predict the annual average ground- 
level concentrations of particulates expected to occur as a result of the operation 
of the power plant. A description of the computer modeling is presented in 
ORNURFF (1994a). The highest predicted ambient annual concentration of PM,, 
from the Southeast Reference plant site for 1990 was 0.012 micrograms per cubic 
meter (pg/m?. The highest predicted ambient annual concentration of PM,, from 
the Southwest Reference plant site is 0.01 1 pg/m3. Calculations of impacts utilized 
the PM,, concentrations predicted around the reference sites, weighted by the 
populations. For example population-weighted concentrations of PM,, are 
0.00229 and 0.00156 pglm' for the 0-50 mile populations in the Southeast and 
Southwest sites, respectively. 

10.8.2 Impacts of Particulates on Mortality 

This section describes the estimates of impacts with, and without, a dose- 
response threshold. The reference case! is with a threshold of 30 pg/m3 [refer to 
the discussion in Paper 5 of ORNURFF (1994a)l. The existence of a threshold 
is uncertain, however, so that we also offer an analysis without a threshold. 

Over the last few decades, numerous epidemiologic studies have reported 
associations between daily concentrations of ambient particulate matter and 
mortality among the general population in various cities. These studies found 
effects and similar dose-response 
functions at very high 
concentrations and at ambient 
concentrations currently found in 
U.S. cities, even cities in 
attainment of the National Ambient 
Air Quality Standards (NAAQS) 
for particulates. Dose-response 
functions have been determined for 
various measures of particulates, 
but the specific causative agent and 
biological mechanism are unclear 
at this time.I9 However, it is 
important to note that using the 
daily time-series studies, PM,, or 
TSP is consistently associated with 
mortality across a wide range of 

'' Refer to Section 4.7.3 of 0- (1994b) for a concise, general discussion of the use of 
dose-response mlationship to estimate Mth impacts; and to Part III (Paper 5) of the Analytical 
Methods a d  bmes Document (0- 1% of ORNURFF 1994b) for mom discussion of the 
scientifk evidence on the effects of partidate matter on human health, including a summary of the 
most contentiaus issues. 
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climates, seasons, covhtes and populations. Overall, the evidence is fairly 
compelling that increases in particles which contribute to PM,, mass are associated 
with i n d  risk of mortality. Another set of studies has found consistently 
significant associations between annual particulate measures and annual mortality 
rates over a cross section of cities for various years. The former set of studies is 
more convincing, however, because studying mortality in a given city over time 
has the effect of controlling for many of the possible intervening variables 
associated with comparing data from one city with data from another city. 

Table 10.8-1 provides a summary of this research [see ORNURFF (1994a, 
Part m)] for nine mortality studies, converting the results of each to common units 
for comparability. These conversions include expressing the pollutant in terms of 
%-hour average PM,, concentrations using well-known (if imperfect) conversion 
ratios and expressing the esthted coefficient for the linear dose-response function 
in terms of the percentage change in mortality related to a 10 pg/m3 change in 
PM,,. None of these studies estimate by how much mortality is premature, 
although some studies rule'out the possibility that the observed mortalities result 
in only few days of life shortening. 

The following discussion details how we incorporate the consideration of 
a threshold into the assessment of h d t h  impacts from partidate air pollution. We 
assume a threshold of 30 pg/m3 annual average PM,, for observing h d t h  
responses to particulate matter, except for adult chronic bronchitis for which we 
assume that effects are observed only if the PM,, concentration exceeds 100 pg/m3 
for more than 10 days each year. 

In the absence of a threshold, the input to the linear doseresponse equations 
is simply the sum of the exposure level times the population for all geographical 
areas in the ref-= environments. However, when the threshold is considered, 
the required input is the product of the exposure level and the population summed 
over only those populations exposed to baseline levels above the threshold. This 
requires information about the variation in baseline levels throughout the reference 
areas. ' 

levels for the population residing, in 
Metropoltan Statistical Areas (MSAs) in the h o  reference envbnments; we use 
Table 5-6 in the EPA National Air Quality & M i o n  Trends Report, 1992 which 
lists the population for &tch of the MSAs in the'cobntry; their annual average PM,, 
concentration, and the second highest tration over the 
Year. 

We then aggregate the MSA idormation by State to determine the fraction 
of the State's urban population that was above the threshold in 1992. There is 
considerable variation from State to State, including neighboring States. The 
fraction above the 30 pg/m3 threshold varies from 0% to 100% across all 50 States. 
The fraction for New Mexico, where the Southwest Reference plant is located, is 

< 

To assess the baseline 



10-48 Electric Power Generation 

84%. The MSAs in these States significantly exceed the national *tion, which 
is calculated to be 55%. 

To assess baseline conmtrations for rural won-MSA) populations, we turn 
to monitoring data h m  the Aerometric Information Retrieval System we find no 
compelling evidence that the concentrations at these stations are any higher or 
lower than those in surrounding MSAs. Roughly one-half of the stations recorded 
annual averages above the 30 pg/m3 threshold. For convenience, we assume the 
baseline conditions of the MSAs and rural areas to be equivalent. Any error 
i n t m d d  by doing so is limited by the smaU fraction (22%) of the population that 
resides in areas not located in MSAs. 

We divide the area within 1,OOO miles of each plant into polar grid cells 
where each grid cell is defined by a directional sector and a range in the distance 
from the plant. For each grid cell, we determine the input to the dose-response 
functions, which are linear above the threshold, calculating the product of the 
population, the fraction of the population above the threshold, and the change in 
concentration (determined from the air dispersion modelling). We sum over all 
grid cells within 1,OOO miles to calculate the impacts for each reference 
environment. 

The fraction of the population above the threshold is assigned to each grid 
cell in the following manner. If the grid cell falls entirely within a State, the 
fraction for that State is used. If the grid cell covers more than one State, the 
average fraction is used, taking into account the amount of the grid cell's area 
falling into each State. Implicitly, this approach assumes that the population above 
the threshold is uniformly dispersed across all populations in each State. 

For the local area within 50 miles of each plant, we do not use the fraction 
for the State in which the plants reside. Instead, to increase specificity, we use the 
fraction of the monitoring stations within a 50 mile radius of the plant that recorded 
lev& above the threshold. For the Southwest site, the one monitor within the 50 
mile radius recorded levels below the 30 pg/m3 threshold. We therefore assume 
that no PM,, health damages occur in the Southwest site within 50 miles of the 
plant. Within 50 miles of the Southeast plant, 9 of 13 monitoring stations, or 
69 96, recorded levels exceeding the threshold. We assume that 69% of the 
population within the local area are exposed to levels exceeding the threshold. The 
results are in bold in Tables 10.8-2 and 10.8-3. 

A more precise approach for handling this threshold issue might involve 
using counties and/or cities as the units of analysis. Information from monitoring 
stations in or near these areas could be used to determine whether the population 



Electric Pow
er G

eneration 
10-49 



10-50 Electric Power Generation 

in the area exceeds the threshold. We decide against this more rigorous approach, 
however, because the uncertainty about the thresholds overwhelms the benefits of 
greater precision about the size of the population. 

Tables 10.8-2 (a) and @) show the estimated total number of 
premature deaths for the Southeast Reference environment, when confining the 
analysis to within 50 and within 1,OOO miles of the plant, respectively. The low 
and high estimates, referring to the 5th and 95th percentiles, solely reflect the 
uncertainty of the dose-response coefficients. Additional results are presented for 
the Schwartz and Dockery studies in the original emissions units (TSP). For the 
Southeast Reference environment within 50 miles of the plant the lowest 5th 
percentile estimate of the group was 0.00063 deaths while the highest 95th 
percentile estimate was 0.02 deaths. In the absence of a threshold, damages are 
about 50% greater. Damages out to 1,OOO miles are approximately four times 
larger than damages within 50 mila for both threshold assumptions. Tables 10.8-3 
(a) and (b) provide the same information for the Southwest Reference environment. 
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Table 10.8-2a. Particuhwortality: deaths per year for the 
southeast site [for 0-50 miles]' 

Study LOW Mid High 

Schwartz and Marcus (1990) 

Plagiannakos and Parker (1988) 

Schwartz and Dockery (1991a)-PMl0 

Schwartz and Dockery (199Ia)-TSP 

Schwartz and Dockery (1991b)-PMl0 

Schwartz and Dockery (1991b)-TSP 

Fairley (1991) 

Schumway et al. (1988) 

Evans et al. (1984) 

0.0058 
0.O040 

0.0017 
0.0012 
0.0030 
0.0021 
0.0021 
0.0014 
0.0079 
0.0094 
0.0054 
0.0037 
0.0047 
0.0032 
0.016 
0.011 

0.00092 

0.0066 

0.0095 
0.0066 
0.0062 
0.0043 
0.0042 
0.0029 
0.012 

0.0081 

0.0079 
0.0055 
0.01 1 
0.0075 
0~024 
0.015 
0.0070 

0.0045 
0.0074 
0.0051 
0.018 
0.012 

0.0094 
0.0065 
0.064 
0.0044 
0.016 
0.011 

0.01 1 
0.0073 
0.017 
0.012 
0.029 
0.020 
0.013 

o.oO063 0.0048 o.oO90 
'Numbere in bold are witb a threshold. 
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Table 10.8-2b. Particulates-mortality: deaths per year for the 
Southeast site [for 0-1,OOO miles] 

Study LOW Mid High 

Schwartz and Marcus (1990) 

Plagiannakos and Parker (1988) 

Schwartz and Dockery (1991a)-PM,, 

Schwartz and Dockery (199Ia)-lSP 

Schwartz and Dockery (1991b)-PM,, 

Schwartz and Dockery (1991b)-TSP 

Fakley (1991) 

Schumway et al. (1988) 

Evans et al. (1984) 

0.023 
0.011 
0.0068 
0.0033 
0.012 
0.0059 
0.0083 
O.Oo40 
0.032 
0.019 

0.022 
0.011 
0.019 
0.0091 
0.064 
0.031 
0.0037 
0.0018 

0.027 
0.013 
0.038 
0.019 
0.025 
0.012 
0.017 
0.0083 
0.047 
0.023 
0.032 
0.016 
0.044 
0.021 
0.090 
0.044 
0.028 
0.014 

0.030 
0.014 
0.070 
0.034 
0.038 
0.018 
0.026 
0.013 
0.062 
0.030 
0.042 
0.021 

0.067 
0.034 
0.12 
0.057 
0.053 
0.026 

'Numbers inbold am with athreshold. 
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Table 10.8-3a. Par t idat~or ta l i ty :  deaths per year for the 
Southwest site [for &SO miles]' 

Study LOW Mid High 

Schwartz and Marcus (1990) 0.00032 0.00036 0.00040 
0 0 0 

Plagiannakos and Parker (1988) O.oooO5 0.00027 0.00050 
0 0 0 

Schwartz and Dockery (1991a)-PM,, 0.00009 0.00018 0.00027 
0 0 0 

Schwartz and Dockety (1991a)-TsP 0.00006 0.00012 0.00018 
0 0 0 

Schwartz and Dockery (199lb)-PM,, 0.00023 0.00033 O.OOO44 
0 0 0 

Schwartz and Dockery (1991b)-TSP 0.00015 0.00023 0.00030 
0 0 0 

Fairley (1991) 

Schumway et al. (1988) 

0.00013 0.00031 0.00049 
0 0 0 

0.00046 O.OOO64 0.00083 
0 0 0 

Evans et al. (1984) O.oooO3 0.00020 0.00038 
0 0 0 

'Numbem in bold are with a threshold. 
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Table 10.8-3b. Particulatesaaortality: deaths yr-year for the 
Southwest site [for 0-1,OOO miles] 

Study LOW Mid High 

Schwartz and Marcus (1990) 0.0015 
0.00075 

Plagiannakos and Parker (1988) 0.00023 
o.Ooo11 

0.00020 
Schwartz and Dockery (1991a)-TSP 0.00028 

0.00014 

Schwartz and Dockery (1991a)-PM,, 0 . m 1  

Schwartz and Dockery (1991b)-PM,, 

Schwartz and Dockery (1991b)-TSP 

Fairley (1 99 1) 

Schumway et al. (1988) 

Evans et al. (1984) 

0.001 1 
0.00053 
0.00072 
0.00036 
0.00063 
0.00031 
0.0021 
0.0011 
0.00012 
0.00006 

'Numbers inbokl are with atbreshold. 

The Schwartz and Dockery 
(1991a) study is used for valuation 
purposes for two reasons: (1) this 
study was conducted in 
Steubenville Ohio, which is more 
similar to our southeastern 
reference environment than are 
cities where other studies were 
conducted; and (2) this study and 
its companion study for 
Philadelphia are the most recent 
and highest quality studies. The 
original results for TSP are used to 
avoid reliance on the PMi,,/TSP 
conversion ratio. 

0.0017 
0.00085 
0.0013 

O.OOO64 
0.00084 
0.00042 
0.00057 
0.00028 
0.0016 
0.00078 
0.001 1 
0.00053 
0.0015 
0.0073 
0.0030 
0.0015 
0.00094 
0.00047 

0.0019 
0.00095 

0.0023 
0.0012 
0.0013 
0.00063 
0.00086 
0.00043 
0.0021 
0.0010 
0.0014 
0.00070 
0.0023 
0.0012 
0.0039 
0.0019 
0.0018 
0.00088 
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Using this study, and assuming the existence of the threshold at 30 c(lm3, 
a 95% confidence interval of between 0.0014 and 0.0044 premature deaths, with 
a mean of 0.0029 deaths, is estimated within 50 miles of the Southeast plant. 
Extending the analysis out to 1,OOO miles, this interval is 0.004 to 0.013 with a 
mean of 0.0083. The corresponding impacts for the Southwest reference 
environment are zero within 50 miles, or from 0.00014 to 0.00043 (mean 0.00028) 
premature deaths within 1,OOO d e s ,  

10.8.3 Mortality Damages from Particulates 

While there is much mastam ty over exactly how particulates raise risks of 
death, it is clear that risk factors include being old and having respiratory or 
cardiovascular disease. Using the most Convincing evidence on the effects of 
particulates on premature mortality (Schwartz and Dockery 1991), the effects on 
older people are clearly dominant, with relative risks of 1.09 for people 65 years 
and older and 1.02 for people younger than 65.20 At the same time, people with 
chronic obstructive pulmonary disease (COPD) are by far the most at risk, with a 
relative risk of 1.19 versus relative risks of 1.11 for those with pneumonia and 
1.09 for those with cardiovascular disease. Deaths from these diseases are 
overwhelmingly concentfated in elderly people. For instance, 86% of deaths from 
pneumonia occur in people 65 or older, and virtually all deaths from emphysema 
would occur in this age group. 

The risk factors for premature death from exposure to particulates imply 
that the WTP for reduced risks of death of older people with chronic illness is an 
appropriate measure of damage. As a fairly large percentage of younger people 
will eventually have chronic respiratory or heart disease (5% or more with COPD, 
over 7% with heart disease) and also find themselves at risk of premature death 
from particulate exposure, it would also be approPriate to use a measure of WTP 
for future reduced risks of deab taken from younger people and add this to the 
WTP of older people with chronic illness. There are no studies providing such 
measures. 

Another issue concerns the degree to which lifetime is reduced by 
particulate ex-. If those who are dying prematurely would have died in, say, 
another week in any event, the benefits of reducbg particulates would be low or 
even trivial. Schwartz and Dockery (1991a,b) rule out such trivial benefits, but 
the literature offers no guidance on the years "saved" by reducing particdate 
concentrations. 

This leaves us with two approaches to measure damages assbciated with 
additional premature mortality in the population from exposure to concentrations 
of particulates: (i) multiplying estimates of the average value of a StatisticalJife 
(from Fisher, Chestnut, and Violette 1989) by the change in the number of 

Refesive risks of 1.0 would imply no exc888 risk. Relative risks of 1.09 bply that risks are 9% 
h i g h  than for people not exposed to p d c u h m  who are 65 yeara old or older. 
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premature deaths; and (ii) multiplying the value of a statistical life associated with 
a disease with a latency period by the change in the number of premature deaths 
using Mitchell and Carson (1986). We settle on using Approach (i) for the 
reasons discussed below. 

Approach (i) is based on scenarios involving accidental death and is taken 
from primeage adults. As discussed in ORNURFF (1994a, Part IV), it will likely 
overestimafe WTP for the case considered in this section. In this sense, approach 
(ii) is attractive because, although it also uses a study that polls prime age adults, 
the study incorporates a latency period, with the implication that a relatively small 
number of life-years will be saved (since for disease with a long latency, people are 
usually old when they die). However, this study examines WTP from death by 
cancer, not from a respiratory or heart disease. Values may differ by cause of 
death. 

For approach (i), we use values of a statistical life (VSL) estimates ranging 
from $1.6-$8.5 million (with a mid-value estimate of $3.5 million). For the 
purposes of the Monte Carlo simulation, a lognormal distribution with a median 
of $3.7 million and geometric standard deviation (GSD) of 1.53 is assumed for the 
uncertain VSL estimate. 

Though approach (3) is conceptually appealing, we do not use it for the 
calculation of particulate damages because the mortality risks associated with 
particulates are well outside of the range of risks investigated by Mitchell and 
Carson. In their contingent valuation (CV) study, they examined the relationship 
between VSL estimates and risk reductions of a cancer-causing substance -- 
trihalomethane - in drinking water. The risk reductions considered in their study 
were considerably higher (O.O4/100,OOO to 9/100,OOO) than the risks from 
particulates in this study (maximum of 0.005/100,000). Applying the highly non- 
linear exponential equation presented in their study to the Southwest Reference 
environment results in VSL estimates of $35 million. Compare this to the VSL 
estimate of $18O,ooO that Mitchell and Carson find for a 8/100,000 risk reduction 
from baseline cancer risk levels in the general population.*' In addition to the 
inability to credibly extrapolate from the results of their study, we are further 
prohibited from using their study because they examined willingness to pay to 
reduce risk rather than the willingness to pay for increased levels of risk, which 
would be more appropriate for our study. 

Based on the Schwartz and Dockery (1991a) study, Tables 10.8-4 (a) and 
(b) provide low, mean, and high estimates of the welfare loss associated with 
excess deaths resulting from the change in TSP in the Southeast Reference 
environment. If there is no dose-response threshold, then a 95% confidence 
interval on damages ranges from 0.0026 to 0.017 mill/kWh within 50 miles, or 

2'VSLfiJls Witbgreatepdudom mrislrs, although the WTP for a given risk reduction risee with 
the size of the riakredudion, but at adiminiehing rate, accoiding to models posited by Mitchell and 
Carson. 
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from 0.011 to 0.068 miwkwh within 1,000 miles of the plant. Tables 10.8-5 (a) 
and (b) present the same infbrmation for the Southwest Reference environment, for 
which the damages range from O.oooO83 to 0.00047 mill/kWh within 50 miles, 
and from 0.00036 to 0.0023 mill/kWh within 1,OOO miles of the plant. Figures 
10.8-1 (a) and (b) are plots of the cumulative density function (CDF) for total 
damages for the Southeast Reference environment. 

With a doseresponse threshold of 30 pg/m3, then a 95% confidence 
interval on damages ranges from 0.0018 to 0.012 milldkwh within 50 miles, or 
from 0.0052 to 0.033 mill/kWh within 1,ooO miles of the plant. Tables 10.8-5 (a) 
and @) present the same information for the Southwest Reference environment, for 
which there are no damages within 50 miles, and from 0.00018 to 0.0011 
mill/kWh within 1,OOO miles of the plant. Figures 10.8-1 (a) and (b) are plots of 
the cumulative density function (CDF) for total damages for the Southeast 
Reference environment. 

Table 10.8-4a. Particulates-mortality: damages per year (in 
thousands of 1989 dollars) 

for the Southeast site [for 0-50 miles]' 
This table assumes impacts 
based on Schwartz and 
Dockery (1991a)-TSP LOW Mid High 

VSL method 

Total pathway damages 5.5 17 35 

(mills/kWh) 0.0018 0.0057 0.012 

3.8 12 24 
Total pathway damages ' 0.0026 0.0082 0.017 

' Numbers mbold am with thieshold. 

Table 10.8-4b. Particulat-ortality: danjlages per year 
(in thousands of 1989 dollars) 

for the Sout heast s ite [for 0-1.OOO rmles ' 11 

VSL methiid 
-.- ., 

This table assumes impacts 
based on Schwartz and. 
Dockery (1991a)-TSP 'LOW Mid High 

Total pathway damages 22 69 140 
11 34 70 

Total pathway damages 0.01 1 0.033 0.068 
(milldkwh) 0.0052 0.016 0.033 
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1 

0 4 

Figure 10.8-1 (a). Particulate - mortality damages within 50 miles of 
Southeast plant with and without 30 microgram/cubic meter threshold 

1 

0 

Figure 10.8-1 (b). Particulate - mortality damages within lo00 miles of 
Southeast plant with and without 30 micrograndcubic meter threshold 
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Table 10.8-Sa. Particulat-ortality: damages per year 
(in thousands of 1989 dollars) for the Southwest site 

[for &M milesl' 
This table assumes impacts 

based on Schwartz and'Dockery 
VSL Method 

(199 1 a)-TSP LOW Mid High 

Total pathway damages 0.17 0.49 1 
0 0 0 

(milldkwh) 3 4) 0 
Total pathway damages O.ooOo8 0.00023 0.00047 

0 

Table lo.&!%. ParticulatesHuortality: damages per year 
(in thousai~ds of 1989 dollars) for the Southwest site 

[itor 0-1.000 mile~l' 
This table assumes impacts 

based on Schwartz and 
Dockery (199 la)-TSP LOW Mid High 

VSL Method 

Total pathway damages 0.76 2.3 4.8 
0.38 1.1 2.4 

Total pathway damages 0.00036 0.001 1 0.0023 
(milldkwh) 0.00018 0.00054 0.0011 
'Numbere in bold are with threshold. 

10.9 EFFECTS OF PARTICULATES ON MORBIDITYB 

Docre-response functions for particulates have been identified for respiratory 
hospital admissions, emeqpcy room visits, mtricted activity days and symptoms 
in adults, lower respiratory illness in children, and asthma attacks. Below, we 
estimate impacts for each endpoint and present estimates of aggregate morbidity 
effects. Then, we estimate damages for each endpoint separately and aggregate 
taking care to avoid doublecounting. 

These pathways can be made clearer by r e f h g  to Fig. 10.9-1. Here, a 
"normal" adult with a symptom may have a restricted activity day (RAD). If he 
has a RAD it may be serious enough to visit the emergency mom or be admitted 
to a hospital, and if the former, the emergency mom patient may be 

Refer to the footnote at the begbhg of Section 10.8. 
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Asthma 
Attacks 

t Normal Adults 
only 
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Child 
Illness 

Figure 10.9-1. Flowchart of particulatemorbidity effects. 
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admitted to the hospital. We assume that having a RAD is a necessary condition 
for an emergency room (ERv) or hospital visit @.HA). In addition, asthmatics, 
whether children or dults, may be admitted to the hospital or emergency room, 
as may non-asthmatic children, 

10.9.1 Impacts of Particulates on Morbidity 

The following shaded table (Table 10.9-1) shows the results of a 
wide-ranging litekture search for the best studies'providing dose-response 
functions for the particulate-morbidity pathway. Note that impacts are defined in 
terms of endpoints that are events which can be valued in economic terms. 
chronic respiratory disease risks and impaired pulmonary function are reflected to 
some degree (though not completely) in these endpoints, but are not precise enough 
endpoints themselves to value in economic terms. 

From the study by Plagiannakos and Parker (1988), annual respiratory 
hospital admissions per 100,ooI) population were related to annual average SO, 
concentrations, but TSP was not significant. 

Pope found a similar relationship using PM, as the pollution measurement. 
We use Plagiannakos and Parker's results converted to PM,, using a "standard" 
ratio of SO, to PM,, [ O W R F F  (1994a, Part III)]. The PM,, effect implied by 
this study is bracketed by that implied by the effects found by Pope for two valleys 
in Utah. 

To estimate effects assocrated with emergency mom visits/lOO,OOO people, 
we rely on the Samet et al. (1981) study, which could not separate effects of SO, 
and parti-, the estimates Mow are based on the results for TSP. We use the 
Krupnick, Harrington, and Ostro study (1990) to estimate the annual change in 
"any" symptom-daydperm and Ostro (1990) to estimate the annual change in 
RADdperson associated with change in PM,,. ~ 

Dockeryet at. ( associations for PMlS 
(converted to PM,d and bronchitis over a year 
and the Proportian with a chronic amgh over the ye&. The do,se-response function 
for the probability of an related to sulfates (SO,) 
is taken from Ostro et 

. .  

disease to particulate 
are at least ten days 

the concentration 
of the year. To do this, 

we make some assumptions about how the daily amcentrations are distributed over 
the year, given only the annual mean and the second high& daily concentration for 
each MSA. By assuming the daily concentrations to be lognormally distributed (a 
common assumption), the annual mean and the second highest daily concentration 



are sufficient to estimate the complete lognormal distribution. We are then able 
to estimate the concentration that is exceeded 2.7% of the year. If this 
concentration exceeds 100 pg/m3PM,,, then the population is considered to be 
above the threshold, otherwise it is below. For the rural population, we again 
assume that the fiaction of the population above the threshold is the same as that 
of the MSAs. 

Table l O . % l  Liiearized doseresponse functions for effects of PM,, on 
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Working this threshold into the analysis is similar to the incorporation of 
the 30 pglm’ annual average threshold, but slightly more complicated since the 
information required to d&rmine if an MSA exceeds the threshold is not listed in 
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the EPA National Air Quality & Emission Trends Report (1992). Instead, the 
report lists only the annual average and'the second highest 24-hr average PM1, 
concentration over the year. 3 *7$*  

;i: i ', 

Tables 10.9-2 (a) and (b) show the estimated number of impacts by 
endpint for the Southeast Reference environment, when confining the analysis to 
within 50 miles and within 1,000 miles of the plant, respectively. The low and 
high estimates, referring to the 5th and 95th percentiles, solely reflect the 
uncertainty of the dose-response coefficients. Referring only to mean estimates, 
assuming the 30 pg/m3 threshold for the Southeast Reference environment Within 
50 miles of the plant, the ranking in terms of number of cases per year is: 
respiratorY symptomdays (l,lOO), RADS (28), asthma attacks (12), children with 

(0.071), and, finally, adults with chronic bronchitis (0). Tables 10.9-3 (a) and (b) 
show the number of impacts for the Southwest Reference avironment, which are 
zero within 50 miles, and within 1,OOO miles, are about one-thirtieth of the 
corresponding number of impacts for the Southeast Reference environment. As 
noted previously, the difference is attributed to the order of magnitude difference 
in population, to the combination of population distribution and wind direction, and 
to the lower background concentrations of PM,, in the Southwest (which are below 
the health effects threshold). 

chronic cough (0.33), children with-chronic bronchitis (0.28), ERVS (0.16), RHAs 
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Table 10.9-2a. Particulat-orbidity: number of impacts 
per year for the southeast site [for 0-50 miles]’ 

Pathway endpoint LOW Mid High 
Restricted activity day 8.1 41 74 
--Ostro (1987) 6.1 28 51 
Emergency room visit 0.025 0.24 0.45 
--Samet et al. (1981) 0.017 0.16 0.31 
Asthma attackday 
--Ostro et al. (1991) 

3.2 17 31 
2.2 12 21 

Child chronic bronchitis 0.069 0.41 0.75 
--Dockery et al. (1989) 0.048 0.28 0.52 
Child chronic cough 
--Dockey et al. (1989) 

0.082 0.47 0.86 
0.056 0.33 0.60 

Respiratory hospital admission 0 0.10 0.21 

Any symptomday 970 1,500 2,100 
--Krupnick et at. (1990) 670 1,100 1,500 
Chronic bronchitis in adults 0 0 0 
--Abbey et al. (1993) 0 0 0 
I Numbem inbold are with a threshold of 30 &m’ annual average PM,,. Estimatee of chronic 
bronchitis are based on a thFeshold of at least 10 daydyear with 24-hr average TSP > 100 
d m ’ .  

--Plagimakos and Parker 0 0.071 0.14 
(1988) 
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Table 10.P.2b. Particulate-morbidity: number of impacts 
per year for the Southeast site [for 0-1,OOO miles] 

Pathway endpoint LOW Mid High 

Restricted activity day 

Emergency room visit 
--Samet et al. (1981) 
Asthma attack-day 
--Ostro et al. (1991) 
Child chronic bronchitis 
--Dockery et al. (1989) 

--O~tro (1987) 
35 170 300 
17 81 140 
0.1 0.96 1.8 

0.048 0.47 0.89 
13 68 123 
6.2 33 60 

0.28 1.6 3 
0.14 0.80 1.5 

Child chronic cough 0.33 1.9 3.5 
--Dockery et al. (1989) 0.16 0.93 1.7 
Respiratory hospital admission 0 0.41 0.83 
--Plagiannakos and Parker 0 0.41 0.41 

(1988) 

Any symptom-day 3,900 6,200 8,600 
-Krupnick et al. (1990) 1,90(.) 3,000 4,200 
Chronic bronchitis in adults 0.029 0.16 0.29 
--Abbey et al. (1993) 0.029 0.16 0.29 
‘Numbers m bold are witb a threshold of 30 &my rrmrual average PM,,. Estimates of chtonic 
broncbitis am based on a threshold of at least 10 daydyear with 24-hr average TSP > 100 
&m’. 
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Table 10.9-3a. ParticulaMorbidity: number of impacts 
per year for the Southwest site [for 0-50 miles]’ 

Pathway endpoint LOW Mid High 

Restricted activity day 

Emergency mom visit 
--Samet et al. (1981) 
Asthma attack-day 
--Ostro et at. (1991) 

--Ostro (1987) 
0.3 1.2 2.1 
0 0 0 

O.OOO7 0.0068 0.013 
0 0 0 

0.091 0.48 0.87 
0 0 0 

Child chronic bronchitis 0.002 0.012 0.022 
--Dockery et al. (1989) 0 0 0 
Child khronic cough 0.0023 0.014 0.025 
--Dockery et al. (1989) 0 0 0 

--Plagiannakos and Parker 0 0 0 
Respiratory hospital admission 0 0.0029 0.0059 

(1988) 
Any symptomday 
--Krupnick et at. (1990) 

28 44 61 
0 0 0 

Chronic bronchitis in adults 0 0 0 
--Abbey et al. (1993) 0 0 0 
’ Numbers m bold are witb a threshold of 30 &m’ annual average PMl0. Estimates of chronic 

Pdm’. 
bronchitis are based on a threehold of at least 10 dayslyear with 24-br avemge TSP > 100 
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Table 10.9-3b. Particulate-morbidity: number of '"p"cts 
per year for the Southwest site [for 0-1,OOO des] 

Pathway endpoint LOW Mid High 

Restricted activity day 1.2 5.6 9.9 
--Osbo (1987) 0.6 2.8 4.9 
Emergency mom visit 0.0033 0.032 0.061 
--Samet et al. (1981) 0.0017 0.016 0.03 
Asthma attack-day 
--Ostro et al. (1991). 

0.43 2.3 4.1 
0.21 1.1 2.0 

Child chronic bronchitis 0.0093 0.055 0.1 
--Dockery et al. (1989) 0.0046 0.027 0.05 
Child chronic cough 0.01 1 0.064 0.12 
--Dockery et al. (1989) 0.0055 0.032 0.056 
Respiratory hospital admission 0 0.014 0.028 
--Plagimakos and Parker 0 0.0069 0.014 

(1988) 
Any symptom-day 
--Krupnick et al. (1990) 

130 210 290 
65 100 140 

Chronic bronchitis in addts 0.001 0.0054 0.0098 
--Abbey et al. (1993) 0.001 0.0054 0.0098 
'Numbere in bold are witb a thieshold of 30 pglrn' rumual average PM,,. Estimatee of chronic 
bronchitis are based on a threshold of at leaet 10 dnydyear with 24-hr average TSP > 100 
&m'* 

10.9.2 Morbidity Damages and Externalities from Particulates 

To convert the above estimates of acute effects into damages, estimates of 
individual WTP to avoid such effects are needed. An approach is also needed for 
aggregating these partly non-separable damages to avoid doublecounting. The 
ideal WTP measures would capture all the medical costs, pain and suffering, time 
loss, and fear of an acute illness experience. This experience might also include 
a restriction in activity, an emergency mom visit, or a hospital stay. Thus, the 
WTP measure would address a hiemrchy of effects ranging in severity from minor 
symptoms to hospital stays. Unfortunately, as there are no such measures of WTP 
available, we must make do with proxies. 

First, it is worth noting that these disparate estimates pass a reality check, 
in the sense that comparing the affects of a unit change in PM,, in the various 
endpoints reveals that they are related to one another in a reasonable way. For 
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instance, a Comparison of the effect of a unit change in PM,, on emergency room 
visits and hospital admissions shlows that the former (23.54/100,000) are over 
twice the latter (10.15/100,O00). In addition, the number of adult RADs 
(5,750/100,000) vastly exceeds the number of ERVs, and the number of adult 
symptom days (205,000/100,000) vastly exceeds the number of RADs. 

Referring back to Fig. 10.9-1, we deal with the overlap between adult 
RADs and adult symptomdays by valuing all R A D s  and adding to this the value 
of residual symptomdays (see Section 10.15). The Health Intedew Survey data 
base used to estimate R A D s  omits hospital and emergency room days. Thus, 
values associated with these measures can be added to values for R A D s  without 
doublecoUnting. On a WTP basis, avoiding double-counting of emergency room 
and hospital visits is problematic since estimates of the WTP of people to avoid 
these experiences do not exist. Instead, we have medical costs for each type of 
visit, plus we assume that a work loss day (WLD) is encountered for each day of 
either, an emergency room or hospital visit. Since emergency room visit charges 
are typically added to hospital charges, we feel justified in considering their sum 
as involving no doublecounting of medical costs. 

There is a clear potential for double-counting R A D s  and symptom-days 
since the la#er are a necessary condition for the former. We address this issue by 
valuing all R A D s  plus valuing any excess of symptom-days over RADs. 

A certain number of asthma attack days and child illness days will have 
emergency room visits and hospitalization associated with them. Estimates of the 
WTP to avoid an asthma attack day (taken from Krupnick 1987) already include 
these consequences (on average). We do not have estimates of the percentage of 
asthma attacks resulting in emergency room visits. Based on data on hospitalization 
of asthmatics from the Heart, Lung and Blood Institute (1982) and an estimate of 
9.9 asthma attacks per year per asthmatic on average in Krupnick (1987), we 
estimate that 0.5% of asthma attackdays result in hospitalization. We assume that 
1 % of asthma attacks result in emergency morn visits. 

Unit values (Table 10.9-4) for "any" symptomdays (midpoint=$6) and 
asthma attack days (midpoint=$%) m taken from Kmpnick et al. (1989). Values 
for a RAD are estimated as part of this project using a weighted average of values 
for the components of a RAD (beddisability days (BDDs), work loss days 
(WLDs), and other RADs). BDDs and WLDs are conservatively valued at the 
average daily beforetax wage for full-time workers (to reflect social 
opportunity costs) in the reference environments ($69.70 in Tennessee in 1989 
dollars, and $73 in New Mexicoa), while other restricted activity days (which are 
less severe) are valued as minor restricted activity days (MRADs) ($21.48; 
Krupnick et al. (1989). Weights are taken from the 1979 Health Intemiew 
Survey, with MRADs 38% of RADs. This approach yields a value of a RAD of 

21 Since the average wage is 80 similar in tbe two reference environme0ts, we w e  the Tennessee 
wage throughout. 



Electric Power Generation 10-69 

$51.38 in Tepmessee. Respiratory related RADS (RRADs) are valued in the same 
way, using weights specific to respiratory conditions. In this case, minor 
respiratory related restricted activity days 0 s )  are only 21% of total 
RRADs. Thus, the value of an RRAD is $59.5tLU 

1 

Table 10.94 Unit values for particulatemorbidity endpoints (in 1989 
dollars) for the Southeast Reference environment 

Pathway endpoint LOW Mid High 

Respiratory hospital 
admission (Krupnick and 
Cropper 1989) 
Emergency mom visit 
(RCG/Hagler, Bailly 1988) 
Restricted activity day 
(Krupnick et al. 1989) 

Any symptomday 
(Krupnick et al. 1989) 

Asthma attackday 
(Krupnick et al. 1989) 

Child chronic bronchitis 
(Krupnick et al. 1989) 
Adult chronic bronchitis 
(Viscusi et al. 1991 and 
Krupnick and Cropper 
1991) 

$6,306 

178 

51 

3 '6 12 

11 30 49 

132 

57,000 210,001) 500,000 

.F 
I 

Panergency room $sits were estimated by RCG/Hagler, Badly (1988)~~ the 
value of a work loss day as equal to $90 in 1986 dollars.. We use this approach 
updated to 1989 dollars ($178). Hospitalization costs ($6,306 per event in 
Tennessee) are esthatd using'Knipnick q@er (1989) to obtain a weighted 
average of hospital cost per hospi event for admittances for chronic 
bronchitis and for emphysema, which is $1,801 in 1977 dollars, plus the value of 
days lo&, eqql tq a weighted average length of stay (LOS) times the average daily 
wage. LOS was 9.1 days for chronic bronchitis and 9.8 days for emphysema 
(Heart, Lung, andBlood Institute 1982). 

. .  

arNatethsttvahhg an RRAD bigbr thana RAD is adeperture fromthe literature. However, an 
RRAD is mom likely to result m a  BDD d a WLD tban an average RAD. 
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We do not have estimates of WTP to avoid an increased annual risk of 
bronchitis and chronic mugh as they apply to children (although we have estimates 
of medical costs and WTP to reduce risks of chronic bronchitis in adults). 
However, Krupnick and Cropper (1989) report an estimate of the average yearly 
medical costs associated with chronic bronchitis in children up to 10 years old. 
Inflating this 1977 estimate of $42 to 1989 d o h ,  medical costs are $132. As this 
estimate of costs is probably a very small percentage of total costs, which would 
include the value of parent time, pain and suffering, etc., we feel that 
doublecounting is not an issue. 

Viscusi et al. (1991) and Krupnick and Cropper (1991) examined the WTP 
to reduce the risks of chronic respiratory disease using conjoint analysis. This 
analysis involves asking respondents to choose between two cities to live in, where 
both are preferred to his present city and the cities differ in terms of the risk of 
developing chronic bronchitis (or respiratory disease in general) from living there 
and in one other characteristic, either the probability of dying in an automobile 
accident or the cost of living. An interactive computer program changes the 
magnitudes of these differences to drive the subject to a point of indifference 
between the two cities. At this point, the autodeath chronic bronchitis tradeoff is 
known and a statistical case of chronic bronchitis can be monetized by use of a 
value of a statistical life or, for the chronic bronchitiscost of living tradeoff, the 
value of a case can be obtained directly. The two studies use the same protocol, 
except that Krupnick and Cropper chose a sample of subjects who had relatives 
with chronic respiratory disease and asked a second set of questions to obtain WTP 
to reduce risks of a chronic respiratory disease with symptoms just like their 
relative 's. 

Viscusi et al. estimated an average value of a statistical case of chronic 
bronchitis of $1.3 million for the first tradeoff and $0.93 million for the second. 
Krupnick and Cropper's estimates using the same protocols are $1.47 million and 
$2 million. Median values (which the authors believe are more reliable) are $0.58 
and $0.46 million for Viscusi et al. and $0.66 and $1 million for Krupnick and 
Cropper. This comparison may be misleading, however, as the sample 
C- * 'cs were quite different between the two studies, the former being more 
representative of the general population. 

Whether any of these values can be used here is questionable, since in the 
Viscusi et al. study the case of chronic bronchitis was described to the subjects and 
this case was quite a severe one, more severe than the average case is likely to be. 
The first part of the Krupnick and Cropper study suffers from the same bias, while 
the second part, which permits valuation based on the severity of the relative's 
disease, may be more representative of average severity but is not strictly limited 
to chronic bronchitis, including asthma, emphysema, and chronic obstructive lung 
disease, the latter a catch-all category. As chronic bronchitis may be relatively less 
severe than asthma and emphysema, it is perhaps not surprising that the WTP 
estimates for the second set of questions are actually larger than for the first set, 
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except for the responses to the chronic diseasecost of living tradeoff (the mean is 
slightly lower and the median is the same across the two sets of questions). 

For valuation purposes, one possibility is to use the regression results in 
Krupnick and Cropper explaining WTP for the second set of questions to adjust 
sevexity of the disease to an average level. This might be appropriate for matching 
the health endpoints in the Abbey et al. study, as Abbey also found significant 
associations between air pollution and asthma and obstructive airway d i m .  If 
we stick to chronic bronchitis, however, the Krupnick and Cropper estimates will 
be too high. 

Therefore, our preference is to use the Viscusi et al. estimates, with the 
median estimates chosen for their greater stability and insensitivity to outliers. As 
their use of a $2 million value of a statistical life is arbitrary, we use the results for 
the chronic bronchitisast of living trade-off, about $500,000 per case. To adjust 
for severity, we use the elasticity of severity on this tradeoff as estimated by 
Krupnick and Cropper. This elasticity evaluated at the means is about 1.16, 
meaning that a 1 percent change in the severity scale (which ranges from 0 to 13, 
where 13 is the most severe, corresponding to the Viscusi et al. description of a 
case of chronic bronchitis) results in a 1.16% change in the value of a case of 
chronic disease, which we assume applies to any of the respiratory diseases tested. 
As the mean severity score was 6.47, which is 50% of the Viscusi et al. implied 
severity, we multiply 1.16 by 50% to see that the value of a case falls by 5896 
when severity drops by half. So the value of a statistical average case of chronic 
bronchitis is $210,000. We use the unadjusted median estimate for the 95th 
percentile estimate. Assuming a log normal distribution, the 5th percentile 
estimate is $57,000. Damages from this endpoint are added to the aggregation of 
damages for the other endpoints. 

In addition to the value of a case of chronic bronchitis in adults, for the 
purposes of the Monte Carlo simulation, a lognormal distribution has been fit to 
the mges of unit values, excepting asthma attacks for which a normal distribution 
is assumed. Where a point estimate is given, perfect certainty is also assumed in 
the Monte Carlo simulation. The results of the Monte Carlo simulations are 
presented in Tables 10.9-5 (a) and (b) and Tables 10.9-6 (a) and (b) for the 
Southeast and Southwest ref- envin#unents. In addition to the mean estimate, 
the tables show the low and high estimates (5th and 95th percentiles) of annual 
marginal damages by symptom type and total damages per kwh accumulated 
within 50 and within 1,000 miles of the ~ l a n t s . ~  The range reflects only the 
uncertainty in the dost+mpnse functions and unit damage values of the quantified 
pathways. If there is no dose-response threshold, then the mean estimates of 

25NotetbattheMidh fixthe "Total pathway damages are lees than M equal to the sum of the 

8yoopbrm. Ah, mte that acundiq to probability theory, the sum of the 5th percszrtile (i.e., 'Low') 
values is always less tben the 5th pe& of the total. Tbe oppoeite~ ia true of the 95th w i l e  
V h .  

individual pathway value% becauee the letter may contaia twme c h b m  g due to overlapping 
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aggnz@e mohidity damages from particulates for the four cases -within 50 miles 
of the Southeast plant, within 1,OOO miles of the Southeast plant, within 50 miles 
of the Southwest plant, and within 1,OOO miles of the Southwest plant -- are 
0.0061,0.028,0.0018, and 0.002 miWkWh, respectively. If there is a threshold 
of 30 pglm3, then the corresponding damages are 0.0042 and 0.015 for the 
Southeast, and 0 and 0.0016 for the Southwest. Damages associated with the 
categories of symptom-days, adult chronic bronchitis, and RADS, in that order, 
appear to comprise the vast majority of the damages for the Southeast Reference 
environment. Figures 10.9-2 (a) and (b) and Figs. 10.9-3 (a) and (b) show the 
CDFs for total damages for the Southeast and Southwest Reference environments. 
Since there are no factors that internalhe these damages, they are externalities. 
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Table lO.!Ma. Particulates-morbidity: damages per year 
s r  0-50 miles]' - 

Pathway endpoint LOW Mid High 

Restricted activity day 

Emergency room visit 

Asthma attackday 

Child chronic bronchitis 

Child chronic cough 

Respiratory hospital admission 

Any symptom-day 

Adult chronic bronchitis 

Total pathway damages 

Total pathway damages (milldkwh) 

0.43 
0.29 
0.0025 
0.0017 
0.056 
0.038 
0.01 
0.007 
0.00037 
0.00025 
0.021 
0.015 
4.4 
3 
0 
0 

7.3 
5 

0.0035 
0.0024 

2.1 
1.4 

0.041 
0.029 
0.51 
0.35 
0.055 
0.038 
0.0026 
0.0018 
0.68 
0.47 
9.6 
6.6 
0 
0 
13 
8.8 

0.0061 
0.0042 

3.8 
2.6 

0.078 
0.053 

1.1 
0.74 
0.098 
0.067 

0.0068 
0.0047 

1.4 
0.93 
17 
12 
0 
0 
20 
14 

0.0097 
0.0067 

'Numbers in boldl am with a threshocd of 30 &m' auuual average PM,,. Estimates of chronic 
bronchitis are based on a thieshold of at least 10 dayelyear with 24-hr average TSP > 100 
P+'. 
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Table 10.9-Sb. Particulateslnorbidity: damages per year 
(in thousands of 1989 dollars) for the Southeast site for [O-l,OOO miles]’ 

Pathway endpoint LOW Mid High 

Restricted activity day 1.9 8.6 15 
0.91 4.2 7.3 

Emergency mom visit 0.014 0.17 0.32 
0.0066 0.084 0.16 

Asthma attack-day 

Child chronic bronchitis 

Child chronic cough 

0.31 2 4.2 
0.15 0.99 2 
0.036 0.22 0.41 
0.017 0.11 0.2 

0.0015 0.01 0.025 
0.00072 0.005 0.012 

Respiratory hospital admission 0.065 2.7 5.5 
0.032 1.3 2.7 

Any symptom-day 

Adult chronic bronchitis 

17 40 73 
8.5 19 36 
1.1 5.8 11 
1.1 5.8 11 

Total pathway damages 35 58 92 
19 31 48 

Total pathway damages (milldkwh) 0.017 0.028 0.044 
0.009 0.015 0.023 

’Numbers m bold am witb a threshold of 30 &m’ anmud average PM,,. &timatee of chronic 
bronchitis am based on a threshold of at least 10 daydyear with 24-hr average TSP > 100 
Pdm’. 
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I 

Table 10.9aa. Particulates-morbidity: damages per year (in thousands 
of 1989 dollars) for the Southwest site [for 0-50 miles]’ 

Pathway endpoint LOW Mid High 

Restricted activity day 

Emergency room visit 

Asthma attack-day 

Child chronic bronchitis 

Child chronic cough 

Respiratory hospital admission 

Any symptom-day 

Adult chronic bronchitis 

Total pathway damages 

Total pathway damages (milldkwh) 

0.016 
0 

0.00086 
0 

0.0015 
0 

0.00031 
0 

0.0000077 
0 

0 
0 

0.13 
0 

0 
0 

0.21 
0 

0.0001 

0.062 
0 

0.00012 
0 

0.014 
0 

0.0015 
0 

O.ooOo72 
0 

0.019 
0 

0.28 
0 

0 
0 

0.37 
0 

0.00018 

0.11 
0 

0.0022 
0 

0.03 
0 

0.0028 
0 

0.00019 
0 

0.038 
0 

0.5 
0 

0 
0 

0.59 
0 

0.00028 
0 0 0 

‘Numbem in bold are with a threshold of 30 &m’ annual average 
bronchitis are based on a thteshold of at least 10 daydyear with 24-hr avemge TSP > 100 

Estimates of chronic 

Pdm’. 
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Table 10.94%. Particulates-morbidity: damages per year (in 1989 
dollars) for the Southwest site for [O-l,000 d e s ] ’  

Pathway endpoint LOW Mid High 

Restricted activity day 

Emergency room Visit 

Asthma attackday 

Child chronic bronchitis 

Child chronic cough 

Respiratory hospital admission 

Any symptomday 

Adult chronic bronchitis 

Total pathway damages 

Total pathway damages (milldkwh) 

0.052 
0.026 

0.00083 
o.oO041 
0.0095 
0.0047 
0.0012 
0.00059 
0.000044 
o.oooo22 

0 
0 

0.59 
0.29 
0.5 1 
0.51 
2.1 
1.3 

0.00098 

0.29 
0.14 

0.0061 
0.003 
0.069 
0.034 
0.0072 
0.0036 
0.00033 
0.00017 
0.087 
0.043 

1.3 9 

0.66 
2.5 
2.5 
4.2 
3.4 
0.002 

0.52 
0.26 
0.01 1 
0.0055 
0.14 
0.069 
0.013 
0.0066 
0.00082 
o.oO041 

0.18 
0.088 

2.3 
1.1 

4.7 
4.7 
6.6 
5.6 

0.003 1 - - 
0.00062 0.0016 0.0027 

’ Numbers m bold are with a threshold of 30 pg/m’ annual average PM,,. Estimstes of chronic 

d m ’ .  
bronchitis are based on a threshotd of at least 10 dayelyear with 24-hi a v q e  TSP > 100 
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F’igure 10.9-2 (a). ~culate-morbidity damages within 50 d e s  of Southeast 
plant with and without 30 microgram/cubic meter threshold 

Figure 10.9-2 (b). Particulatemorbidity damages within lo00 miles of 
Southeast plant with and without 30 microgram/cubic meter threshold 
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Figure 10.9-3 (a). Particulate-morbidity damages within 50 miles of 
Southwest plant with and without 30 microgram/cubic meter threshold 

Figure 10.%3 (b). Particulate-morbidity damages within loo0 miles of 
Southwest plant with and without 30 microgram/cubic meter threshold 



Electric Power Generation 10-79 

10.10 EFFECTS OF PARTICULATES ON MATERIALS 

10.10.1 Emissions of Particulates 

TOM particulak emissions 
from the Reference power plants- 
were estimated to be,  0.02 
tondGWh. PM,, emissions were 
estimated to be 67% of the total 
particulate emissions Le.,. 0.014 
tonslGWh (323 tonslyear or 9.3 
aamdsecond). This estimate was 
based on the particle size distribution of emissions from an electrostatic 
precipitation used to control particulate emissions (EPA 1988). 

The ground-level pollutant concentrations of total suspended particulates 
(TSP) and PM,, that could be expected to occur as the result of the operation of the 
300 MW reference oil-fired power plant were predicted using atmospheric 
dispersion modeling. A description of the computer modeling is presented in 
ORNURFF (1994a, Part I). The highest predicted ambient annual concentration 
of PM,, from the Southeast Reference plant site is 0.012 micrograms per cubic 
meter @g/m?. The highest predicted ambient annual concentration of PM,, from 
the Southwest Reference plant site is 0.01 1 pg/m3. 

10.10.2 Impacts of Particulates 

'Zinc, calcareous stone and paint are particularly at risk from impacts 
involving not only wet and dry deposition of SO, and NQ, but also particulate 
solids (Short and Mills 1991). Particulates also have damaging effects on glass 
surfaces by staining which causes loss of natural light transmission. Particulates 
of all sizes also soil fabrics and other surfaces. 

10.10.3 Damages to Materials from Particulates 

The WTP to avoid or reduce material soiling or other impacts is not simply 
the replacement or cleaning cosf~ of the materials. If the materials are monuments 
or other public, special objects, they may have a cultural value beyond replacement 
or cleaning costs. 

There have been few atkmpts at estimating materials damages because of 
a paucity of dose-response functions, a lack of materials inventories (where the 
inventory required should contain data on the position and type! of materials, as 
well as future trends in the use of materials), and few surveys that adequately 
capture the full range of behavioral responses to material effects. In the U.S., 
there are only a handful of contingent valuation studies that address WTP to 
preserve monuments and other cultural resources, with emphasis on acid rain 
damage (Charles River Associates 1983). 

r 
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The litenitwe i s  largest with respect to materials soiling. Cummings et al. 
(1981) statistically related TSP concentrations to expenditures on residential 
cleaning, but the appn>ach i g n d  certain types of consumer responses and did not 
measure WTP. Manuel et al. (1982) is a more theoretically satisfying attempt 
because this study estimated a model of consumer behavior in response to soiling 
that cap- the production and consumption of cleanliness. That study examines 
the relationship between consumer expenditures and air pollution levels. This 
approach has the advantage of avoiding the need for dose-response functions and 
mateflals inventories, but the aggregate nature of the analysis and the difficulty of 
attributing expenditure variation to particular pollutants or their effects makes such 
estimates highly uncertain. Nevertheless, because estimates are based on a dataset 
of consumer expenditures for 24 SMSA's ("he Bureau of Labor Statistics' 
Consumer Expenditure Survey), the study results can be generalized to a variety 
of areas. Note, however, that the dataae over 20 years old. 

Both RER (1991) and NERA (1992) in their studies of damages in the 
South Coast Air Basin (SCAB) and NERA (1993), in a similar assessment for 
Nevada, rely on Manuel et d.'s (1982) study to estimate the materials damages 
from particulates. However, they handle the uncertainty in different ways, coming 
to vastly different conclusions about damages avoided from particulate reductions 
in the SCAB. 

The original Manuel et al. study did not report soiling damage separately 
from some other effects of particulates and used a measure of TSP inconsistent 
with that used in our study -- the second highest 24-hour average over the year. 
NERA (1993) reports that it anranged for the consulting firm that pedormed the 
original study (MathTech) to redo the analysis, relating annual average PM,, and 
SO, concentrations to the soiling damage estimates. The analysis accounts for 
possible interaction effects between particulates and SO, and permits non-linearities 
in the damage function. NERA reports that at the baseline particulate levels 
associated with our reference environments, ie., an annual average around 40 
pg/m3 PMlo, the LOW, MID, and HIGH damages per household for a 1 pg/h 
change in PMlo.($1990) are $0.58, $2.88, and $5.09, respectively. Only the 
HIGH estimate IS the least bit sensitive to baseline SO, concentrations, but the 
interaction effects are small enough to be ignored. These estimates may 
underestimate damages because they ignore the value of time for do-it-yourselfers. 

Whatever damages exist, they are externalities. They are not reflected in 
the prim of electricity. Because of the lack of baseline inventory data, however, 
we do not estimate materials damages and externalities. 
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10.11 EFFECTS OF ACIDIC DEPOSITION ON RECREATIONAL 

10.11.1 Emissions and A h  Deposition 

Emissions of SO, and NO, from the electricity sector have been a major 
contributor to acidic deposition. The chemistry of acid deposition involves the 
oxidation of both SO, and NQ in the atmosphere by strongly oxidizing species 
such as O,, OH and 6 Q to form strong acids #I sb> and €@O . These are 
deposited both directly by dry deposition (particulate and gaseous acid precursors) 
and by removal in rainfall. The rate of wet deposition (rain, snow, fog) is of 
course highly variable both in space and time. 

Some of these reaktions occur only slowly in the atmosphere so that 
deposition occurs over a very wide area. Regional scale modeling is therefore 
required to determine the incremental effects of an individual power station. 

The increment of sulfur deposition at each watershed that is attributable to 
the reference plant could be calculated as the National Acid Precipitation 
Assessment Program (NAPAP) did using the Regional Acid Deposition Model 
(RADM; Dennis et al. 1990, Clark et al. 1989). - There is a great deal of 
uncertainty in estimating wet and dry deposition tq watersheds, both for current 
deposition (Turner et al. 1990) and for future deposition (Dennis et al. 1990). 
Because the aquatic effects of sulfur deposition are not linear, the incremental 
effect of the reference plant could be quite different under higher versus under 
lower sulfur emissionddepsition rates. The incremental effects could also change 
over time. For example, they muld be higher when the regional sulfur deposition 
loading (ie., from other power plants) was high, and lower or nonexistent below 
a certain threshold or critical load of sulfur deposition. 

Local-&ale atmospheric emissick models (e.g., plume models) are reliable 
only to a distance of about 50 km from the source. Long-range transport.modeling 
studies were performed fOr<NAPAP, but source-specific ~ u l t s  that could be used 
for this report are not available at time. . . 

10.11.2 Impacts of Acidic Deposition on Recreational Epsheries 

The principal source of quantitative*/ in fowon:  on effects of acidic 
deposition on recreational fishing is the National Acid Precipitation Assessment 
Program Integrated Assessment (NAPAP 1991) and its associated State of 
Science/Tezhnology,reports (e.g., L. Baker et 1990; Turner et al. 1990; J. 
Baker et al. 1990; and Thornton et al. .1990) These reports summarize the 
surveys, models, data sets, and conclusions about relationships between acidic 
deposition and effects on aquatic biota from the 10-year NAPAP study. 

Rivers draining the southwestem region are well buffered (Le., neutralized) 
by geological processes and are not likely to be acidified by an additional power 

FISHERIES 
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plant in the region. Landers et al. (1987) found in the Western Lake Survey [part 
of the National Surface Water Survey, (NSWS)] that there were numerous lakes 
in the high4evation mountain regions of the West that have low acid neutralizing 
capacity (ANC) and are potentially highly sensitive to effects of acidic deposition, 
though currently no lakes are acidic. NAPAP did not model future effects in the 
West because no regional effects.have been documented to date and because 
uncertainty in current and project wet and dry deposition to these lakes is very 
high. 

Two steps were employed in NAPAP's regional modeling process: (1) 
modeling of watershed chemistry, to relate deposition scenarios to projected long- 
term chemical characteristics of the surface water, and (2) modeling of fish 
responses to changes in pH and other water quality parameters. Long-term 
regional water chemistry projections ultimately were based principally on the 
Model of Acidification of Groundwater in Catchments (MAGIC) water chemistry 
model (Church et al. 1989; NAPAP 1991; Turner et al. in press). The principal 
biotic response model employed was an empirical model derived from observed 
assoCiations between fish population status and acid-base chemistry in field studies. 
The output of the comb@d models consists of region-specific estimates of the 
fraction of streams or lakes with long-term acid-base chemistry suitable for fish 
survival under different Scenarios of sulfur deposition. In general, changes in fish 
densities were not modeled in the NAPAP work. 

To quantify the incmmental effects of a single power plant more accurately, 
additional research is needed to: (1) reduce uncertainty in projections of future 
regional atmospheric deposition (or to hypothesize specific scenarios for 
evaluation), (2) reduce uncertainty in estimation of wet and dry atmospheric 
deposition (of acidifying and neutratiZing substances) to individual watersheds, (3) 
improve our ability to model all important watershed processes that affect water 
chemistry and fish response on both long-term (or chronic, 50-year) and short-term 
(or episodic, storm event) time scales (and to survey all the input data for the 
watersheds needed to drive the models), and (4) improve our models of fish 
response to short- and long-term changes in water chemistry. Further discussion 
is given in 0- (1994b, Section 10.11). Due to these limiting factors, no 
numerical estimates can be calculated. 

10.12 EFFECTS OF ACIDIC 'DEPOSITION ON CROPS 

Research studies of the impacts of acid rain on crops have generally found 
no significant effects on crop yield. The results of these studies, as thoroughly 
reviewed by Shriner et al. (1990), are summarized in Table 3.7 in ORNURFF 
(1994a, Part II). 

Since no reduction in crop yields are anticipated to result from increased 
acid rain, there are no damages or externalities. Thus, Chapter 11 lists the 
damages and the externalities as zero, in the tabulation of numerical results. 
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10.13 EFFECTS OF ACIDIC DEPOSITION AND OZQNE ON MlREsTS 

10.13.1 Impacts of Acidic Deposition and Ozone on Forests 

It is difficult to evaluate the damage costs of an oil fuel cycle that are 
associated with the effects of acidic deposition and ozone on forests. This 
difiiculty is due to large s o m  of variability in the response of forest vegetation 
to these pollutants, both in space and time. The 10-year NAPAP research and 
assessment program made major advances in the science necessary to understand 
the response of individual seedlings, and in some cases, mature trees, to air 
pollution stress. In many cases, however, there is still not a quantitative linkage 
between seedlirig response, whole mature tree response, and forest stand or 
ecosystem response. NAPAP was unable to develop a linked model of dose- 
response leading to economic valuation of effects. In the absence of such 
capability, sensitivity analyses were performed using a range of growth reduction 
estimates due to pollution stress as input to the forest econometric model. 

10.13.2 Damages to Forests from Acidic Deposition and Ozone 

The effects of increasing pollution on forests can reduce social welfare by 
reducing the productivity of c ~ m m d  forests and by changing the characteristics 
of forested lands used for recreation. In addition, changing the character of any 
forested lands $may reduce the welfare of non-users. The first two effects are 
discussed in the following section. Nothing more will be said about the third 
because we have found no studies relating changes in forest characteristics to 
existence values (or other non-use values). 

Turning to c o m m d  effects first, the appropriate measure of changes in 
social welfare as a result *of a change in-the yield of commercial forests is the 
change in consumer and pyiuwr surplus., NAPAP SOS #27 reviews the U.S. 
valuation Jiterature concerning this effect, concluding that the TAMM (Timber 
Assessment Market Model) (which has been recently updated to TAMM90) is one 
of the best known of.the for& marketLmodels,and devoting its entire commercial 
forest valuation discussion to this model and its applications. This econometrically 
estimated simulation model of market supply and demand, is spatially explicit for 
North American containing a forest. inventory projection system 
differentiated by ag The yield.reductionsof particular stands of trees as a 
result of pollution is an input into the model-. With lower tree growth, inventories 
fall, which lowers stumpage suppliei and raises stumpage prices; this raises 
production costs. and pric&;lowering consumption. I -The mdel then produces 
estimates of changes in consumer and producer surplus. For reductions of 5% in 
hardwood growth and 10% in softwood growth in'the south and 5% reductions in 
both types of trees in the north (relalive to base case growth), the TAMMW model 
found welfare losses of $0.5 billion in the year 2000 (in 1967 dollars), rising to $3 
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billion by 2040. Results for the southeast (our reference environment) could be 
extracted from this model. In 1989, these losses would more than triple. 

Of course, those scenarios are far greater in magnitude than the effects from 
a reference power plant. While ozone, in particular, is an important stress on 
terrestrial ecosvstems. NAPAP was 
unable to devehp any dose-response 
relationships. Thus, we are unable to 
calculate damages. 

Turning to recreation effects of 
a change in f&t condition, according 
to NAPAP SOS #27, very few studies examhe the welfare losses asdated with 
a change in forest characteristics at one or more recreation sits. NAPAP found no 
studies linking acid deposition changes in forests to recreation losses. Very few 
studies examine welfare losses when characteristics of many recreation sites change 
simultaneously, none associated with acid deposition. 

Cmcker (1985) and Peterson et al. (1987) estimated WTP of recreationists 
(and, for the latter study, property owners) on forested lands near Los Angeles to 
avoid vegetation damage from ozone-induced injuries. Crocker used photographs 
showing various degrees of damage to the San Bernardino National Forest to elicit 
WTP with a CV survey. People were WTP $1.35 less per trip to a forest that 
looked moderately damaged relative to a forest that was slightly damaged. 
Peterson et al. used CV techniques to estimate WTP for a one-step decrement on 
a forest quality ladder showing various degrees of ozone damage in the San 
Bernardino and Angeles national forests. WTP average $38 annually for 
recreationists and $1 19 annually for adjoining property owners, with about 75% 
of values classified as non-use. The values from these studies, however, are 
inadequate for estimating damages and externalities in our study since the dose- 
response and valuation relationships are inadequately estimated. 

10.14 EFFEC'IS OF ACIDIC DEposFIlON AND OZONE ON MATERIALS 

The literature gives a number of dose-response relationships for damages 
to materials €?om acidic deposition and ozone. These damage functions do not 
account for the great variability expeckd under uncontrolled conditions, which are 
different from those considered in the studies. Also, as discussed in Section 10.10, 
the willingness to pay to avoid or reduce impacts on materials is not simply the 
replacement, repair, or cleaning costs. In any event, the lack of an inventory on 
buildings and materials precludes our making any estimate of the damages. 
Further discussion is given in Section 10.14 of O W R F F  (1994b). 
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10.15 HEALTH EFFECTS OF OZONE 

10.15.1 Precursor Emissions and Change in Ozone Concentrations 

Exhaust gases from power plants that bum fossil fuels contain 
concentrations of sulfur dioxide (SO&, Ntric oxide (NO), particulate matter, 
hydmcarbon compounds and trace metals. Estimated emissions from the operation 
of the hypoth&d 300 MW oil-fired power plant are given in Table 6.1-2. Ozone 
is considered a secondary pollutant. It is not emitted directly into the atmosphere 
but is formed from other air pollutants, specifically,,nitr~gen oxides (NOJ and 
non-methane organic compounds (NMOC) ‘in the presence of sunlight. (NMOC 
are sometimes referred to as hydrocarbons, HC, or volatile organic compounds, 
Voc) . 

I 

Ozone formation depends on the ratio of NMOC concentrations to NO, 
concentrations. Figure 10.15-1 is a typical ozone isopleth generated with the 
Empirical Kinetic Modeling Appmkh (EKMA) option of the Environmental 
Protection Agency’s @PA) Ozone Isopleth Plotting Mechanism (OZIPM-4) model. 
The shape of the isopleth curves h Figure 10.15-1 is a function of the region (Le., 
background conditions) where ozone concentrations are simulated. 

The location of an ozone concentraton on the isopleth diagram is define by 
the ratio of the NMOC and .NO, coordinates of the point, known as the 
NMOUNO, ratio (NRC 1991). The diagonal line from the lower left to the upper 
right corresponds to an “0, ratio of approximately 8/ 1. This line defines 
two areas of the graph. Areas to the left of the line have low NMOC/NO, ratios 

areas charackrized by relatively high concentrations of NO!, the addition of NO, 
emissions results in little or no increase in ozone concentrabons and may actually 
result in lower ozone concentrations due to the scavenging of ozone by NO, 
emissiOns (see equation [l] below). Assumptions that there is uniform scavenging 
of ozone within 50 km of a power plant may be a reasonable-fist approximation 
in areas with low NMOC/NO, ratios @ut are clearly less desirable than the more 
precise modeling that we demonstrate in this study). The area to the right of the 
line in Fig. 10.15-1 has high NMOC/NO, ratios and is described as NO,-limited. 
Rural m, such as the Southeast Reference site, and suburbs downwind of cities 
are often characterized by high NMOCMO, ratios. Since the only 
source of o m e  in the troposphere is from the photolysis of NO, (equations [2] and 
[3] below), any increase in NO, emissions in NO,-limited areas results in higher 
ozone concentrations (NRC 1991). 

and described as NMOC-limifed. In thm  area^, Such as highly polluted urban 

While most large power plants are considered significant sources of NO, 
emissions, NMOC emissions from power plants are not considered significant and 
do not typically require control. Since NMOC emissions from power plants are 
not present in sufficient quantities to provide an optimal hydrocarbon to NO, ratio 
within the plume, oume formation from the emissions of power plants is the result 
of a complex series of reactions involving NO, emissions from the plant reacting 
with ambient concentrations of hydrocarbons, hydrocarbon derivatives, and ozone. 
Ambient hydrocarbons may be from either man-made or natural sources. 
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Initially, ozone that may be present in the ambient air reacts with the NO 
from the power plant to form nitrogen dioxide (NO& and oxygen (03, described 
by the reaction: 

This reaction causes the characteristic ozone depletion observed near the stack in 
power plant plumes. Ozone depletion is defined here as ozone concentrations 
within the power plant plume that are less than those outside the power plant 
plume. In the presence of sunlight, within the first few tens of kilometers of the 
plant, the photochemistry within power plant plumes (with low hydrocarbon 
concentrations) can be described by these three equations (White 1977), known as 
the NO, photolytic cycle: 

No+O3+N02+02 [I1 
P I  
131 

NO, + hv + NO + W3P) 
o(3~) + 0, + M + 0, + M 

where M is any energy-accqting third body, usually nitrogen (Nz) or 0, and OeP) 
is one of two electronic states of oxygen known as the triplet-P (Seinfeld 1975). 
NO, absorbs ultraviolet energy from the sun which breaks the molecule into NO 
and a ground state oxygen atom @). Energy from solar radiation is represented 
by hv, which is the product of Planck's constant (h) and the frequency of the 
electromagnetic wave of solar radiation (v). The net effect of these three reactions 
is conversion of the NO emissions to NO, with no increase in ozone 
concentrations. 

The net generation of ozone in power plant plumes can only occur in the 
presence of d o n s  which compete with the ozone depletion reaction [l]. Further 
downwind, as the plume disperses, ambient air containing pollutants from other 
sources, most importantly reactive hydrocarbons, becomes entrained into the 
plume. Reactive hydrocarbons in the ambient air participate in a complex series 
of oxidation reactions which result in the formation of highly reactive radicals. 
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F5gum 10.15-1. Typical ozone ged.;ppt.a with ~ ~ ~ E K M A  option of 
EPA's OZIPM-4 model. >,The NO,-limited region is typical of rural and 
suburban amis and the VOC-IMted region fs typical of highly polluted urban 
areas. 

Source: Natiwal Reeearch Council WC), (1991): Rethinking the Ozom problem m Uhan and 
R e g i d  Air Pollution, Nationat Academy Press, Washingtosl, D.C. 



10-88 Electric Power Generation 

An extremely important intermediate compound in this series of reactions 
is a group of hydrocarbon derivatives known as aldehydes, most importantly 
formaldehyde. These compounds play a key role in photochemistry since they are 
the major source of radicals (Gery et al. 1989) which compete with the ozone 
depletion reaction [l]. Formaldehyde is also emitted directly from such sources 
as automobiles, forest fires, manufacturing, printing, and spray painting (Graedel 
1978). Formaldehyde (and other aldehydes) react in the presence of sunlight to 
form the highly reactive hydroperoxy radical (HO,.) by the reactions (Carlier et 
al. 1986): 

HCHO + hv -+ H. + HCO. 

HCO. + 0 2  -+ HO2. + CO 
141 

151 

Ozone depletion is slowed by the reaction of NO with the hydroperoxy 
radical @IO2.): 

HOt. + NO 4 OH. + NOt 161 

as well as, the alkylperoxy radical @to2. , where R is any organic fragment): 

as the ozone generating reactions [2] and [3] continue in the plume. Eventually, 
the ozone concentration within the plume may exceed ambient levels. 

The formation of ozone is controlled by a combination of conditions, 
including ambient ozone concentrations which provide the mechanism necessary 
for the initial m v d o n  of NO to NQ, reactive hydrocarbon concentrations of the 
ambient air mass, and the rate of entrainment of ambient air within the plume. 
These conditions, as well as sufficient photochemical activity, determine whether 
ozone levels in the plume will eventually exceed ambient levels to form the widely 
documented ozone "bulge" (Keifer 1977; Meagher et al. 1981; Luria et al. 1983; 
Gillani and Wilson 1980; Davis 1974). 

To summarize, the major ktors in the formation of excess ozone in power 
plant plumes are: 

1. NO, emissions from the plant, 
2. ambient ozone concentrations, 
3. reactive hydrocarbons, 
4. favorable ratio of ambient hydrocarbons to plume NO,, 
5. atmospheric mixing, and 
6. sufficient photochemical activity (sunlight and temperature). 
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The potential impact of the power plant NO, and NMW emissions on 
ozone concentratiOns was modeled for the Southeast Reference site using the U.S. 
Environmental Protection Agency model, Ozone Isopleth Plotting Mechanism 
(OZIPM-4) and a new model developed for this study, the Mapping Area-Wide 
Predictions of Ozone model (MAP-03. The OZPM-4 model is a trajectory model 
which predicts ozone concentrations as a function of travel time. The MAP-0, 
model provides spatial resolution by predicting the location of the plume during 
each hour of the day, for the ozone season. The MAP-0, model predicts area-wide 
ozone concentrations over the ozone season, by combining ozone concentrations 
predicted with the OZIPM-4 model with plume trajectoies calculated from wind 
speed and direction measurements. A detailed description of the OZIPM-4 and 
MAP-0, modeling is presented in O W R F F  (1994a, Part I). 

Results from the MAP-0, model for the health effects portion of the fuel 
cycle analysis are in tabular form. The peak daily ozone increment due to the 
power plant, as well as the daily peak background ozone concentrations, are 
reported at each location in a polar grid (each downwind distance and sector) for 
each day of the ozone season (provided the combined total of the background and 
the increment due to the plant were greater than or equal to 80 ppb). This criterion 
was met (and results were reported) for twenty-eight days during the 1990 season. 
One of the twenty-eight high days was in the month of May, six were in June, nine 
were in July, seven were in August and five days were in September. 

As stated above, results for 
the health effects study are in' 
tabular form and correspond to 
twenty-eight days of the ozone 
season. (If the actual results used 
in the health effects portions were 
presented here graphically it would 
require 28 figures, one for each 
day). Figure 10.15-2 is provided 
here simply to illustrate the spatial 
distribution of daily peak ozone 
concentrations during the 1990 
ozone " season at,, the Southeast 
Reference site. (Results from the MAP-0, model were converted to Cartesian 
coordinates and written to tiles for import to the isopleth graphing routine 
SURFER). The power plant is shown in the center of each isopleth map with a 
triangle marker. The scale of the figure is in kilometers from the plant. Ozone 
concentrations are reported in parts per billion (ppb) by volume. 

The ozone concentrations shown in Fig. 10.15-2 are the maximum daily 
peak ozone concentrations at each location in the receptor grid. As seen in Figure 
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L 

Figure 10.15.2. Maximum daily peak incremental ozone concentrations (ppb) 
(one hour average) for M a y  to September 1990 due to emissions from the oil- 
find power plant at the Southeast Reference site 
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10.15-2 the greatest increase in daily peak ozone concentration due to the power 
plant emissions during, the ozone,m+son, was 7 ppb, occurring within 15 
kilometers of the plant. An increase in peak daily ozone concentration of 5 ppb 
occurred over a wide area, from 130 kilometers in the northeast (NE) direction to 
30 kilometers in the southwest (SW) direction. An increase in daily peak ozone 
concentration of 1 ppb was seen as far away as 170 kilometers in the northeast 
(NE) direction and 100 kilometers in the southwest (SW) direction. 

10.15.2 Impacts of Ozone on Health 

Ozone is a highly active oxidizing agent capable of causing injury to the 
lung (Muse  and Tierney 1978). Lung injury may take the form of irritant effects 
on the resphtory tract which impair pulmonary function and result in subjective 
symptoms of respiratory discomfort. These symptoms include, but are not limited 
to, cough and shortness of breath, and they can limit exercise performance. 

The vast database on the effects of ozone on h u m h  and animals provides 
abundant evidence of its adverse acute effects. Laboratory-based human and 
animal studies have suggested effects on pulmonary host defenses and the immune 
system. In addition to acute effects, a wide range of subchronic and chronic effects 
have been identified in laboratory-based animal studies. Because chronic exposures 
are some cumulative function of a series of acute exposures a linkage exists 
betsveen acute and chronic exposures, but the mechanisms, at present, are not fully 
defined. 

10.15.2.1 Morbidity 

The results of studies in animals and the range of chronic effects observed 
suggest that there is a significant potential for c h n i c  effects in humans. In 
addition, the types of morphological changes caused by ozone in animals are also 
observed in the lungs of cigarette smokers. These changes are generally 
interpreted as representing early stagespf chronic lung diqase in smokers. 
Nonetheless, several epidemiological studies tend to support a concern about the 
potential for chronic effects in humans (Detels ,et al. 1987; Knudson et al. 1983; 
Kilbum et al. 1985). While there are acknowledged imperfections in their studies, 
they suggest an increased rate of lung funcsian decline with ozone exposure that has 
also been observed in animal studies. Notwithstanding, at present, there is no 
definitive evidence from epide@ological studies that ambient ozone exposures 

ce from human clinical, 
epidemiological and field studies regardipg the acute effects of ozone on human 
pulmonary function. Risk estimates for a number of urban areas have been 
performed using existing or projected levels of ozone (e.g., Hayes et al. 1987; 
Whitfield 1988; Fig. Krupnick and Kopp 1988; Hayes et al. 1989; and Hayes et 
al. 1990). Thee estimates w m  developed for both pulmonary function and lower 
respiratory tract symptoms. Pulmonary function is not a useful measure for 

1994a, Part m) sum& 
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assessing damage. Pulmonary decrements have not been linked to specific 
symptoms of ill health by the medical community and without a symptom, there 
is no co rn  ndin measure of the willingness to pay to avoid the pulmonary decrement. , g o g  

We thus focus on specific symptoms to measure health impacts. The 
particular symptoms chosen for our analysis, based on the earlier development of 
Krupnick and Kopp (1988), are as follows: 

1. Total Respiratory Restricted Activity Days ("UD), used by 
Portney and Mullahy (1986). This measure is based on responses 
by adults over a two-week recall period. The effects model was 
based on an average for a tweweek period of daily one-hour 
maximum concentrations of ozone, as recorded within a 20-mile 
radius of the study's respondents. The authors found no effects of 
ozone on beddisability days (J3DDs) or work-loss days (WLDs). 
Hence, they recommended that these effects be designated as M 
(minor) RRADs. 

2. Any-symptom or condition day (Krupnick, Harrington, and Ostro 
1987). This study resulted in a variety of response functions for a 
variable that took the value of one if any of 19 symptoms or 
mditions were present on a given day and zero otherwise. Except 
far eye irritation and headache, these symptoms and conditions were 
all respitatory related. The response function is based on adults and 
daily one-hour maximum ozone concentrations. In the accounting 
framework, the total number of Any-Symptom Days is reduced to 
remove double counting other endpoints. 

3. Asthma-attack day (Holguin et al. 1985). Based on a 12-hour 
period of observations on identified asthmatics, and related to total 
oxidants, this study was modeled by Krupnick and Kopp (1988). 

4. Eyeirritation day (Schwartz, Hasselblad, and Pitcher 1989). 

5. Days of coughing (Schwartz, Hasselblad, and Pitcher 1989). This 
study investigated the relationship between total oxidants, coughing, 
eye irritation and chest tightness. Only the first two symptoms were 
found to be significantly associated with oxidant exposure to 
members of the total population. 

"hmwed r i e k o f ~ m n c a l i t y & t o  h t h a a  expected puhonary fundion is implicitly 
addressed m Section 10.15.2.2. 
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6. Cough incidence (McDonnell et al. 1983). 

7. Shortness of breath (McDonnell et al. 1983). 

8. Pain upon deep inspiration (McDonnell et al. 1983). 

McDonnell et al. (1983) found the difference in symptom scores taken 
before and after two-hour ozone exposures in a clinical setting. Morton and 
Krupnick (see Krupnick 1988) obtained the raw data from this study and performed 
a manalysis, and then developed a procedure for adapting results from two-hour 
incidence to a symptom-day measure. Krupnick (1988) also found that the 
McDo~ell et al. study provided the steepest dose-response function of any of the 
four "key" clinical studies relied upon by EPA's Clean Air Scientific Advisory 
Committee as evidence of the effect of low-level ozone on acute health. 

Several steps were required to apply the Krupnick and Kopp (1988) results 
to estimate the effects of ozone on health at our two reference sites: 

The mcentration-reqonse functions from Krupnick and Kopp (1988) were 
coded into a simple Fortran program using the middle value coefficients 
plus the upper and lower 75% confidence limits. 

For the months of May, June, July, August and September, during which 
ozone production is significant at the Southeastern site, daily one-hour 
maxima were transcribed from the EPA's Aemmetric Information Retrieval 
System (A IRS)  data base modified by a factor of 0.773 as described in 
O W R F F  (1994a, Part I). This calculation provides an estimate of the 
baseline (Le., background) concentration near the power plant. The 
haemental changes in 0- Concentrations were added to this background 
level. These increases in ozone concentrations were obtained from the 
modeling described in ORNL/RFF (1994a, Part I) using the median ozone 
conditions. The baseline and its increment were used as input to the health 
effects algorithms. 

On the basis of data presented in €PA (1986), and the recent studies by 
Larsen et al. (1991) and McDonnell et al. (1991), both finding consistent 
lung function decrement with exposures at the lowest exposure level 
utilized (80 ppb), we choose to adopt a threshold for respiratory effects at 
80 ppb. In the execution of the computer code, the U.S. Environmental 
Protecton Agency's Ammetric Information Retrieval System (A IRS)  data 
(the baseline) plus the additional incremented attributed to the reference 
plant were checked for values below 0.08 ppm. 

The populations used for this evaluation comprise two cases. The first was 
the 50-mile population. The second was consistent with the 
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population overlain by the ozone plume having an ozone concentration of 
80 ppb or greater for one hour, regardless of the distance from the power 

The following equations (in the shaded boxes) give details on the dose- 
response functions used in this analysis. 

Tables 10.15-la and 10.15-lb show the estimated number on impacts by 
endpoint for the Southeast reference environment. The low and high estimates, 
referring to the 5th and 95th percentiles, solely reflect the uncertainty of the dose- 
response function coefficients. Table 10.15-la gives estimated impacts within 50 
d e s  (80 km) of the power plant. Table 10.15-lb gives the total impacts for the 
maximum extent of the ozone plume. 

plant. 

Table 10.15-la. Health effects estimated to occur from ozone 
exposure (in thousands) within 50 miles (80 km) 

Southeast Reference site LOW Mid High 

1. Total restricted activity day 
2. Any-symptom day 
3. Asthma-attack day 
4. Eye-hitation day 
5. Cough day 
6. Cough incidence 
7. Shortness of breath 
8. Pain upon deep inspiration 

0 
0.70 
0.11 
5.3 
1.4 
9.5 
5.6 
2.2 

2.4 4.8 
5.2 9.6 
0.28 0.45 
7.0 8.7 
2.8 4.2 
16 23 
9.3 13 
9.1 16 
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Table 10.15-lb. Health effects estimated to occur from ozone 
exposure (in thoushnds) for the maximum'extent of the ozone plume 

Southeast Reference site Low Mid High 

1. Total restricted activity day 0 2.6 5.3 
2. Any-symptom day 0.77 5.7 11 
3 Asthma-attack day 0.12 0.31 0.50 
4. Eye-irritation day 5.8 7.7 9.6 
5. Cough day 1.5 3.1 4.7 
6. Cough 10 18 25 
7. Shortness of breath 6.2 10 14 
8. Pain upon deep inspiration 2.5 10 18 

Portney and Mullahy's (1986) equation underestimates the total impact in 
that impacts on children are not included. Young children experience 5 to 10 times 
the incidence of acute respiratory episodes compared with adults. Additional 
research is needed t.6 estimate dose-response functions for children. 

10.15.2.2 Mortality from -re to Ozone 

There is some limited, epidemiological evidence that daily ozone 
concentrations 8fe related to the risk of death. This evidence comes from two 
studies by Kinney and Ozkaynak (1991, 1992), one for New York, the other for 
Los Angeles. The authors used daily time series of death rates and pollution 
levels, following protocols quite similar to those followed by Schwartz and Zeger 
in their particulate-mortality studies. Unlike the body of particulate-mortality 
studies, however, cross-sectional studies have not identified an ozone-mortality link 
and the Schwartz and Zeger studies found 

no such link, either (although ozone levels were far lower in the cities they 
examined). We conclude, therefore, that it is premature to accord this link a 
central role in our damage estimates and follow NERA (1993) in assigning only a 
small probability that these effects exceed zero. 

Using a linear ordinary least squares (Om) model, Kinney and Ozkaynak 
(1991) find a small but statistically significant effect of ambient oxidants (ozone 
data were not available for this period) lagged one day on total and cardiovascular 
mortality rates, but not respiratory mortality raw. The authors settle on an 
oxidant effect of 0.3 deaths per one part per hundred million (pphm) average daily 
peak oxidankn The daily peak standard is 12 pphm. The population of Los 
Angdes County during this period averaged about 7.2 million, with daily mortality 
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averaging 152, 87, and 8 for total, cardiovascular, and respiratory mortality, 
respectively. Average daily peak +oxidant levels were 7.5 pphm. The implied 
elasticity of the total mortality rate with respect to oxidants is: 

where E &notes the average value. 

Statistically significant effects on mortality were also seen with temperature 
and with NO,, a particulate measure, and CO, although collinearity among these 
three pollutants makes it impossible to disentangle their separate effects. 

The New York study found somewhat larger effects of omne on mortality 
rates: 0.55 deaths per pphm daily peak omne, based on 163 deaths per day, 
implying an elasticity of 0.018. Because of a lack of documentation from this 
study at the time of our report, we rely on the Los Angeles results. 

Because of the lack of corroborating studies using this new approach, for 
the Monte Carlo analysis, we assign 90% of the mass at zero, with 10% normally 
distributed around 0.00197. The standard error around the unadjusted coefficient 
(0.3) is 0.009. The mean number of annual omneinduced premature deaths in the 
Southeast region are estimated to be 0.021, with a low estimate of 0 deaths and 
high estimate of 0.2 deaths. The mean value is based on the Monte Carlo 
simulation, which gives non-zero values even though we assign a 90% probability 
that the value is 0. Because these results are based tenuously on an ozone- 
relationship mortality that has been derived in only one published study (Kinney 
and 0z.kaynak 1991), we report the mean value from this simulation as the HIGH 
case in the summary tables in Chapter 11. 
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10.15.3 Damages and Externalities from Ozone 

10.15.3.1 Morbidity Damages and Externalities from Ozone 

To convert these predicted increases in acute effects (see Table 10.15-1) - 
symptoms, asthma attacb, and restricted activity days - into damages, estimates 
of indiyidual WTP to avoid such changes are needed. An approach is also needed 
for aggregating these partly non-separable benefits to avoid doublecounting. The 
full details on the WIT estimates and the aggregation approach ar$; available in 
Krupnick (1987) and Kmpnick and Kopp (1989). Here, th$ approach is 
summatized. 

Three CV studies (Loehman et al. 1979; Tolley et al. 1986; and Dickie et 
al. 1987) have used bidding procedures to elicit estimaWvdu& for respiratory 
symptom 'days,' with estimates ringing from $1 to $25 and more, on average, 
depending on the symptom, its severity,&d , .J whether a'complex of symptoms are 
experienced. . 

All-of these studies have significant drawbacks, mainly related to their 
a g d e  cv studies were performed before many of the most important advances 
in CV methodologies. At the same time, they offer quite consistent ranges of 
estimates for willingness-to-pay to avoid a particular type of symptom. 

-<, . _ .  

< 

I ^  
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Krupnick's (1987) detailed analysis of these studies' strong and weak points 
led to a choice of values for the acute effects that attempted to make a fine 
distinction between studies. In a subsequent study>by Krupnick and Kopp (1989), 
this appmch was abandoned and "ballpark" estimates of values were used instead. 
Here, both sets of estimates (updated to 1989 dollars) are provided (Table 10.15-2) 
and used; the "ballpark" any symptom-day values are used to estimate morbidity 
damages when relying on epidemiological dose-response functions and the more 
specific and finely differentiated specific symptom-day values are used to estimate 
damages when relying on clinical dose-response functions. 

For the purposes of the Monte Carlo simulation, all of the underlying 
distributions of the unit values in Table 10.15-2 are fit with lognormal 
distributions, with the exception of asthma attack values, which are fit with a 
normal distribution. 

Table 10.15.2. Unit values of omnemorbidity end-points 
(in 1989 dollars) 

Endpoint Low Medium High 

Any symptom day 
(Krupnick and Kopp 1989) 

2.98 5.97 11.93 

MRRAD 13.13 21.48 36.40 
(Krupnick and Kopp 1989) 

Asthma attack 
(Krupnick and Kopp 1989) 

10.74 29.84 48.93 

Specific Symptoms (Krupnick 1987) 
Cough 1.66 4.77 13.13 

0.72 9.55 21.48 
2.98 5.97 21.48 

Short breath 
Chest tightness 
Throat irritation 2.90 3.58 10.31 
Eye irritation 2.98 5.97 12.95 
Upper respiratory 5.04 5.37 8.74 
Lower respiratory 2.07 5.32 14.81 

One problem in the use of these studies to estimate population benefits is 
that most studies simply multiply the total number of symptom-day reductions by 
the relevant unit values to obtain benefits. This may be incorrect if one assumes 
(with some empirical justification) that marginal valuations decline with additional 
days illness reduced. Hall et al. (1989) pooled the WTP estimates from asthmatics 
in the Rowe and Chestnut (1985) study with estimates for respiratory symptom 
reductions from the Loehman study to estimate WTP as a function of days sick. 
This function is WTP = WTP, * "os, where WT& is the unit value and the 
number of symptoms per person per year, (N), was obtained by dividing total 
estimated symptomdays reduction (16 per year for a person living in Los Angeles) 
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by population. Overall this procedure resulted in WTP estimates only 24% of what 
they would have been with N assumed equal to 1.0. 

Four caveats are in order, however. First, the distribution of 
symptom-days for each person cannot be estimated from the data but must be 
determined by dividing total days reduction by population. Second, the studies 
finding declining marghal WTP are unclear about whether these days of reductions 
are to be experienced continuously or spaced over a year. WTP responses would 
likely be quite sensitive to this Spacing. Third, outside of the Los Angeles area, 
and for small enough changes in ambient air quality, N may be less than 1.0, 
which would mean that the Hall et al. procedure would raise WTP above that 
obtained when N is assumed to equal 1.0. Is this reasonable, since no one actually 
experiences half a symptomday? Fourth, the estimated decline in marginal WTP 
is very sensitive to assumed functional form, but there is too little information in 
the literature to estimate such functions confidently. In our calculations, we 
assume that N = 1.0. 

As noted in the above section, two types of health effects estimates are 
generated-one from clinical studies and the other from epidemiological studies. 
The former cannot be used directly with the above estimates of value because the 
values are for a day's effect, while the clinical dose-response functions estimate 
2-hour incidences of health effects. Thus,+ use of health effect estimates from the 
clinical studies requires converting incidences into days, for example, the number 
of two-hour incidences of coughing that would be valued equally to a "day" of 
coughing. There are no studies to rely on for these estimates. We therefore 
assume a range of 1.0 to 9.0 (incidences per day), with a best estimate of 3.0. 

once the damages from increa~ed okne levels from a scenario have been 
computed for the individual dose-response functions, these benefits must be 
aggregated to obtain the total benefits from that scenario. Because of the different 
approaches to estimating doseresponse functions taken by the epidemiological and 
clinical studies, separate aggregations are used for each of these classes of studies. 
In addition, damages for the clinical aggregation are calculated for a "low clinical" 
and a "high clinical" case, where the "low" case assumes that eight two-hour 
incidences equal a symptomday and the effects of ozone are restricted to heavy 
exercise periods and the "high" case assumes that one two-hour incident equals a 
symptomday and the effects of ozone are felt at any exercise rate above rest. 

For the aggre%ation of the results of individual epidemiological studies, one 
key issue is accowlting for overlap between a symptomday and a MRRAD. Note 
that, logically, any time a MRRAD is experienced, one or more respiratory 
symptoms or conditions must be experienced. At the same time, not all 
experiences of a symptom result in a MRRAD ' . One simple and reasonable 
p d u r e  for accounting for the overlap is to count all of the MRRADs and only 
those symptomdays that exceed the number of MRRADs (A possible complication 
to this procedure would be if the reduction in the number of MRRADs exceeded 
the reduction in the number of symptomdays. Fortunately, this does not occur). 
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In line with the above discussion, the damages from an increase in 
MRRADs (computed only for adults, as no effect of ozone on RADS in children 
is apparent) are counfed and added to the damages from "residual" additional "any" 
symptom-days (additional "any" symptom-days minus additional MRRADs) 
predicted using the "any symptom-day" function estimated by Krupnick, 
Harrington, and Ostro (1990). These are added to the damages from additional 
asthma attacks estimated by Holguin et al. and applied to the entire asthmatic 
population. The eye irritation-day and cough-day damages for children (taken 
from the Schwartz, Hasselblad, and Pitcher study) are then added. 

For the clinical aggregation, the symptoms reductions predicted by the set 
of clinical studies are restricted to those fiom the dose-response functions estimated 
by Morton and Krupnick using the undexlying data from all four of the key clinical 
studies and those taken from the McDonnell et al. study, as these provide the 
largest damages. The estimates of effects and damages from the individual 
symptoms are simply applied to the entire population and summed together. 

Tables 10.15-3(a) and (b) show morbidity damages by endpoint for the 
Southeast Reference environment, when confining the analysis to within 50 and 
within 1,OOO miles of the plant, respectively. The low and high estimates, 
referring to the 5th and 95th percentile, solely reflect the uncertainty of the dose- 
response function coefficients and the unit damage values. The tables are split to 
show aggregate damages based on epidemiological studies and clinical studies. 
Within 50 miles of the Southeast plant, the mean estimate of damages is 0.068 
mill/kWh for Aggregation I and 0.072 W k W h  for Aggregation II. The 
cdidence intends reported are also similar, 0.04-0.1 W k W h  for Aggregation 
I and 0.028-0.14 W k W h  for Aggregation II. Extending the analysis to 1,OOO 
miles of the plant increases ozone damages by a relatively small proportion, as 
compared to the large increase in damages when the analysis is extended to a 1,OOO 
mile radius for particulates and sulfur dioxide. Figures 10.15-3(a) and (b) show 
the cumulative density function (CDF) for total damages per kwh based on the 
epidemiological studies within 50 and within 1,OOO miles of the Southeast plant. 
All estimates of ozone-related damages are considered to be externalities. No 
factors have been identified that internalize any of these damages. 
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Table 10.15-3a. Ozone-morbidity: damages per year (in thousands of 
1989 dollars) in the Southeast [for 0-50 d e s ]  

Aggrcgatl 'on pathway endpoint LOW Mid High 

1 Epidemiological studies Minor respiratory r e s t r i d e d  1.2 55 120 
d v i t y  day 

Any symptom-day 6 33 74 

Asthma attackday 2.3 8.4 16 

Eye irritotiOn-day 22 46 83 

coughday 4.1 15 36 

Total pathway damagca I 84 140 220 

Total pathway damages I 0.04 0.068 0.1 
(millslkwh) 

II Cliniistudies cough inciidence 6.2 35 100 

Shortness of breath 6.8 55 160 

Pain upon deep inspiration 10 61 140 

Total pathway damagca II 58 150 290 

Total pathway damaged II 0.028 0.072 0.14 
(miUskWh) 

Table 10.15-3b. Ozone-morbidity: damages per year (in thousands of 
1989 dollars) in the Southeast [for 0-1oo(p miles] 

Aggrega tion Pathway endpoint LOW Mid High 

I Epidemiological studies Minor respiratory redrided 0 61 130 

Any symptomday 3.6 37 83 

Asthma attackday 2.7 9.2 18 

activity day 

Eye idationday 24 51 94 

COUgh-daY 4.4 16 37 

Total pathway damaged I i 89 160 240 

(miullkWh) 
Total pathway domnged I 0.042 0.074 0.11 

II Clinicalstudies cough incidence 6.7 37 100 

E m  upon deep inspiration 13 65 140 

Total pathway damages II 65 160 300 

(millskwh) 

Shortncas of breath 8.2 57 170 

Total pathway damages II 0.031 0.076 0.14 



10-108 Electric Power Generation 

Figure 10.15-3 (a). Ozone - morbidity damages within 50 miles of the 
Southeast plant based on epidemiological studies. 

Figure 10.15-3 (b). Ozone - morbidity damages within lo00 miles of the 
I Soutbeast plant based on epidemiological studies. 
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10.15.3.2 Mortality Damages and Externalities from Ozone 

Premature deaths fiom ozone are valued using Fisher, Chestnut, and 
Violette (1989), for the same reasons it was chosen for valuing premature deaths 
from exposure to particulates. For a full discussion of the issues, consult Section 
10.8. Using a value of a statistical life (VSL) based on this study (lognormally 
distributed with median $3.7 million and geometric standard deviation of 1.53, we 
get mean ozone-mortality damages for the Southeast Reference environment to be 
0.042 mills/kWh, while the low (5th percentile) estimate is 0 and the high estimate 
(95th percentile) is 0.38 millskwh. Figures 10.15-4 (a) and (b) show the 
cumulative distribution function (CDF) for this pathway. Because of the way in 
which the uncertainty of the dose-response function was characterized, there is a 
90% chance that damages are zero. The characterization of the uncertainty 
accounts for the mean being much closer to the low estimate than the high 
estimate. 

As stated previously, however, these results are based on a single paper 
reporting an exposure-response relationship. Thus, we judgementally set the mean 
estimate to be the HIGH estimate in the summary tabulation in Chapter 11. 

10.16 EFFECTS OF OZONE ON CROPS% 

10.16.1 Precursor Emissions and Change in Ozone Concentrations 

Exhaust gases from power plants that bum fossil fuels contain 
concentrations of sulfur dioxide (SO&, nitric oxide (NO), particulate matter, 
hyclnmrbon compounds and trace metals. Estimated emissions from the operation 
of the hypothetical 300 MW oil-fired power plant are given in Chapter 5. Ozone 
is considered a secondary pollutant, since it is not emitted directly into the 
atmosphere but is formed from other air pollutants, specifically, nitrogen oxides 
(NO> and non-methane organic compounds (NMOC) in the presence of sunlight. 
Additionally, ozone formation is a function of the ratio of NMOC concentrations 
to NO, concentrations. 

While most large power plants are considered significant sources of NO, 
emissions, NMOC emissions from power plants are not considered significant and 
do not typically require control. SinceJWOC emissions from power plants are 
not present in sufficient quantities to provide an optimal hydrowrbon to NO, ratio 
within the plume, ozone formation from the emissions of power plants is the result 
of a complex d e s  of reactions involving NO, emissions from the plant, reacting 
with ambient Concentratons of hydrocarbons, hydrocarbon derivatives and ozone. 
Ambient hydrocarbons may be from either man-made or natural sources. 

Refer to Appendix D for dkumion of So, impacte on crope and forests. 
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Figure 10.15-4 (a). Ozone-mortality damages within 
50 miles of the Southeast plant 
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l?iire 10.15-4 (b). Ozone-mortality damages within 
lo00 miles of the Southeast plant 
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The formation of ozone within a power plant plume, is controlled by a 
combination of amditions, including ambient ozone concentrations which provide 
the mechanism necessary for the initial conversion of NO to NO,, reactive 
hydrocarbon concentrations of the ambient air mass, and the rate of entrainment 
of ambient air within the plume. These conditions, as well as sufficient 
photochemical activity, determine whether ozone levels in the plume will 
eventually exceed ambient levels to form the widely documented ozone 'bulge' 
(Keifer 1977; Meagher et al. 1981; Luria et al. 1983; Gillani and Wilson 1980; 
Davis 1974). 

The oil fuel cycle analysis requires that an estimate be made of ozone 
concentrations that occur in the vicinity of a oil-fired power plant located at the 
Southeast Reference site, due to emissions of nitrogen oxides (NOJ and non- 
methane organic compounds @JMOC) from the plant. Ozone modeling is not done 
for the Southwest region due to the low background levels of ozone and the lack 
of agricultural activity in the vicinity of the site for the power plant. 

The crop effects analysis requires an estimate of the seasonal 9 a.m. to 9 
p.m. average ozone concentrations due to the plant. ?;his modeling requirement 
presents a unique challenge, since all the currently available computer models 
which simulate ozone formations are designed to predict hourly and instantanmus 
ozone cuncentrations, over a period of severat days at most. These predictions are 
p r i d y  for comparison to the National Ambient Air Quality Standard (NAAQS) 
of 120 ppb (one-hour average) not to be exceeded more than once per year. 

The potential impact of the power plant NO, and NMOC emissions on 
ozone cuncentrations was modeled for the Southeast Reference site using the U.S. 
Environmental Protection Agency model, Ozone Isopleth Plotting Mechanism 
(OZIPM-4) and a new model developed for this study, the Mapping Area-Wide 
Predictions of Ozone model (MAP-03).2g The OZIPM-4 model is a trajectory 
model which predicts ozone concentrations as a fi~ction of travel time. The MAP- 
O3 model provides spatial resolution by predicting the loqtion of the plume during 
each hour of the day, far the ozone season. -+% W-03 model predicts area-wide 
ozone concentrations over the ozone season, by combining ozone concentrations 
predicted with the OZIPM-4 model with plume trajectories calculated from wind 
speed and direction measurements. A detailed description of the modeling 
approach is presented in O W R F F J  (1994a, Saper 3). 

of the oil fuel 
14.16-1 and 10.16-2. 

an$mrdinates gnd 
written to files for import to the isopleth graphing routine SURFER.) The power 
plant is shown in the center of each isopleth map with a triqngle marker. The scale 
of each figue is in kilometers from tiie plant. The changes in ozone concentrations 

* -  

2p OZIPM-4 ie the type of model conmronly wed in analyses for electric utiliti~ end State pclblic 
utility carmniseioae. MAp-0, WBll develope!d and applied for the first time in this study (ORNURFF 
1%). 
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are reported in ppb. Results are presented separately for two cases; one with and 
one without ozone depletion. (Ozone concentrations above the background level 
will be r e f d  to as o m e  bulges and ozone concentrations below the background 
level will be referred to as ozone depletions.) 

Figure 10.161 shows the predicted impact of the oil-fired power plant 
emissions on the seasonal (May-September) 12-hour (9 a.m. - 9 p.m.) average 
ozone concentrations due to ozone bulges only. These results represent an upper 
bound estimate of the impact of the power plant emissiOns on ozone concentrations, 
since ozone scavenging is not accounted for. As seen in Figure 10.161, the 
highest 12-hour seasonal average ozone amcatration (based on ozone bulges only) 
is 0.4 ppb (the smallest isopleth line) and occurred approximately 20 kilometers 
from the plant in the east northeast ("E) direction. The lowest isopleth plotted 
in Figure 10.16-1 is 0.01 ppb. This increase in seasonal average ozone 
concentration occurred as far away as 220 kilometers from the plant in the 
northeast direction (NE) and 130 kilometers in the southwest (SW) direction. 

Figure 10.16-2 shows the predicted impact of the oil-fired power plant 
emissions on the seasonal 12-hour average ozone concentrations due to both ozone 
bulges and depletions. These results represent a mid-estimate of the impact of the 
power plant emissions on ozone concentrations. The highest 12-hour seasonal 
average ozone concentration is 0.4 ppb (the smallest isopleth line) and occurred 
approximately 20 kilometers from the plant in the east northeast @NE) direction. 
The lowest positive isopleth plotted in Fig. 10.16-2 is 0.01 ppb. This seasonal 
average o m e  mcentration occurred as fiu away as 220 kilometers from the plant 
in the northeast direction (NE) and 130 kilometers in the southwest (SW) direction. 
The results shown in Figure 10.16-1 and 10.16-2 are essentially the same since 
NO, emissions from the oil-fired power plant do not cause significant ozone 
depletion on a seasonal average. 

In addition to the results seen in Fig. 10.16-1 and 10.16-2, the seasonal 12- 
hour average measured background ozone concentration of 53 ppb was also used 
in the crop effects portion of the study. 

10.16.2 Impacts of Ozone on Crops 

Losses of crop production caused by ozone increases associated with the 
refmce power plant were calculated for each county that had about onequarter 
or more of its area inside the 0.1 ppb (i.e. total concentration of 53.1 ppb) isopleth 
yielded by the dispersion modeling discussed above. The estimates are based on 
existing ambient ozone levels within the region (53 ppb 12-hr average, 9 a.m. to 
9 p:m., May through September) and on modeled inawes in ozone concentrations 
resulting from the power plant (12-hr average, 9 a.m. to 9 p.m.). 
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F’igure 10.16-1. Positive incremental 9 a.m. to 9 p.m. seasonal average ozone 
concentrations (ppb) for M a y  to September 1990 due to emjssioIls from the oil- 
f d  power plant at the southeasz Reference site, (positive concentrations are 
above ambient) 
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figure 10.16-2. Total incremental 9 a.m. to 9 p.m. seasonal average ozone 
concentraaons (ppb) for M a y  to September 1990 due to emissioIls from the oil- 
f d  power plant at the southeast Reference site, (total concentrations include 
both positive and negative incremental concentrations) 
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Ozone-induced crop loss in each county was approximated by a four-step 
calculation that yielded the following for each county: (Step 1) the new average 
ozone concentration representing -the various levels of modeled ozone 
concentrations over the entire county during power plant operation; (Step 2) the 
percent crop losses in that county resulting from the modeled ozone concentration 
and from the existing ozone concentration (53 ppb); (Step 3) the production of each 
crop under the modeled and existing ozone concentrations; and (Step 4) the 
quantity of crop loss caused by the power plant. 

In the first step, isopleths of ozone concentrations generated by air 
dispersion modeling were overlaid on a regional map showing county boundaries. 
The fractions of each county within the areas between successive isopleths (Le., 
the fraction between 53.01 and 53.1 ppb isopleths, that between 53.1 and 53.3 
isopleths, etc.) were calculated based on map area measurements obtained with a 
polar planimeter. The average ozone concentration in each area between two 
successive isopleths was calculated as the average of the two isopleth 
concentrations (e.g., an average of 53.2 ppb represents the area between the 53.1 
and 53.3 ppb isopleths). This yielded two or more of these averages for each 
county, because areas between two or more pairs of successive isopleths were 
present in each county. Finally, these averages for the different modeled ozone 
concentrations in the county were averaged to obtain the overall average ozone 
concentration for the county during power plant operation. 

In the second step, the percent loss of each crop in each county was 
estimate (interpolated) by applying the modeled ozone concentration to the crop 
dose-response data provided in Table 10,161 (refer to Appendix B for further 
discussion), assuming a linearized dose-response function. This linearization of 
Heagle et d.'s (1988) Weibull functions is justified by the small incremental 
increase in annual average ozone bncentration due to the power plant. Percent 
crop loss was atro determined for the existing ozone level without the power plant. 

In the third step, the crop production during power plant operation was 
calculatcxl from the percent loss applied td the county's potential production in the 
absence of ozone. This potential production was calculated from the known 
production under existing hnditions and the percent crop loss (under existing 
conditions) estimated from the dose-response data (see Table 10.16-2 for the 
calculation). Finally, to determine the amount of crop loss caused by the power 
plant, the crop production during power plant operation was subtracted from the 
existing crop production. 
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Table 10.161. Crop yield losses in (percent) estimated to result 
from various ozone concentrations 

Mean ozone concentration during growing season (ppb) 

crop I 40 50 60 70 80 

soybeans 
(Average of 22 experiments 5.6% 10.1% 15.5% 21.5% 28.4% 
with about 10 cultivars) 

(Average of 2 experiments) 5.0% 9.0% 13.0% 18.0% 23.0% 

Tobacco 

wheat 

(Average of 5 experiments 9.0% 15.0% 20.8% 26.8% 33.2% 
with 3 cultivars) 

Corn 

(Average of 3 experiments 1.7% 3.7% 6.7% 10.3% 15.7% 
with mixturea of 5 cultivars) 

Red clover hay 9.0% 19.0% 31.0% 44.0% 59.0% 

Alfalfa hay 5.0% 8.0% 11.5% 15.5% 19.0% 
(2 experiments, 1 cultivar) 

Source: Heagle d al. (1988). 

Table 10.162. Outline of the procedure for calculating the crop loss 
associated with the hypothetical power plant in any given county 

1. 

2. 

3. 

Obtain the existing ozone concentration 

Debnnine the new ozone concentration occurring during powex plant operation 

Determine the percent crop bss for the exintingozone concentration and for the new ozone 
conmtration, according to the done-response data 

Determine the potential production in the absence of ozone: 

where PP = potential production, P = production under ambient conditions, and Pc = the 
percent crop reduction under ambient conditions 

Calculate the crop production during power plant operation by using the potenthl production 
and the percent crop loss under the new ozone concentration 

Calculate the crop loss resulting from power plant operation by subtracting the new crop 
production from the existing crop production 

4. 
PP = P I [(loo - Pc) (0.Ol)J 

5. 

6. 

Existing crop production and the estimated incremental crop losses 
associated With power plant operation are shown in Table 10.16-3. The table also 
shows the total crop loss in all affected counties in Tennessee and elsewhere 
(including only those counties about onequarter or more within the 53.1 ppb 
isopleth). In counties mostly beyond the 0.1 ppb isopleth, the crop losses are 
assumed to be very small. 
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10.16.3 Damages and Externalities to Crops from Ozone 

In valuing the crop losses due to increased ambient ozone in the Southeast 
Reference envhnment, one must estimate the change in social welfare due to these 
losses. This change can be broken down into two parts: (1) the change in 
consumer surplus and (2) the change in producer surplus.3o 

One parameter that could potentially change both consumer and producer 
surplus is a price increase due to a reduction in crop output. In the crop market, 
however, the omneinduced changes are so small relative to national output (on the 
order of 0.001 96) that the price impacts would be negligible. Because of this, we 
can assume that market prices are not affected by the ozone-induced crop 
reductions. 

We value the welfare losses in the market for a crop as the loss in yield 
times the market price, i.e. the market value of the lost crop. The loss in yield can 
be derived Using the doseresponse functions for ozone on crop yield and crop data 
from the reference environment. The estimated damages are tabulated in Table 
10.16-3. 

The crops listed in Table 10.16-3 are not all the crops in the counties 
affected. We assume that they comprise half of the total value in crops and that 
they are affected by ozone in a way similar to the listed crops. The resulting 
damages are $124,ooO per year or 0.06 mills/kWh -- all of which is considered an 
externality. 

10.17 EFFECTS OF PLANT,CONSTRUCTION AMD OPERATION ON 
EMPLOYMENT 

10.17.1 Employment Impacts 

In this section we present a methodologymd report an estimate of the net 
employment benefits (negative damages) that may result from construction and 
operation of an oil-fired power p h t  in Tennessee or New Mexico (the Southeast 
and Southwest r&pmce.enyhnments considered in this study). The methodology 
and data for this calculation are 'described in more detail in O W R F F  (1994a, 
Part V). It is important to note that similar employment benefits will accrue in 
varying degrees to each fuel cycle. For example, the majority of employment 
benefits that we identify ren$'from the amstrudon of the facility, and other types 
of facilities will share-sin@ar benefits. Consequently, evaluation of these 
employment 'must mur through a comparison between fuel cycles, rather 
than a direct comparison between thw estimates and other damage estimates. 

* 
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Table 10.163. Damages to crops by ozone 

Crop Units Baseline Lossin Damage Unit-Price 
production Production 

soybean 1000 337 0.081 479 $5.95/bu. 
bushels 

wheat 1000 538 0.116 297 $3.03/bu. 
bushels 

Corn 1000 2,035 0.302 528 $2.57/bu. 

Tobacco 1000lb 34,960 9.247 28,000 $1.747/1b. 

Alfalfa 1000 77 0.015 1,410 $93/ton 
Hay tons 
Other Hay lo00 795 0.0669 31,400 $47/ton 

tons 

bushels 

TOTAL $62,200 

The second context for assessing employment effects is in a project or 
investment specific context, which is the relevant context for this study. In this 
setting macn>economic tradeoffs, for example between employment and inflation, 
are usually ignored because an individual project is assumed to have little effect on 
prevailing wages and prices. A main source of controversy in estimates of 
employment benefits is that many analyses fail to distinguish between impacts 
analysis at the project specific level and net economic impacts.31 For example, in 
the early days of benefitcost analysis as it was applied to water development 
projects, advocates for those projects often counted all of the employment 
opportunities involved with such a project as economic benefits. In addition, 
secondary and indirect employment that was created by spending of earnings from 
primary employment would also be counted. This Same approach might typically 
be applied today by business interests who want to advocate public investments in 
a specific locale. 

The role of economists has frequently been to point out the inadequacy of 
simple impacts analysis. In many cases economists oppose estimation of 
employment benefits because under many (possibly, almost all) circumstances 
economists believe that labor markets work well enough that payments to labor can 
be considered an adequate reflection of the marginal social cost of the economic 
resource utilized in production. Included in this perspective is a recognition that 
some "frictional" unemployment is considered to be an efficient way for the labor 
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market to allocate resources,, often referred to as the "natural rate of 
unemployment." When this position is correct, reducing local unemployment 
through investment projects generates a simple transfer of income from another 
part of the country or from another group of people, rather than a net increase in 
social wealth. Most economists believe this is an approximately adequate picture 
of most labor markets, iutless a compelling case can be made that unemployment 
is widespread and expected to be chronic and persistent. In the latter case, the 
social opportunity cost of employing the unemployed is considered to be below the 
market wage, so that new employment opportunities produce a net increase in 
social w d t h  rather than a transfer of income." 

The problem with impacts analysis is that it ignores the opportunity cost of 
workers who would be employed in the new project. If a worker was previously 
employed, and if we assume that labor markets work efficiently so that market 
wages reflect the marginal value of labor seMces provided, then the net economic 
benefit of employing a w o r k  in a new job would be the wage at the new job less 
the wage at his or her previous employment. Since, in most instances these wages 
would be close together, one could conclude that in this hypothetical example there 
would be few or no economic benefits associated with the new job creation. Low 
rates of unemployment are generally consided u priori evidence that employment 
benefits do not exist. Conversely, rates of unemployment above what is considered 
the natural rate are generally considered uprion' evidence that employment benefits 
might exist. 

1 

It is noteworthy that a region may have persistently higher rates of 
unemployment than the national average in many sectors of the econ~rny.'~ 
Consequently, employment benefits are possible even when the nation is viewed 
as "fully employed." This possibility raises another set of economic 
considerations. Some economists would oppose policies to correct for regional 
unemployment because such policies, such as public works projects, serve to delay 
the sometimes painful but neceSSary adjustments that must occur in a competitive 
economy. On the other hand, some economists would note that policies to 
stimulate employment may help ease the path of adjustment, lowering its cost. 
More importantly, such policies may be instrumental in the development of skills 
and work experience, often termed "human capital," that can make a regional 
economy more vital. We emphasize that in the context of this study both these 
perspectives have limited relevance because we are not evaluating corrective 
policies but attempting to account for the effects of a project specific investment. 

In summary, new employment opportunities create real (net) benefits only 
when there exists a situation in which labor resources would othenvi~ be 
involuntarily idle or under-utilized in a chronic, persistent way. When properly 
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specified, these benefits are equivalent to the difference between the private cost 
of labor (the market wage) and society's opportunity cost (or the shadow price) of 
labor.w In a perfectly competitive economy the wage rate and the shadow price 
will coincide. Hence, the market wage will be a good measure of society's 
oppdunity cost of labor because it will be just sufficient to draw labor away from 
its next most productive activity. However, when the ideal circumstances that 
characterize a competitive economy are not satisfied then the opportunity cost of 
labor will M e r  from the market wage. For example, persistent unemployment in 
a specific Occupation and region of the country may cause the opportunity cost of 
labor to be less than the market wage, which may be rigid due to a number of 
institutional factors. When inputs to the production of energy services stand idle 
or under-utjli7prl at their current market price or wage their market prim will not 
represent social costs.35 

Any under-utilized factor of production is subject to a similar analysis, 
whether it be capital, natural resources, labor or commodities. In this study we 
ignore factors other than labor inputs. It is widely felt that capital markets have 
become increasingly efficient and capital increasingly mobile over the last few 
decades. New financial institutions and instruments, and the consolidation of 
economic enterprises have contributed to this trend. With regard to natural 
resources, an argument can be made in some cases that fesource depletion exceeds 
the optimal rate, but it is widely felt that in general resource markets work 
efficiently. Furthermore, we lack a simple test of the performance of resource 
markets. Consequently, we focus exclusively on labor markets and the possibility 
that workers are previously unemployed or underemployed. In this case, society's 
opportunity cost of employing workers in new activities is less than their wage. 
Equivalently, it is sometimes stated that there are hidden benefits that result from 
new employment in this activity. 

Empirical analysis hinges on the assessment of labor markets that are 
af€' by specific investments associated with the oil fuel cycle. We emphasize 
that although estimation of employment benefits, and evaluation of policies that 
address employment benefits, remain controversial in economics, the theoretical 
underpinning that we outline above is widely accepted, if difficult to measure and 

Lebor input into the proctudion of ne~w Bnetgy services dram labor away from othet activities. 
Economiate refer to the value of goode and eervicee that society must forego m order to direct labor 
intone~~activity an society's opnidycuetoftbe labor input, or the shadow prica of labor. Ituplicit 
mthiefinuddm ' is the idea that social welfare is an aggmgation of individual welfare. The COnoepL 
of opportunity coat includes the vahre of aervice flows ptovided from idle time and Mmmerket 
actiVitiee, eo m general the opportunity oost of an unemployed pe~rson's time is not ~810. A seminal 
disoauree of the use of shedow priCee for i n v e s m  decisions is fauad in Liad (1982). 

15 TIM p~ibility that RWOWW+S d d idle ~ruoderutilized at curre~d matket pricss ot 
wag- begs tbe~ Question as to why prices or wagea do not adjust. I fa  re8outc8 is Uaderutilized 
because ite price is too high, a simple view of markets would suggest that price d f d  until it 
e+& h m a r g i d ~ t b a t h  ~88ourc8 would have m ~ o m e  productive use. An etllpirical analysis 
11118t recogaizetbatpices and wages Qmt always djust m such a smooth fashion. Prices and wages 
may be rigid due to long-tem labor cootracts, the existence of market power, or other phemrmena. 
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empirically verify. If potential employment benefits are ignored or set equal to 
zero, this is equivalent to the assumption that labor markets work effectively and 
that there is approximately zero unemployment above the natural rate of 
unemployment including frictional unemployment. The approach .we outline here 
and in 0- (1994a, Part V) amtains an empirical analysis of this question. 
To account precisely for the extent to which the employment of labor seMw 
makes use of previously under-utilized fesources it would be necessary to trace 
each unit of labor employed to its source and to inquire into its alternative use. 
This discussion follows the general literature in proceeding under the assumption 
that there is insufficient information to allow such a precise accounting.M Instead 
we assert that it is sufficient to observe persistent unemployment (above the natural 
rate of unemployment) in relevant labor markets in order to conclude that 
employment benefits exist." 

Factors to consider, in the evaluation of relevant labor markets include the 
employment profile of)the fuel cycle. This includes a temporal dimension. 
Employment associated with new generating capacity is typically described in two 
phases: construction (which is temporary in nature) and operation (which is long- 
term). Second, the profile must be sector-specific, according to employment 
categories for which unemployment data can be obtained. Examples are: laborers, 
petroleum engineers, economists, e&. Third, the profde must be region-specific. 
In principle, the relevant region will vary with each sector depending on 
characteristics of the labor market. For example, refinery workers may be drawn 
from a several county area while petroleum engineers may be drawn from a 
national employment market. 

Unemployment must be estimated for each relevant employment sector and 
region. In principle, one would prefer to use statistical techniques to forecast 
unemployment into the relevant time horizon. A reasonable first-order 
approximation can be obtained through the use of long-run unemployment rates 
(perhaps twenty-five year average rates) amended by information about investment 
and growth in the affected region. 

The estimated unemployment rate will include an element that is sometimes 
termed 'frictional unemployment," the 'nonaccelerating inflation rate of 
unemployment" (NAIRU), and more generally, the "natural rate of 
unemployment." This natural rate reflects the expectation that at any one time 
there will always be a segment of the population that is in transition between jobs, 
perhaps looking for a new job or to acquire new skills. Recent estimates of the 

This analysis utilizes apartial e q u i l i i  clpproa~h, m whichthe labormatlret is modeled in 
isolation from other segmemta of tb economy. (See Wenf ud Deren, 1991). A rigorow 
technip is to oonsfeuct a g d  equili imodeltbat dowe individuab tooptimizemresponse 
to price changes and djust their own behavior acandhgly. (See Squire ud van det Tak, 1975.) 
Howewer, ganeral e q u i h h n  models of regional ecomnnk am unlikely to exist and those that do am 
unlikely tocapturefeatluw ofparticutarconcerntoaurstudy. 

See Haveman (1979, chrrmlich (1981) or Sassone and scbaffer (1978) for addit id exposition. 
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natural rate of unemployment range from 4.7 to 6.5 percent (although, in principle, 
they can vary by Occupation and regi~n).~' Consequently, many economists 
describe a fully employed economy as one in which the unemployment rate is in 
this range. Persistent unemployment rates that are above this range reflect a 
shadow price (social cost) of labor services that is less than the market wage. 

A unifying representation of the potential role of employment benefits is 
embodied in the recognition that in any labor market, there is some probability 
between zero and one that a worker who is hired will be drawn from the pool of 
previously unemployed workers, and some probability that the worker will be 
drawn from other existing employment. In the latter case, there is a probability 
that someone to fill the worker's old job will be drawn from the pool of previously 
unemployed workers, and some probability that, again, the worker will be drawn 
from another existing job. After this chain of possibilities is played out, there is 
a probability that a new worker was ultimately drawn from the pool of previously 
idle workers, or that some old job was eliminated fiom the economy. The 
probability that a w o r k  in the previous chain of events is drawn from the pool of 
previously idle workers is viewed as a function of the unemployment rate. A 
representation of such a probability distribution was introduced by Haveman and 
Krutilla (1967) and is represented in O W R F F  (1994a, Part V). We note that 
this general relationship would be expected to differ among different sectors of the 
economy, hence a Eamily of probability distributions is used to allow for sensitivity 
analysis. In addition, we again note that one would not expect the probability of 
drawing a worker from the pool of previously unemployed to rise above zero until 
the unemployment rate rises above the identified natural rate of unemployment. 

If some percentage of the newly employed workers is expted to be drawn 
from the pool of previously idle workers, the market wage will be an overestimate 
of the social opportunity cost of employment. This difference is the net new 
employment benefit that we seek to measure. A preliminary estimate of the 
employment benefits associated with each expenditure in a primary industry is 
obtained by multiplication of the total earnings using earnings multipliers by the 
probabili. that workers are drawn fiom the poor of previously unemployed 
workers. Finally, this estimate must be adjusted to reflect the opportunity cost 
of time for unemployed workers. Unemployed individuals also attach a positive 
value to their time, even if it is not spent in the workplace. Some individuals may 
be providing productive services such as child care, others may be enjoying leisure. 

I 

See Johnson and Layard (1986). The range of estimatea resulte from diffeient theoretical 
formulatioM of the labor market. However, there is broad agreement that there ha8 been a 88cu1Bt 
iacrease m tbe nahval rate of unemploymeplf since the early 1950s. 

"KndilledHaveman(1968, p. 75) CiteMarglin(1%2) on this point. "[The] appropriate - shadow 
Wagereteietbemargineloppoltunay ' costofthe~achrallydrawnfromaftetnativeemployment[the 
market wage rate] multiplied by tbe percentage which this force forme of the total labor employed in 
this category..." (p. 51). 



Electric Power Generation * I 10-123 

10.17.2 Employment Benefits 

Using &e meth& developed fully in 0- (lW4a, Part V), we get 
an MID estimate of benefits across all industries due to all spending associated with 
the project to be 0.735 milldkwh for the Southeast Reference environment and 
0.542 milldkwh for the Southwest Reference environment. These numbers are 
our p f d  midpoiit estimates of net new employment benefits according to our 
analysis. The estimate for the Southeast Reference environment in particular is 
large due to persistent high unemployment in the New Construction in the East 
South Central region relative to other parts of the country. 

We have calculated estimates based on alternative assumptions in order to 
determine the sensitivity of results to each assumption and to provide a judgmental 
ninety percent confidence intend for this benefit estimate. The assumption about 
the opportunity cost of an unemployed person's time may be most critical. The 
next most critical assumption is the identification of a natural rate of 
unemployment. The third most critical assumption is the identification of the 
relevant labor market. In order to construct a reasonable confidence interval for 
the point estimate of employment benefits, one can not in general combine 
reasonable conservative or generous assumptions for each relevant parameter and 
feed these into the model. The actual level of confidence that is generated by 
combinations of assumptions depends in a complicated way on the nature of the 
underlying probability distributions. 

In the Southeast, the range of the 90% confidence interval from 0.461 to 
2.221 milldkwh should be taken as a measure of the uncertainties that are 
embedded in this analysis. On the other hand, this range and our identified 
midpoint estimate of 0.735 milldkwh indicate our confidence that employment 
benefits are significant. Similarly, in the Southwest the 90% confidence interval 
between 0.271 and 2.192 milldkwh, and the midpoint estimate of 0.542 
milldkWh, indicate that the true value is greater than zero. 

10.17.3 Externalities from Employment 

Most of the institutional and economic factors that would, appear to 
intervene between an opportunity cost estimate of emp1oyment.benefits provided 
above and estimates of brternalites have been accounted for already in the previous 
methodology. An additional factor might include contributions to unemployment 
insurance that would be reflected in production costs. 

ot report these estimates as extemalitiei in the 
summarychaptez. The for not doing so is the degree of uncertainty 
surrounding the definitions of -relevant labor markets, long term and expected 
employment rata, .the natural rate of unemployment in specific locat labor 
markets, the probability functions that were described, etc. This estimation of 
potential employment benefits is hampered by the need for additional research and 
analysis. However, we do not report a zero number either because to do so would 
be to implicitly assume full employment in the relevant labor markets, which is 
rather contentious. We do believe the methodology presented here can be 

In this study 
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replicated in a meaningfbl manner in specific contexts, including analysis by State 
agencies, to arrive at reliable estimates of employment benefits that would be a 
useful basis for policy analysis. 

10.18 ENERGY SECURITY EX'IERNAUTIES AND OIL FUEL CYCLESm 

The term "energy security" refers to the economic security of a country that 
is datively dependent on oil imports from a supplier(s) with considerable market 
power [i.e., the Oqphation of petroleum Exporting Countries (OPEC)]. Energy 
security costs may exist for an oil-importing country when its economic welfare is 
not as great as it could be if the oil market were efficient. The magnitude of these 
energy security costs depends on the degree of market power that OPEC possesses, 
on the concentration of oil supply within OPEC, and on the ability of the oil- 
importing country to respond to oil price shocks. The extent to which these factors 
exist is contentious. 

Analysts who need to estimate the health and environmental impacts of 
electricity options will likely not be required to do original research on energy 
security, in part because its impacts do not depend on the locations of the oil-fired 
power plants within a country. This Section provides analysts with basic 
information about energy security, and with a range of possible energy security 
costs associated with the use of oil. 

Energy security costs, to the extent that they exist, have two major 
components. One component is the economic rent that OPEC extracts from the 
market, due to its power as a cartel. Theore&ally, an oil importer with 
considerable market power, such as the United States, could recover this rent due 
to its monopsony power as a major consumer of oil. If the oil importer does not 
exercise its monopsony power, then the price of oil is "unnecessarily" high. The 
other component occurs when there are sudden changes in the price or availability 
of imported oil. These price shocks result in spillover effects on the total 
performance of the economy, that are not reflected in market prices, as the 
economy adjusts to the price shock. Oil-importing countries with limited 
economic, politid, or military power genedy cannot recover any economic rent. 
Thus, in theory, this rent is not an energy security cost. However, such countries 
may be extremely vulnerable to the second type of energy security cost. 

Analysts differ greatly in their assessments of the magnitude of these costs. 
Them are basically two positions. The first position is that these costs are unlikdy 
to be very large or that they are not policy relevant because there are no practical 
options to ameliorate these costs. Bohi and Toman are the major proponents of this 
position (Bohi l989,1991a, 1991b, 1993; &hi and Powers 1993; &hi and Toman 
1986, 1987, 1993, 1994; Lichtblau 1994; Stagliano 1995; Toman 1993). The 
second position is that they are sizeable and policy relevant. A number of analysts 

*) More discuseion is provided in the e, "Energy !Security Extedtiies and Fuel Cycle 
Cornparisom," by D. R. Bobi and M. S. Toman, preeented m tbe Analytical Mehda aod Issuas 
docnunePlt (ORNURFF 1994a), and in Leiby et al. (1995). 
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take the latter position (Adelman 1990, 1994; Huntington and Eschbach 1987; 
Mork 1994; Mork et al. 1994; Greene and Leiby 1993; Leiby, 1993; and Greene 
et al. 1995). Each position is supported by a number of careful studies. However, 
the studies differ in their assumptions, data, and statistical methods. Each side in 
the debate is critical of data; methods, and analyses used in the studies that the 
other side uses to buttress its arguments. We do not attempt to resolve this issue 
in our report. The issue is one of ongoing analysis and debate in a study funded 
by<the U.S. Department of Energy. Proponents of both positions agree, however, 
on the need for more detailed analysis on key points of contention. 

Thus, we do not recommend any specific value as an estimate of the energy 
security costs of oil fuel cycles. Instead, we summarize the major arguments of 
both sides in this debate, and tabulate a range of possible values. The summary is 
organized so that the two energy-security components are discussed separately. 
Within each of these two sections, we provide the key arguments of each side of 
the debate. 

10.18.1 Cartel Rents and the Long-Term Cost of Oil hports 

In a perfectly competitive market, the price of oil completely reflects its 
cost (at the margin). However, when sellers such as OPEC exercise some market 
power, the price may lie above the perfectly-competitive level. If an oil importer 
such as the United States can take advantage of its position as a major consumer 
of oil to offset this price premium, then the importer has some monopsony power. 
If a country can successfully use its monopsony power to reduce the price of oil, 
but does not do so, then this inaction is an opportunity cost. 

These costs, to the extent they exist, occur over long periods of time, in 
contrast to the short-term effects related to oil price volatility that we discuss in 
Section 10.18.2. 

The View that Cake1 Rents am Signifhnt'' 

The viewpoint that thenxare signpcant andpolicy-rekvar!t cartel rents is 
based on the argument that oil supply is not provided in a competitive market, and 
that the importer's policies can countervail-the exporters' market power., Analysts 
justify these claims with three reasons: (a) empirical evidencethat suggests that 

to a' confederation of competitive suppIiers.(Griffh 1985, Jones.1990, Dahl and 
Yucell991); (b) the fact that most.estimates of the marginal cost of production are 
well below the prevwg price; andA.(c) theamtention that any price .premium 
associafed with the depletability of oil is likely to be small givenithe large resource 
base and the ability to replenish reserves with improved technology and greater 
effort. I .  

OPEC behavior confofti~ m ~ r e  closely to an (iiperfect) Output-sharing Carfel than 

. -  

"Based largely on Leiby et al. (1995). 
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Although ail prices have been stable and the influence of OPEC seemingly 
diminished in the p t  several years, many analysts argue that OPEC still functions 
as a cartel, even if not a completely effective one. For example, although 
Adelman (1994) sees inmasing pressure on OPEC, he still describes Saudi Arabia 
as the leading firm of a cartel and warns that it would be imprudent to expect the 
cartel to disappear any time soon (Adelman 1994, p.ll).. In fact, according to 
Greene et al. (1995), OPEC's increaSing market share will likely increase its 
monopoly market power in the future, as well as the risk of oil market disruptions. 

Leiby et al. (1995) use the 1994 version of the U.S. Department of 
Energy's Oil Market Simulation Model (DOE'S OMS94) to estimate the marginal 
benefit of a reduction in oil imports. They consider different assumptions about 
the response of OPEC supply to changes in U.S. import demand.42 With an OPEC 
supply elasticity of five, the marginal cattel rent is $0.90/barrel(1993$). With an 
elasticity of one, it is $2.86/barrel. These rents, to the extent they exist, are part 
of the energy-security cost of the oil fuel cycle. 

The View that Cartel Rents are Unlikely to be Large or Policy Relevant 

Other analysts have a viewpoint opposite to the one previously mentioned. 
They argue that recoverable cartel rents are unlike& to be large. These analysts 
are skepticat of OPEC's effectiveness as a cartel. For example, Bohi and Toman 
inspected petroleum production data and questioned whether OPEC supply 
behavior' has been consistent with that of a cartel. They suggest that Dahl and 
Yucel's (1991) analysis has problems with the specification of the econometric 
framework (Bohi and Toman 1995, p.38) They further note the increasing 
rivalries among the countries within OPEC. Stagliano (1995) argues that the 
power of OPEC is more a "ghost" than a reality. His assessment is that the fears 
of OPEC's potential ability to curb oil supplies to the United States, or to 
unexpectedly raise prices to economydamaging levels, are unfounded. He regards 
OPEC to be ineffective as a cartel operating in a global, generally free, oil-trading 
system (Stagliano 1995, p.8). 

These analysts also question whether it would be wise for the United States 
to use its monopsony power to recover cartel rents, even if they do exist. These 
analysts amtend that monopsony effects are usually thought to be only "pecuniary" 
externalities that redistribute rents but that do not bear on market efficiency. When 
the rent redistribution involves rent transfeas out of the purchasing country, the size 
of these wealth transfers may be a concern for policy makers even if the market is 
efficient from a global perspective. However, these analysts say that it is not 
necessarily advantageous to exploit a potential monopsony position. In fact, the 
U.S., for example, eschews the exercise of monopsony power in a number of 
inkmational markets. To argue for the exploitation of monopsony in the world oil 
market, it is necessary to conclude that the policy decision can affect world prices 

%e model summarize3 OPEC price response to reductions in demand will an elmticity, although 
strictly speakiog, the response hnction of a cartel does not correspond to a welldefined supply curve. 
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and that it will not provoke a retaliation by exporters which would leave the 
country in worse condition. 

Should monopsony effects be included in fuel cycle evaluations? Bohi and 
Toman's (1994) position is that they are not relevant to individual local fuel cycle 
decisions because monopsony effects operate only at a national scale. These 
analysts contend that these effects cannot be addressed dwt ly  in the absence of 
some means for coordinating oil demands at a national level. They state that even 
at a national level, the capacity of a country, even the United States, to influence 
world oil prices. by curbing demand or imports is likely to be limited. They 
suggest that the national government can take concerns over oil import costs into 
account by promoting domestic sources of oil, or in the design of R&D policies 
that hvor research on energy technologies that use energy sources other than oil. 

These analysts acknowledge that even without the presence of monopsony 
power or the exercise of marla9 power by oil exporters, transfers of wealth for oil 
imports could have secondary effects on the economy that are not reflected in the 
price of oil and that constitute a potential externality in the oil fuel cycle. The 
payments for oil imports have an unhvorable effect on the U.S. merchandise trade 
balance, which could in turn have a negative effect on fie international exchange 
value of the dollar and on the cost of all  imported goods. It also has been argued 
that higher oil prices could aggravate "structural" inflation that leads to adverse 
macroeconomic consequences. But these analysts state that even if these effects 
constitute reat externalities and are significant in magnitude, they are not amenable 
to policy responses. These analysts say that exchange rate and inflation issues are 
meaningful only at the national level, such as for guiding R&D. 

10.18.2 The Costs of Oil Market Disruptions 

Like any other commodity, the price of oil fluctuates. More importantly, 
its supply is geographically concentrated. Some analysts contend that this region 
is politically unstable, making it subject to disruptions that cause oil price shocks. 
When these shocks occur, payments for oil imports greatly increase.. Demand for 
oil is relatively inelastic in the short run. , Thus, oil price shocks may also have a 
ripple effect throughout the 

As in the case of the g normal (i.e., stable) 
markets, there are two divergent views about the costs of oil market disruptions. 
One view is that the increase in payments for imports is an external cost and that 
the macroeconomic adjustments during oil price shqcb are large and attributable 
to the shocks themselves The otJler view is that in,peped,payments for oil 
imports are part of a competitive market and that there is little evidence to support 
the claim that-ee macroeconomic adjustment ,costs are large. We expand on the 
two points of view in the following sections. 

The View that Oil Market Disruptions Lead to Significant Externalities43 

"Taken from Leiby et al. (1995). 
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Amrding to this view, oil market disruptions lead d b t l y ,  or indirectly, 
to price shocks. When prices increase, the principal losses are increased payments 
for imports and macroeconomic adjustment losses. Estimates of these losses 
depend, of course, on the probabilities of disruptions of different sizes. The 
following estimates take these probabilities into account. 

1 
The price of oil, according to this view, increases greatly during 

disruptions, even though demand decreases. The net effect is that more is paid for 
imported oil. This increase in cost is b l y  not to have been taken into account by 
producers and consumers in any fuel-related investments that they made previously. 
According to this line of reasoning, to the extent that oil consumers and producers 
do not fully anticipate and insure against either the microeconomic or 
macroeconomic effects of oil price shocks, the increase in the oil import bill will 
not reflect a cost fully captured in the current price of oil. 

Leiby et al. (1995) use DOE'S OMS94 to estimate a range of values for the 
marginal external costs of the increase in import costs during disruptions. Their 
analysis accounts for a range of possible disruption probabilities, the existence of 
cartel rents, effects of imports on disruption probabilities, and the degree of 
anticipation and hedging. Their results generally range from zero (if there is 
complete anticipation and hedging) to $2.1 l/barrel(lW3$). 

Analysts who suggest that energy security costs are significant, contend that 
oil disruptions lead to large costs to the macroemnomy. Whereas wealth transfers 
to pay for imports depend on the level of energy prices and the volume of energy 
impom, macrOecOnOmic adjustment losses depend on the change in energy prices 
and the volume of total (not just imported) energy consumption. 

The reasoning of these analysts is that when the oil price suddenly 
increases, real wages will not adjust to maintain employment, leading to 
unemployment. The use of energy-using capitat equipment will also decline, 
reducing productivity throughout the economy. The losses are compounded by 
difficutia in reallocating factors of production in response to changes in the mix 
of final demand brought about by changes in product prices. 

Over a dozen empirical studies have linked GNP losses to oil price 
increases. Among the more recent studies are Hamilton (1983, 1985) Mork 
(1989), Mork et al. (1994), and Tatom (1993). The GNP adjustment losses 
e s t i d  in these studies depend on the size of the proportional price increase as 
well as on the vulnerability of the macroeconomy to adjustment losses for a price 
shock of a given size. Leiby et al. (1995) calculate a range of macroeconomic 
adjustment cost estimates. The range reflects different assumptions about 
disruption probabilities, effects of imports on disruption risk, and GNP elasticity. 
The range is from zero to $6.48/barrel ($1993), with a 'narrowed range' of 
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$0.44/barrel to $1.60/barrel, reflecting a narrower range of values for these 
assumptions. 

The View that Disruptions Are Unlikely to h a d  to Sicant Extendties 

An alternative viewpoint is that there may not be large spillover costs 
caused by oil price volatility. These doubts are based on the causes of rigid 
adjustment in the economy and the degree to which volatility of energy prices is 
accommodated ex ante.u 

Empirical studies of the macroeconomic effects of energy price shocks do 
not try to distinguish W e e n  internalized and externalized costs. Therefore, the 
best that can be accomplished, is to try to assess the importance of the gross 
macroeconomic costs of energy price shocks and to draw inferences about the 
empirical significance of the externality component. 

The evidence about the gross costs at the national level is mixed. The 
coincidence in the timing of the the two oil price increases and two recessions 
during the 1970s leads many observers to believe that the effects of energy price 
shocks on the economy are large. However, some analysts contend that equations 
of models used to reach these conclusions employ parameters estimated from 
limited experience with price shocks over the 1950 to 1980 period. During this 
period, real oil prices were stable or falling except for the two brief explosions 
during the 1970s. Thus, the conclusions of the models regarding the relationship 
W e e n  oil price increases and GNP will be determined by the experience with the 
two recessions that followed the 1970s price shocks (even though this experience 
may not be representative of the true energy+amomy relationship). These analysts 
explain4he recessions experienced in some countries by factors other than energy 
prices, such as differences in macroeconomic stabilization policies. In other 
words, according to this viewpoint, it is possible that the econometric models are 
confusing the effects of the deflationary macroeconomic policies with those of 
changes in oil prices. 

The doubts of these analysts are based on their examhation of 
disaggregated industry data for the U.S., Germany, Japan,,and h e  U.K. for 
explanations of the experiences of these countries during the 1973-1974 and 
1979-1980 shocks. These analysts explain that energy prices may have hap little 
to do with the macroeconomic problems of the 1970s. These analysts find that, 
within each country, the industries hit hardest are quite dissimilar from one 
recession to the next and, for each recession, the industries hit hardest are 
dissimilar mss the four countries. There are no significant negative correlations 
between energy intensity and changes in output, employment, or capital formation 
for any of the four countries. Nor does the evidence suggest that adjustment costs 

"Although the timing of oil price shocks is unknown, producers and consumere account for the 
possibility when they make decisione. One way of hedging against price chocks is through the oil 
futures market (some analysts state that the effective- of this hedging ha8 not been empirically 
measured). 
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caused by changes in the composition of final demand are more severe in energy- 
intensive sectors. Finally, these analysts suggest that, in contrast with the rigid- 
wages argument, changes in real wages appear to vary negatively with energy 
intensity in the two shock periods. This relation would suggest that wages were 
more responsive in labor markets where unemployment has been more serious. 

An alternative hypothesis suggested by these analysts is that the 
industrialized countries were already combatting inflation when the oil price shocks 
occurred and that these price shocks further r e d u d  the ability of the countries' 
economies to mitigate inflation." Given that Japan was the only industrial country 
to avoid a recession after the 1979 oil shock, it is plausible that the monetary 
authorities rather than energy prices are to blame for the recessions in other 
countries. 

More study is required to understand better the nature of energy-economy 
interactions at the national and regional levels. If nothing definitive can be said 
about the gross economic costs of energy price shocks, it follows that even less can 
be said about the magnitude of any embedded externalities that are relevant for 
comparing fuel cycles at a local or national level. 

10.18.3 Potential Externalities Related to R&D 

Market signals alone do not generate a socially efficient level of investment 
in research for acquiring basic knowledge for the development of new 
technologies. The basic problem is that information has attributes of a public 
good, with benefits to many other agents beyond those who bear the costs of 
information acquisition. Since those who bear the costs of information acquisition 
generally cannot appropriate all the benefits, too little information acquisition is 
undertaken. 

There are specific aspects of energy security that intersect with R&D 
externalities. Research and development of cost-effective alternative energy 
sources and less energy-intensive technologies may be the strongest tools (over the 
longer term) for countering any market power exerted by energy exporters. 
Enhand energy conservation and flexibility in energy storage provide a means for 
mitigating any adjustment costs associated with energy price shocks. Thus the 
presence of both energy security externalities and R&D externalities provides 
strong support for a government role in supporting R&D activities. This includes 
R&D related to fuel cycles, even though the importance of the energy security 
spillovers remains unresolved. The government has already responded to the 
public good argument with considerable support for energy R&D. In view of this 
effort, together with the contribution of existing patent and copyright laws, it is 
conceivable that the R&D externality has already been adequately i n t e r n w .  
Indeed, we have little basis for saying whether the level of effort is deficient or 
excessive. 

'%xcept for Japan in 1979. 
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I 

The third major objective was assess the state of the information which is 
available to support energy decision making and the estimation of externalities, and 
by so doing, to assist in identifying gaps in knowledge and in setting future 

This final chapter summarizes the results and discusses the conclusions of 
the study. W o n  11.1 summarizes the step-by-step process that was implemented 
to demonstrate the damage function approach. Section 11.2 summarizes the 
emissions (interpreted in the broadest sense), the changes in concewutions of 
pollutants, and other changes in the environment as estimated for the benchmark 
oil fuel cycles. Sections 11.3 through 11.5 summarize the range of marginal 
damages and benefits that were estimated for the oil fuel cycle at the two reference 
sites for the study. Section 11.3 summarizes the findings about the marginal 
ecoibgicul impacts fiom the fuel cycle associated with the single oil plant. Section 
11.4 summarizes the findings about the marginal health impacts. Section 11.5 
discusses the marginal damages and benefits. Section 11.6 discusses the 
conclusions. 

11.1. SUMMARY OF STUDY OBJECTIVES AND THE STEP-BY-STEP 
APPROACH 

This study had three main objectives. The fist objective was to 
dmwnsfrute the application of the methodological concepts which were developed 
in the Background Document (ORNURFF 1992). This study addressed this 
objective by demonstrating the application of the damage function approach to a 
representative oil fuel cycle. The assumed technology was an oil-fired boiler 
electric power plant. The analysis was applied to two sites, one in the Southeastern 
United States and the other in the southwestern United States. 

The second major objective of the study -:to develop, .given the time and 
resources, the best range :of estimam of-the-mgrginal damages and bemfits 
associated with selected impact-pathways fiom-the two fielicycles at these two 
specific sites. The analysis that'addmd this objective was presented in Chapters 
4 through 10. Although&esspe&c numerical re#s are project- and site-specific 
the anaZyticuZ m e f M  are general and can,b applied to other studies. 
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research agendas. Inf'ation about the limitations of the knowledge base and in 
the accuracy of our estimates was presented in several ways-in the ranges of 
valw given in the numerical results; in the discussions of the analyses; and in the 
papers presented in the Apdices.  Additional discussion is presented in Sections 
11.2 to 11.5. 

An overwhelming conclusion from the discussions in Chapters 4 to 10 is 
that while the approach is simple in concept, it is not in its initid implementation. 
Rather, it consists of a considerable amount of analysis characterizing the fuel 
cycle, the technologies, and their emissions; data collection; the application of 
atmospheric transport and aquatic dispersion models; and the analysis and 
utilization of the ecosystems, enhmenta l  impacts, kpidemiology, public health, 
and economics literatures. The procedure can be summarized as consisting of the 
following steps: 

Select a particular technology(s) and site (including sites of the upstream 
activities which involve onshore oil extraction). 

Characterrze the nature of the major activities and processes of the total fuel 
cycle in terms of the potentially (or known) major sources of emissions. 
Obtain estimates of the major emissions or other residual output from each 
type of activity. The type of activity could be defined as a general category 
such as crude oil transportation. 

Select the higher priority impact-pathways on which the analysis is to 
focus. 

Identify and use the appropriate atmospheric (and aquatic, if appropriate) 
transport models to estimate the change in concentrations and deposition of 
residuals in the surrounding area. 

Identify the types of ecological, health and other impacts that potentidy 
arise from exposure to the changed conditions; and identify appropriate 
dose-response relationships, as permitted by the scientific literature. 

Scale or adjust the estimates of changes in concentrations into the spatial 
and temporal units required by the dose-response relationships. 

Use the dose-response relationships to estimate the impact(s) of the changes 
in concentration or changed condition of the environment (with 
environment interpreted in the broadest sense). 
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(8) Use the economic valuation functions obtained from the literature to 
estimate the mafginal economic damages and benefits of the fuel cycle, and 
express these values as milldkwh and on an annual (levelized) basis. 

More research and modeling in atmospheric physics, chemistry and 
transport will lead to better atmospheric transport models. As more empirical 
information is developed on exposure-response and valuation relationships, the 
estimates of the costs and benefits of fuel cycles will improve in accuracy and 
precision. If some of the above steps become automated through a computerized 
infinmation system, then the computational and other requirements on analysts will 
decrease. 

Recause of the objectives of this study, the discussion within this Section 
should not be considered as representing a complete picture of the oil-to-electricity 
fuel cycle. Rather it reflects a contribution to the state of knowledge about energy 
externalities. A complete analysis is beyond the scope of this study. 
Consequent&, the r e d r  should not use results of this study to draw conclusions 
about the total externalities of this or of altentativejkl cycles. Yet, much has 
been learned and will prove valuable to understanding health and environmental 
interactions Within the oil-to-electricity fuel cycle, and the perspective in which 
economic valuation is cast. 

11.2. EMISSIONS FROM AN OIL FUEL CYCLE AND CHANGES IN 
CONCENTRATIONS W THE ENVIRONME" 

The first step in the damage function approach is a definition of the sources 
of the impacts. Many of these sources are emissions to the environment. To 
contribute to an impact assessment, an emissions rate from a specific part of the 
fuel cycle must be characterrzed . Then, depending on wh&er.it is released to the 
air or water, a process begins of e k i n g  that emission to the point of impact. For 
example, in the case of releases to theiair, iqcremental additions to the existing 
baseline load of ambient pollutants wefe analyzed in the immediab environment 
of the reference plant, as well as to a distance 1,ooO miles from the plant. 

Tables 11.2-1 and 11.2-2 contain listings of the emissions or other 
discharges (in the first column of the tables) that were evaluated for each of the 
reference sites. The formats of the tables are different because the fuel cycle 
activities at the two sites Mer. Within the tables, an assessment is made as to the 
quality of information about the emissions. As can be seen in the tables, there is 
a wide range of information quality, all the way from none to very good. 
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The two most important emission transport issues identified in this study are 
related to the need for regional-scale models. Many of the ecological effects can, 
at present, only be evaluated on a regional basis. The more important pollutants 
are secondary pollutants that are formed in chemical reactions involving some of 
the emissions from a power plant best characterized using a regional scale model. 
secondary pollutants such as ozone and sulfates, are formed at some point beyond 
the plant. Formation depends on a wide range of factors, many of which depend 
on regional air quality. Clearly, more work is called for in the development of 
long-range t r m p m  &ls that can be wed for both site-spec@c and regional 
anuZyses. 

11.3. MARGINAL ECOLOGICAL IMPACTS OF THE OIL mTEL CYCLE 

This evaluation of the ecological impacts of an oil fuel cycle is based on a 
very specific set of parameters, which affect the range of possible impacts and the 
magnitude of theae impacts. The major factors in this assessment are the location 
of oil production and r e f ~ g ;  the size, design, and location of the power plants, 
and the method of transport of both crude and refmed oil. The size of the power 
plant determines the magnitude of point source emissions from the power plant, as 
well as the haemental amount of wastes and discharges from oil drilling, r e f h g ,  
and transportation. The locations of the power plant and refmeries are important 
in determining whether the emissions from a single facility (which in themselves 
may be too small to have any significant impacts) would contribute, on an 
incremental basis, to cumulative impacts caused by other sources and defined by 
ambient conditions. Therefore, the conclusions discussed below must be 
considered in terms of the size (300 MW) and location of the oil-fired power 
plants. 

Table 11.3-1 presents a summary of the ecological impacts associated With 
specific resource categories. For each emission examined, this table identifies 
ecological impacts that: (1) are believed to be negligible, (2) can be quantified 
from the existing knowledge base, or (3) can not currently be quantified. 
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Table 11.2-1. Pollutant emissions, concentrations, or other changed conditions for an oil fuel cyde 
at the Southeast reference site 

Emissions or Changed Concentration 

Fuel cycle stage Inform. 
and emission quality Quantity Unit Comments 

Onshore: 
Land use 

Produced water 

Arsenic 

Benzene 

Boron 

Sodium 

Chloride 

Mobile ions 

Drillingwaates 

Cmde oil 
Oflhore: 

Coastal erosion 

Producedwater 

Oil and gmwe 

Btnzene 

Bis(2cZhylhexyl- 
phthalate) 

my- 
Naphthakne 

Phenol 

Toluene 

Copper 
Nickel 

Silver 

Zinc 

Drilling muds 

Drill cuttings 

HC 

e 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

e 

C 

6.83 

0.02 

0.47 

9.9 

9,400 

7,300 

23,000 

4,509 

spill size 
0.62 

C 

486 

79.16 

0.931 

0.q1 

0.066 

0.090 

0.914 

0.693 

0.107 

0.150 

0.059 

0.133 

5,614 

1,192 

34.9 

Texas 

Concentration in produced water 

Concentration in produced water 

Concentration in produced water 

Concentration in produced water 

Concentration in produced water 

Concentration in produced water 

Texas 

Average spill size 
Spill rate for average large spill of 
18,000 bbl 

Average for Gulf of Mexico 

Concentration in produced water 

Concentdon in produced water 

Concentration in produced water 

Concentration in produced water 

Concentration in produced water 

Concentration in produced water 

Concentration in produced water 

Concentration in produced water 

Concentration in produced wakr 

Concentration in produced water 

Concentration in produced water 

Gulf of Mexico 

Gulf of Mexico 

For model platform 
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Table 11.21. Pollutant emissions, conmtratlons, or other changed conditions for an oil fuel cyde 
at the Southeast reference site 

Emissions or Changed Concentration 

Fuel cycle stage Inform. 
and emission quality Quantity unit Comments 

co 
, NO, 

so* 
' TSP 

PM-10 

Hydrocarbons 

co, 1990 
CO - 1990 

- 2010 
NO, - 1990 

- 2010 
so2 - 1990 

- 2010 
Hydrocarbons 

Ozone 

Acid deposition 

PM-10 - 1990 - 2010 
Peroxyacetyl nitrate 
(PAN) 

Inorganice 

cooling system - 
blowdown 

Wastewatere 

Ash 

e 

e 
e 
e 
e 
e 
- 

0 

e 
e 
e 

0 

A 
e 
A 

A 
A 

A 

- 

33.4 

0.16 

1.67 

9.22 

0.83 

0.68 

C 

844 

9.85 
9.85 

39.63 
3.96 

30.96 
15.48 

C 

1 .o 

0.96 
0.38 

b,c 

0 

C 

C 

C 

For model platform 

Emission rate 

Emission rate 

Emission rate 

Emission rate 

Emission rate 

Emission rate 

Emission r a k  

Emission rate 

Emission rate 

Increase in annual mean concentration 

Emission rate 

Modeling needed to determine 
concentrations 

Modeling required to determine 
conmtrations 

Modeling required to determine 
concentrations 

Emissions 
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Table 11.21. Pollutant emissions, concentrations, or other changed conditions for an oil fuel cycle 
at the Southeast reference site 

Emissions or Changed Concentration 

Fuel cycle stage Inform. 
and d s i o n  quality Quantity Unit comments 

TrensportaLlon 

Pipeline-crude oil 0 spill size barrels Frequency distn'bution unavailable for 

Bargemidual oil e C Spill size and accident rates needed 

spill rate bbybbl handled different sized spills. 

- co2 C 

NO, - C 

C 

Pluticulatea - C 

Hydrocarbons - C 

Legend: 
-, no data; 
A, qualitative data; 
0, marginal quality of quantitative data; 
8, quality of quantitative data could be improved; 
0, quality of quantitative data good. 

a. Data can be improved with near term inputs, such M application of appropriate models. 
b. Data limited by state of the science; i.e, new models needed. 
c. Data limited by lack of site specific & d i e s  

. , .- , .  
' S..',, 



Table 11.2-2. Pollutant emissions, concentrations or other changed conditions for an oil fuel cycle 
at the Southwest reference site: 

Emissions or Changed Concentration 

Fuel cycle stage and Inform. 
miduals quality QUantity Unit Comment3 

Land use 

crude oil spill 

Produced water 

AreeniC 

Benzene 

Boron 

Sodium 

Chloride 

Mobile ions 

DriUingwastea 

co 
NO* 

TSP 

PM-10 

Hydrocarbons 

co, 1990 
co - 1990 - 2010 
NO, - 1990 

- 2010 
so, - 1990 - 2010 
Hydrooarbons 

Ozone 

- 
- 
a 
a 
a 
a 
a 
0 

a 
0 

e 
e 

9 

e 
e 
- 

0 

e 
e 
e 
- 
- 

C 

, c  

5.93 

0.02 

0.47 

9.9 

9,400 

7,300 

23,OOo 

6,332 

0.16 

1.67 

9.22 

0.83 

0.68 

- 

844 

9.85 
9.85 

39.63 
3.96 

30.96 
15.48 

C 

a 

oil mduclior 
a c m  

d- 

New Mexico 

Concentration in produced water 

Concentration in produced water 

Concentration in produced water 

Concentration in produced water 

Concentration in produced water 

concentration in produced water 

New Mexico 

Emission rate 

Emission rate 

Emission rate 

Emission rate 

Emission rate 

Emission rate 

Emission rate 

Emission rate 

Emission rate 

Emission rate 

Modeling required to determine 
atmospheric concentrations 
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Table 11.2-2. Pollutant emissions, concentrations or other changed conditions for au oil fuel cycle 
at the Southwest reference site: 

Emissions or Changed Concentration 

residuals quality Unit comments 
Fuel cycle stage and Inform. 

Acid deposition 

PM-10 - 1990 
- 2010 

Peroxyacetyl nitrate 
(PAN) 

Inorganics 

cooling system - 
blowdown 

WM-km 

Ash 

Road damage 

Refined oil spills 

g/s= Emission rate 

Field data and modeling needed to 
determine concentrations 

Effluents to evaporation ponds 

Effluents to evaporation ponds 

Emission rate 

TrensporQlforr 

miles affeded Tank truck traffic, New Mexico 

Hydrocarbons b,c + 

Legend: 
-, no data, 
A, qualitative data; 
0, marginal quality of quantitative data; ' , n ,  

8, quality of quantitative data could be implpved; 
0, quality of qua!lwve data good. , * 

1 .+  
I ?  

a. Data can be @proved with near term &puts, such M application of appropriate mode;. 
b. Data limited by stat& of the acimce; i.e, new models needed. 
c. Data limited by lack of site specific studies 

. .  
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Although quantitative information on many of the potential environmental 
impacts of an oil fuel cycle is limited, some general qualitative conclusions can be 
made based on the available data. In the scenarios that this study considered, 
impacts Erom an oil fuel cycle involve: (1) potential effects of wastewaters from 
onshore production on aquatic resources, (2) potential effects of wastewater and 
discharges from offshore drilling on local biota and regional fisheries, (3) effects 
of possible crude oil spills, either Erom a platform or from a pipeline, on marine 
and coastal resources, (4) the changes in crop yield from ozone formation from 
power plant emissions of hydrocarbons and NO,, (5) damage to coastal wetlands 
and marine resources from potential spills of residual oil during barge transport 
along coastal areas, and (6) damage to freshwater aquatic resources from potential 
spills of residual oil during barge transport through a river system. A lack of data 
prevented estimates of impacts from wastewater and air emissions at refmeries. 
Most of the quantitative ecological data that are available are on the potential 
impacts of oil spills on marine and coastal resources, and on the impacts of omne 
on crop yields at the Southeast Reference site. 

Under the Scenario created for this study, the parts of the oil fuel cycle that 
are likely to have the greatest potential for ecological impacts are spills of crude 
oil in the marine system and a me transportation accident with No. 6 residual oil 
either along the coast or in the Tennessee-Tombigbee-Clinch River system. Time 
constraints and lack of a specific model for freshwater systems preclude the 
modeling of aquatic impacts to the river system. A simple dilution model could 
be applied in the future as time and resources permit. Offshore spills can result 
from platform leaks or blowouts or from pipeline ruptures or chronic leaks. A 
spill of large amounts of crude or residual oil in coastal systems can result in 
significant impacts on resources. However, spills of a magnitude capable of 
significant damage are rare. 

Injuries to marine and coastal resources of the Gulf of Mexico from 
hypothetical crude and residual oil spills were estimated using the U.S. Department 
of the Interior’s Natural Resource Damages Assessment Model for Coastal and 
Marine Environments (NRDAM/cME). The model provides estimates of injuries 
to adult and larval fish, mollusks, decapods, and birds. An average large leak or 
spill of crude oil (18,046 barrels) from a platform or pipeline located 50 km off the 
coast of Texas in spring could result in a total catch loss of 3,978,452 pounds of 
finfish (commercial and recreatiOna) and 33,779 pounds of mollusks and decapods 
over the next 20 years. Approximately 140 adult seabirds and 3,000 adult 
shorebirds would be directly killed. The probability of such an occurrence is 0.60 
spills/109 barrels of oil handled. 
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Table 11.3-1. Summary table for key ecological impacts 
in different resource ea'tegories 

Commer. Recre. Rec. Bo- 
CrOpp Forests Fishing fshing parks ' diversity 

Awludlnn 
-aa&Qnz 

Waatewatsrs: n.8. 
produced water, 
Drilling fluids, 
Drill cuttinge 

PnvllueHon 
-4t== 
crude oil spill n.8. 

Wastewatere: 11.8. 

pioduced Water 
Drilling fluids 
Drill cuttinge 

&mw 
Ab & S b M ,  n.8. 
water & S b M  

cnde oil spill n.8. 

Refined oil spill 11.8. 

11.8. 

* n.8. 

n.8. 

n.8. n.8. 11.8. xx 

rn 
Ob 

rn xx xx 

ob n.e. 11.8. 

11.8. 11.8. n.8. n.8. n.8. 

n.8. rn rn xx xx 

11.8. rn rn 11.8. n.8. 
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A hypothetical spill of No. 6 residual oil off the coast of Biloxi, 
Mississippi, in winter could result, on average in a total catch loss of 5,303 pounds 
of Wish and 100,126 pounds of invertebrates. Approximately 12 adult seabirds 
and 4,000 adult shorebirds would be directly killed. Information on barge accident 
rates in coastal waters was not located. 

The impact of chronic discharges of produced water and other wastes to the 
marine environment h m  offshore oil production are localized; pre-drilling surveys 
are not available for comparison purposes. According to several studies, no 
permanent degradation of water quality is expected in the offshore coastal 
environment. Rapid dilution of discharged materials is expected to limit the extent 
of water quality degradation to within a few hundred meters of the source. 
However, if produced water is discharged into isolated coastal areas such as 
shallow salt marsh environments with limited circulation, localized degradation of 
water quality may take place as long as the discharges continue. Under offshore 
conditions, suspended solids reach background levels 1,OOO to 2,000 meters 
downcurrent of the discharge and within 2 to 3 hours of discharge. Discharged 
drilling fluids are diluted 1,OOO-fold or greater within one to three meters of 
discharge and trace metals are diluted 10,000-fold 100 meters downcurrent from 
the discharge. At the resulting concentrations, components of the discharged water 
would not be toxic to marine organisms. The greatest impact from plafform 
discharges is to benthic fauna. Local benthic fauna abundance and diversity are 
reduced within 100-200 m of the platform. These localized and small increments 
of pollutants may be significant to an already stressed ecosystem. Increased 
recreational fishing activity at offshore platforms may be viewed as an economic 
benefit, but quantitative data on this activity were not located. 

Air emissions from the oil - fd power plant, the impacts of which were 
evaluated only for the 1990 technology at the Southeast Reference site, were 
assumed to be small. Except for the impact of ozone on crops, no direct ecological 
impacts were identified. The concentration of sulfur in the oil is low and therefore 
the contribution of the power plant to acid deposition is negligible. Emission of 
NO, contributes to the formation of atmospheric ozone which results in a small 
incremental impact on crop yield (when added to the high ambient levels of ozone 
that already stress the system). Quantitative estimates of the impact of ozone on 
crop yield indicate that the incremental effect of the power plant would represent 
extremely small (much less than 0.1 %) decreases in soybean, wheat, corn, and 
tobacco production. 

Emissions of NO,, SO,, and hydrocarbons from the stack do not result in 
ambient atmospheric concentrations that exceed currently identified toxicity 
thresholds for biota. However, NO, and SO, can be dispersed over wide areas, 
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and can contribute to regional impacts such as acid deposition. At present, 
regional assessments of acid deposition on aquatic resources are possible for only 
a few well-characterized regions. Systematic national environmental monitoring 
programs that could facilitate future regional assessment studies include the 
Environmental Protection Agency's Environmental Monitoring and Assessment 
Program, the National Oceanic and Atmospheric Administration's National Status 
and Trends Program, and the Geological Survey's National Water Quality 
Assessment Program. For the oil fuel cycle impacts of acid deposition are 
expected to be relatively low because of the low concentration of sulfur in the fuel. 

Releases of wastewater and cooling system water from the power plant were 
not expected to have major ecological impacts because of the use of a closed 
recycling cooling system, and high dilution of effluents in the receiving water 
MY* 

11.4 MARGINAL EFFECTS OF AN OILTO-ELECTRICITY FUEL 
CYCLE ON HEALTH 

The emissions and ~ - - @ ~ W Y S  Which were evaluated in this Study ( ~ e e  
Table 11.4-1 and 11.4-2) probably represent many of the more of the adverse 
health effects related to oil fuel cycles. One of the potentially more important 
pathways that this study did not address are the health effects from sulfates and 
nitrates. These are secondary pollutants formed from SO, and NQ emissions. 
Regional models are needed to model the chemical transformations and long-range 
transport of these secondary pollutants. 

Notwithstanding, the impact-pathways considered in this study represent a 
partial listing of potentially important sources of adverse impacts. For example, 
for human health impacts, only the air inhalation pathway was considered. 
Consideration in the future should be given to transport through the environment 
and through the foodchain. Likewise, effluent re1eases.b the aquatic pathway 
were not fully addressed because of the lack of a sufficient knowledge base. 
Finally, occuptional disease and amideat rates were not specific to the technology 
except for offshore accidents, and these must be considered tentative. 

The emissions examined were chosen either to demonstrate a particular 
facet of the methodology, to highlight a technology stage, or to capture a s w l e  
fraction of the anticipated health effects. Data presented in Table 11.4-1 indicate 
that a small proportion of both health and ecological impacts are rated as having 
a high quality of information about them. Future efforts will, no doubt, 
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demonstrate similar conditions with other effluents and pathways. Some of these 
would include characterization of the hydmarbons, broken down at least into 
toxicological classes and characterization of the foodchain and aquatic pathways. 

11.5. MARGINAL ECONOMIC DAMAGES AND BENEFTIS 

In this report, we estimate impacts for each priority pathway associated with 
the oil-fired power plant being located in each of two reference environments. 
Then we obtain willingness to pay (WTP) estimates specific to a particular impact 
(or sub-impact) and use them to obtain an estimate of damage for that pathway. 
The main purpose of this section is to present these aggregate estimates of the 
marginal damages and benefits. 

However, it must be recognized that the economics methodology is 
conceptually limited. In reality, were a new plant to be built, an individual would 
be offered a paclage of both positive and negative impacts. Thus, many impacts 
would be experienced simultaneously. For our approach to be valid, we must 
assume that the WTP for (or to avoid) a given impact is independent of that for (or 
to avoid) any other impact. That is, we must assume that the WTP to avoid the 
sum of these impacts equals the sum of the WTP to avoid each impact. 

In fact, there is a growing body of economic literature suggesting that 
adding independently m d  WTP estimates across different commodities (i.e., 
impacts) may overestimate total damage. The reasoning is that money spent on 
avoiding one impact cannot be spent on avoiding another. Consequently, estimates 
of the willingness to pay to avoid a single impact will be less constrained by 
income than such estimates for a set of impacts together. In addition, to the extent 
that environmental commodities are complements (like good health and recreation), 
reducing the quality of one will make the quality of the other less valuable to 
preserve. Thus, adding separate WTP estimates for avoiding these two changes 
would ovemtimate damage. At the same time, some environmental commodities 
may be seen as substitutes. If, say, two different but substitutable types of 
recreation sites are degraded, then WTP estimates taken from each site separately 
would take the quality of the other site as given and assume that the other site 
would be available as a substitute. Degrading both sites together would reduce 
substitution options and result in a higher WTP to avoid the simultaneous impacts 
than the WTP to avoid each impact separately, i.e., on this account, our approach 
would underestimate damage. 
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To further appreciate the conceptual limitations of our approach to valuing 
marginal damages, it is helpful to consider an ideal study as a benchmark. An 
example of an ideal study would be a "perfectly designed" contingent valuation 

, 
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Table 11.41. Health and environmental impacts for an oil fuel cycle 
at the Southeast Reference site 

Annual impact 

Fuel cycle stage and Inform. 
impact pathway quality Quantity unit comments 

Producrior 

Occupational health: 

Fatal accidents 

Injuries 

C o ~ e r c i a l ,  

fisheries 

Crude O i l  Spills 

reCdOM1 

Produced water 
biodiversity, 
fisheries 

Drilling fluids 
biodiversity 

Drill cuttings 
biodiversity 

Accidents 

h t h S  

Injuries 

Crude Oil  Spills 
land, biodiversity, 
commercial and 
feCre%tiOnal 
fisheriea 

Re6ned oil spills 

marine: 
land, 
biodiversity, 
fisheries 

freahwater: 
land, 
biodiversity, 
nmeational 
fisheries 

e 
e 

0 

A 

A 

A 

0 

0 

A 

0 

A 

a,c 

a,c 

4 x  lob 
3,140 

5,306 
4,012 

a 

Fatalities During drilling (not annually) 

work days lost During drilling (not annually) 

L0SeeS - Losses over 20 year period; most 
Lbs. of fish during first year. Probability of 
NO. of birds annual occurrence small 

Modeling required for dilutions of 
specific compounds 

Modeling required for dilutions of 
specific compounds 

Modeling required for dilutions of 
specific compounds 

L0SScS - 
Lbs. of fish 
No. of binis 

Spills h m  offshore - 2010 
(onshore - 1990, not evaluated) 
Reference scenarios do not involve 
the u8e of tankers. 

Lossee - 
Lbr. of fish 
No. of birds 

Probabii  of annual occurrence small 

Modeling required for damages due to 
ecological impact8 
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Table 11.41. Health and envhonmental impacts for an oil fuel cyde 
at the Southeast Reference site 

Annual impact 

Fuel cycle stage and Inform. 
impact pathway quality Quantity Unit Comments 

R c f t r w  
Occupational health 

Deaths: 

Injuria 

Air, water emissions 
crops, 
biodiversity 

Occupational health 

Deaths 

Injuria 

-g 
CO, - global 

co, - plant growth 

NO* 
biodiversity 

NO, - morbidity: 

Phlegm days 

so2 
biodivmity 

SO, - morbidity . 
Children coughdays 
Adult chest diecomfort 

Hydrocarbons , 
biodiversity . 

ozone c rop  

0 

0 

A 

0 

0 

A 

A 
0 

e 
0 

e 
e 

A 

0 

DeathSlGWC-y Data unavailable 

Injuria/GWe-y Data unavailable 

Insufficient data on specific 
compounds, concentrations end dose- 
response functions 

DeathelGWe-y Data not obtained 

Injuria/OWay Data not obtained 

Regional end global impacts on 
Climate 

Doseresponse functions not available 

Resulting ambient concentrations 
below thnshold levels for direct 
ecological impacts 

O f  Raulting ambient concentrations 
below threahoM levels for direct 
ecoaogical impacts e 

630 * t -  Symptom days 
lo00 symptom days 

, I  

b,C Insufficient data on specific 
compounds, concentrations end dose- 
mponse functions 

<0.026% percent Lost productivity in major crops 
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Table 11.4-1. Health and environmental impacts for an oil fuel cycle 
at the Southeast Reference site 

Annual impact 

Fuel cycle stage and Inform. 
impact pathway quality Quantity unit comments 

Ozone - morbidity: 
Total respiratory 
restricted activity days 
Any-symptom day 
ASthm-attaCk day 

cough days 
Eyeimitation day 

Acid deposition - 
crops 

Particulates - 
air quality 

Particulates ph4,& 
mortality 

Particulates (PM,J 
morbidity: 

Respiratory hospital 
admissions 

Emergency mom visits 

Restricted activity days 

Respiratory symptoms 

Chronic bronchitis in 
children 

chronic cough in 
children 

Askma aaack-days 

Peroxyacetyl nitrate 

Inorganics - 
(PAN) - air 

biodiversity 

cooling system 
blow do^ - 
water quality 

wastewaters - 
water quality 

Ash - biodiversity 
- 1990 
- 2010 

e 
e 
e 
e 
A 

A 

e 

e 
e 
e 
e 
e 

e 
e 
A 

A 

A 

A 

2,600 

5,700 
3 10 

7,700 
3,100 

b 

a,c 

0.01710.008 
3 

0.4110.41 

0.9610.47 

17018 1 

6,20013 ,OOO 

1.610.80 

1.910.93 

68/33 

b,c 

C 

C 

C 

b.c 

Symptom days 

symptom days 

Symptom days 
Symptom days 

Symptom days 

Deaths 

Admissions 

Visits 

Days 

Symptoms 

Added children 

symptoms 

Days 

No effect anticipated 

Modeling required to determine 
effects on visibility 

Second number assumes threshold 

Second number assumea threshold 

Second number assume8 threshold 

Second number assumes threehoM 

Second number assumea threshold 

Second number assumes threshold 

Second number assumes threshold 

Second number assumea threshold 

Field data and modeling needed to 

Field data and modeling needed to 
assess impacts 

Modeling required to determine 
concentrations 

M S t s S  hpaCtS 

Modeling r e q u i d  to determine 
concentrations 
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Table 11.4-1. Health and envIromnental impacts for an oil fuel cycle 
at the Southeast Reference site 

Annual impact 

Fuel cycle stage and Inform. 
impact pathway quality Quantity Unit comments 

Legend: 
-, no data; 
A, qualitative data; 
0, marginal quality of quantitative data; 
8, quality of quantitative data could be improved; 
0,  quality of quantitative data good. 

a. Data can be improved with near tern inputs, such as application of appropriate models. 
b. Data limited by state of the acience; i.e, new models or dose-reaponee fundone needed. 
c. Data limited by lack of site specific studm 

,... . '  
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Table 11.42. Health and environmental impacts for an oil fuel cycle 
at the Southwest Reference site 

Annual impact 

Fuel cycle stage and Inform. 
impact pathway quality Quantity Unit comments 

Occupational health: 

Fatal accidents 

Injuries 

Crude oil spills 
land, 
water quality, 
biodiversity 

Drilling fluids 
f a n 4  
water quality, 
biodiversity 

Drill cuttings 

Road damage 

Accidents 

Death8 

Injuria 

CNde Oil  Spa - 
land, water 

Refined oil spiU 
land. water 

Occ~pa t i0~1  health 

Deaths: 

Injuries 

Air emissions, 
Water emissions 

biodiversity 

e 
e 
A 

A 

A 

0 

0 

0 

A 

A 

0 

0 

A 

Fatalities 

work days lost 

During drilling (not annual) 

During drilling (not annual) 

Trvrnsporbtion 

Miles 

ReBerp 

Deaths/G Wey 

Injuries/G Wey 

Genedon 

Assumed length of road requiring 
periodic repair 

occurrence episodic 

Occurrence episodic 

Awaiting specific data 

Awaiting apecXc data 

Insufficient data on specific compounds, 
concentrations and dosoresponae 
functiona 
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Table 11.4-2. Health and environmental impads for an oil fuel cycle 
at the Southwest Reference Site 

Annual impact 

Fuel cycle stage and Inform. 
impac%pathway quality Quantity Unit comments 

occupational health 

Deaths 

Injuriea 

CO1 - global 
wanning 

CO1 - plant growth 

NO, - air quality 

NOl - morbidity: 

phlegm days 

so1 - air quality 

SO, - morbidity: 

Children cough- 

Adult cheat 
discomfort 

Hydrocarbons - 
air quality 

omnc c rop  

Acid deposition - 
crops 

Particulate3 - 
air quality 

Particulates (PM,J 
moltality 

morbidity: 

admissions 

P a t t i c u b  (PM,J - 

Respiratory hospital 

Emergency mom 
visits 

0 

0 

A 

A 
A 

e 
A 

e 
e 
A 

A 

A 

A 

e 

e 

e 

a,c 

a,c 

b 

b 

a 

30 

a 

20 

33 

b,c 

a 

b 

.,C 

0.000571 
0.00028 

0.014/0.006 
9 

0.032/0.016 

Regional and global impacts on climate 

Doseresponse functions not available 

Symptom days 

Symptom days 

wlp tom days 

Deaths 

Admiasions 

Visits 

Awaiting specific data 

Awaiting specifio data 

Insufficient data on specific compounds, 
concentrations and dosaresponse 
functions 

Lost pductivity negligable due to 
sparse crop land 

No effect a n t i c i i  

Modeling required to determine effects 
on visibiity 

Second number assumes threshold 

Second number assumes threshold 

Second number assumes threshold 

Second number assumes threshold 
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Table 11.42. Health and environmental impacts for an oil fuel cycle 
at the Southwest Reference site 

Annual impact 

Fuel cycle stage and Inform. 
impact pathway quality Quantity Unit comments 

Restricted activity 

Respiratory 

Chronic bronchitis 

days 

symptomday5 

in children 

Chronic cough in 

Asthma attackdays 

peroxyacetyl nitrate 
(PAN) - C q J S ,  
air quality 

Inorganics - 
biodiversity 

cooling system 

water quality 

wakr quality 

Ash - 1990 
- 2010 

children 

blowdown - 

wMkW&fE - 

e 

e 
e 
e 
e 
A 

A 

A 

A 

- 

5.6l2.8 

2101100 

0.05510.027 

0.06410.032 

2.311.1 

b,c 

C 

C 

C 

b .c 

Days Second number assumes threshold 

Symptoms Second number assumes threshold 

Added children Second number aasumes threshold 

Symptoms Second number assumea threshold 

Days Second number assumea threshold 

Fkld data and modeling needed to assees 
impacts 

No effluents; evaporation ponds used 

No effluents; evaporation ponds used 

land, water quality 
Legend: 

-, no data; 
A, qualitative data; 
0, marginal q d t y  of quantitative data; 
8, quality of quantitative data could be improved; 
0,  quality of quantitative data good. 

a. Data can be improved with near term inputs, such M application of approprhte models. 
b. Data limited by state of the science; i.e, new models or doseresponse fwrctions needed. 
c. Data limited by lack of site specific studies 



11. Summary and Conclusions 11-23 

study that addressed how much more a person would be willing to pay to avoid a 
new oil power plant being located in a particular region against an alternative 
(hypothetical) source of power with no externalities. These people could be those 
physically or economically affected or the general population that might hold 
existence values for natural resources that might be affected. This survey would 
detail all of the impacts predicted for this oil fuel cycle, their time phasing, etc., 
presenting them as a package. These effects would then be evaluated as a package, 
with WTP to avoid the oil plant emerging directly. Any interdependencies in 
people's preferences over the elements of the package would, in theory, be taken 
into account in their WTP responses. 

Whether the full set of environmental commodities are more generally 
complements, substitutes, or unrelated in the individual's utility function is 
unknown, although the complement case seems more compelling. In any event, 
the limitations on WTP imposed by an income constraint argues that our damage 
estimates, were they complete (i.e., for all damagehenefit categories), would 
overestimate total damage. 

It cannot be overemphasized that the aggregate damage estimates are 
empirically limited in several respects. First, and foremost, even with perfect 
damage estimates (i.e., with all cells filled in with credible estimates), one would 
not, in general, be justified in treating these damages as externalities, or as 
"adders" onto the market or bid price of electricity. As shown in the Background 
Document, the portion of damage that may legitimately be treated as an externality 
would depend on the types of policies in effect to internalize the externalities. 

Table 11.5-1 and 11 5-2 summarize the annual damages and externalities 
(in milldkWh, in 1989 dollars) associated~with the *operation of the specified oil 
plant at the two.reference sites. The liFt of pathways is limited to the "priority" 
pathways identified early in this-project.- Lowi;,,midpoint, and high estimates are 
presented where such estimates can c w n t l y  ,be made with the existing base of 

s for estimating damages, we 
chose to demonstriite methods relevant to additional pathways rather than to 
duplicate analyses for both reference environments. However,. in several cells no 
estimates are possible, either-because of missing knowleglge base or an effect too 
small to estimate or value. 

knowledge. ~~ 

3 2. 

As our main goal was to demonstrate m 

< ,  
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11.6. CONCLUSIONS 

11.6.1. Scope of the Study 

The primary objective of the study was to demonstrate mdhodidbgv. Thus, 
the numerical results are in no respect definitive, universal estimates of total fuel 
cycle externalities. The sites considered were for illustrative purposes. They are 
not representative of all, or even likely, sites in the U.S. The idea of the study was 
not to estimate damages and benefits that could be applied throughout the US., 
or even to other Sites in the same region. Nor are these sites actual options. They 
am so numerous and different in their site characteristics that no single study could 
pretend to encompass all options. 

In practice, analysis of every fuel-cycle activity, emission, and impact is 
impossible. Practical implementation of the damage function approach requires 
selecting some, but not all, of the impacts for detailed analysis. This selection is 
based on an informed apriori assessment of the more important impacts in terms 
of the magnitude of their damages or benefits. Not all impacts are addressed. 
However, since the primary objective of the study was to demonstrate 
methodology, whenever time or resource constraints required a tradeoff between 
analyzing more impact-pathways, but for only one site, versus fewer impact- 
pathways assessed for both sites, a decision was frequently made to consider more 
impact-pathways, but for only one site. 

11.6.2. Usefulness of the Damage Function Approach 

This study has demonstrated that the damage function approach is an 
operational method for estimating many .of the damages and benefits of an oil fuel 
cycle. Also, as moxe studies are done using this appmach, it will be easier and less 
costly to implement. Insofar as many organizations are considering ways of 
internalizing the external damages of fuel cycles, it seems all the more important 
to invest in thorough assessments. Even in the United States, with its focus on 
restructuring the industry and the elimination of onerous regulations, there is st i l l  
concern about retaining some of the so-called strandable benefits of those 
regulations such as environmental protection. Regulatory burdens imposed on 
utilities and others are very costly. They should be justified by thorough study. 
By the same token, the external damages to health and to the environment should 
be accounted for and reflected in energy prices. The method demonstrated in this 
study represents an important step in this direction. Thus, in spite of the 
limitations in this appmach and the gaps in the base of sclenf@% knowbdge, 
msuh gained from studies using this approach add to the base of knowledge to 
support informed decisions about energy. 
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At this point; the method is rather complex in terms of the modeling 
procedures and data requirements. In the next phase of this project, (which is 
being carried forward by the European Commission’ ‘ExtemE” study) an 
information system is being developed. This system will greatly facilitate the 
application of the damage hrnction approach. 

11.6.3. Marginal Damages and Benefits 

Of the impacts that were quantified, the major source of damage from the 
oil fuel cycle is damage to public roads, whenever residual oil is transported in 
tank trucks over some (e.g., 30 mile) distances, 0.101 milldkwh of which 
0.0921 millskwh is an externality. These damages pertain to only the Southwest 
Reference site under the specific assumptions used in the analysis.’ To the extent 
that truck traffic is less than that assumed, road damage will be proportionally less. 
For comparison, the average total cost to geneaate electricity from coal-fired power 
plants in the United States in 1990 was about 3 cents/kWh (EM 1991). 
Comparable data were unavailable for oil-fired plants, but the cost of producing 
electricity from oil is widely held to be greater than that from coal. 

The greatest health impact is from ozone, at least in areas with high 
baseline concentrations. High ozone concentrations are associated with elevated 
rates of respiratory illnesses. Based on inspection of data on ambient ozone 
concentrations in the rural Southeast, high ozone concentrations are not 
uncommon. For the 1990 scenario, estimated damage to the population within 
1,000 miles of the plant at the Southeast Reference site was 0.074 mills/kWh. 
Other health effects were at least an order of magnitude less than the damages from 
ozone. 

If the oil plant were situated in a region with 10 million people nearby, 
rather than only one million, as in the Southeast Reference site, then the damages 
would be significantly greater -- assuming that meteorological conditions, 
topograghy, population density, demographic characteristics, and baseline ambient 
conditions are comparable at the two sites. In general, the,& of the nearby 
population is a m&r detetminant of the level of &nuages fmm the oil plant, in 
amas w&h high baseline concentmtions. 

The estimated damage associated with oil spills at offshore platforms is only 
0.0017 mills/kwh. Tankers were not used to transport oil in any of the scenarios 

‘Damages associated with the transportation of residual oil to the Southeast Reference plant site were 
not quantified. 
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that were studied. Thus, no tanker spills, -- in particular, Valdez-scale spills -- 
were considered. These catastrophic spills are infrequent and are largely 
intemaked through insurance coverage, but remain a major issue for the oil fuel 
cycle. Oil was assumed to be from domestic sources, but of course spills of 
foreign crude oil would still result in damages as well. 

The energy security issue is relevant to the oil fuel cycle but, by itself, the 
addition of a single oil-fired plant probably does little to affect energy security. 
The cumulative effect of all plants in the country may. 

Similarly, even if it could be quanMied, the incremental impact of the CO, 
from a single power plant on climate change would be very difficult to measure. 
But the cumulative impact of many power plants may have an overwhelming effect 
on the total damages from using fossil fuels to generate electric power. The 
damage function approach is not well suited to this type of analysis. 

Estimates of damages are highly uncertain, and are project- and site- 
specific. The estimates should not be summed and then directly compared, either 
between the two regions or technologies, or among alternative fuel cycles. There 
was generally a lack of quantitative information on ecological exposure-response 
functions. Also, some impacts were quantified at one site, but not at the other. 
The same diffemces are trui among the different fuel cycle studies (e.g. biomass 
and coal). It is, however, informative to compare individual impact-pathways -- 
between sites, technologies, or fuel cycles. 

11.6.4.. Information Needs 

A major conclusion of this study is that while the scientific base of 
knowledge is reasonably good in some areas, it is certainly lacking in others. The 
paucity of quantitative estimates of ecological impacts is particularly striking, all 
the more so for regional and global impacts that extend well beyond the local site 
of an oil-fired plant. The many interacting factors in ecological systems make it 
difficult to identify welldefined functions describing the impacts of changes in 
pollutant concentrations on ecosystems. Given the cumtat state of knowledge, it 
will g e n e d y  be very dmcult to develop quantitative estimates of ecobgical 
damages caused by fie1 cycles. 

In the health effects area, the air inhalation pathway was considered in some 
detail. However, some of the more important health-effects estimates rely on a 
few or sometimes individual studies. The lack of hea&h-@ects studies is an 
obvious limitation thut can be overnome with additional resemh. The lack of 
informaton about the effects of effluents on aquatic ecosystems and effects related 
to solid wastes have not been addressed. The ingestion of pollutants through the 
foodchain is another area where the knowledge base is lacking. Also; priorities 
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4; **: ; 

should be established to develop be#er atmospheric tmnsport models, especwy 
for secoIuIcuy plZ&mts, that are reasonably accurate and that are also inexpensive 
to use in terms of their demands on data. 

In economics, a major issue in this area of research is the accuracy and 
precision of estimates of individuals' willingness to pay (WTP) to avoid certain 
ecological impacts or health risks. In using estimates of WW, signwcunt issues 
arise in the tmnqfembility issue - the application of results obtained in one 
location or context to another. Other major issues are aggregation and non-use 
value. Aggregation refers to the practice of how to best add damages and benefits 
to obtain an overall measure. Non-use value refers to individuals' willingness to 
pay for certain environmental conditions, even though the individuals may never 
experience those conditions themselves. The issue is probably the most important 
point of contention about developing the Arctic National Wildlife Refuge. Neither 
of the reference scenarios in this study uses oil from Alaska. Thus, these types of 
non-use damage issues were not addressed. 

Finally, all of the caveats regarding the interpretation of the numerical 
results bear repeating: 

The analyses were performed on a number-but not all-of the 
possible residuals and impacts. 

Limitations in the knowledge base precluded quantitative estimates 
on most ecological impacts. 

0 The analyses are project- and site-specific. 

Because of ;these and related limitations in the analyses, the 
numerical results should not be used in any definitive comparison 
of externalities from alternative souras of energy. 
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Table 11.5-1. Seleded ~ I U ~ H U ~ - ~ ~ ~ I I ~ ~ I Y S ,  a d  exkmalitit~ 

for the oil fuel cyde in the Soufheast Reference environment 
Damages (millskWh) Externalities (mills/kWh) 

Occupational health: 
Fatal accidents 

Injuries 

Crude oil spills 
commercial, 
rroreational 
fisheries 

Fbduced wata 
biodiversity, 
fisheries 

Drilling fluids 
biodiversity 

Drill cuttings 

a,c a*c a,c a*c a,c a,c $35,000 from potential drilling accidents, prior to 

a,c a,c a,c 8.c a,c a,c 450 lost work days from drilling accidents, prior to 

C 0.0017 C C <0.0017 C some damages inkmalked in U.S. by Oil Pollution Act 

power production 

powerproduction 

Accidents: 
Deaths a,c a*c a,c a,c a*c a,c 
Injuries a,c a,c a,c w a,c a,c 
Crude oil spills C C C C C C Refer to Sect. 9.1 
land, biodiversity, 
commeroialand 
recreational facilities 

Refined oil spiUs: 
marine Refer to Sect. 9.2 

land, biodiversity, 
fisheries 

freshwater 
land, biodiversity, 
recreational fisheries 

C C 

<0.0043 a,c 



Table 11.5-1. Selected hpacbpathways, damages and errternalites 1 1-29 
for the oil fuel cycle in the Southeast Reference environment 

Damages (miUs/kWh) Exkmauies (mills/kwh) 

Occupational 
Deaths 
Injuries 

CO,-global warming 

NO, biodiversity 
NO, - morbidity: 

Phlegm days 

CO,+ant growth 

so, biodiversity 
SO, - morbidity: 

children coughdays 
Adult chest discomfort 

SO,-MateriatS 
Hydrooarbons 

biodivttsity 
Ozone crops 
Ozone - morbidity total 
Minor respiratory 
nstricted activity days 

Any symptom-day 
Asthma attackday 
Eye initationday 

Acid depositiorr-crops 
cough-day 

890 

0.016 0.021 
b b 
b b 

. c ,  C 

b b 

0.0016 0.0048 
1.9~104 0.0016 
52x104 0.0032 
0.0072 0.019 

b,c b,c 

C C 

a 0;060 
0.042 0.074 
0.0 0.029 

0.0017 0.018 
0.0013 0.w 
0.011 0.024 
0.0021 0.0076 
b b 

8.C 

0.068 
b 
b 
C 

b 
C 

0.0095 
0.0039 
0.0071 
0.032 

b,c 

a 
0.11 
0.062 

0.039 
0.0086 
0.045 
0.018 
b 

a,c 
<0.16 <om1 
b b 
b b 
C C 

b b 
C C 

b b 
b b 
b b 
b b 
b,c b,c 

a 0.60 
0.042 0.074 
0.0 0.029 

0.0017 0.018 
0.0013 0.0044 
0.011 0.024 
0.w1 0.0076 
b b 

8.0 

<0.068 
b 
b 
C 

b 
C 

b 
b 
b 
b 
b,c 

a 
0.11 
0.062 

0.039 
0.0086 
0.045 
0.018 
b 

Lack of data 
D&ult to ascertain fraction i n t a d i z d  
Could be 4-5 mills/kwh (refer to Sect. 10.2.3) 
Positive effect, subsumed under estimate above 

i- 

No valuation function available 

Effect of SO, emission trading is unclear 
Effect of SO, emission trading is unclear 
Effect of SO, emission trading is unclear 
Effect of SO, emission trading is unclcar 

Probably negligible (based on Coal Report) 
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.. Table 11.5-1. S e l W  impact-pathways, damages ami e x k m h t m  
for the oil tnel cycle in the huthut Reference environment 
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Damages (mdWkWh) ExtemaWes (millsflrwh) 
LOW Mid High LOW Mid High comments 

Particulates ( P M , , j  
mortality 

morbidity total: 

admissions 

-- (PM,oP 

Respiratory hospital 

Emergency mom Visits 
Restricttd acriViay days 

Chronic bronchitis in 
Respiratory Symptoms 

C h i l h  

C h i l h  
chronic cough in 

Asthma attackdays 
Chronic bronchitis in adults 
Peroxyace€ylnitrate 
(PAN) - air 
Inorganics - 
cooling systan 

-quality 

waterquality 

laad water 

biodiversity 

blowdown - 
Wastewaters- 

Ash - 

0.0111 
0.0052 
0.0171 
0.009 
1 .SX~O-~ 

3. 1x10' 
4 .3~10~  
4.0~10" 
8. 1x10' 

3.4x10-' 

7 .1~10~  
S.2XlO4 
b,c 

C 

C 

C 

b,c 

0.0331 
0.016 
0.0281 
0.015 
6 .3~10~  

4.1~103 
2.0Xloj 
9.2xle 
5 . 3 ~ 1 0 ~  

2.4~10' 

4.8~103 
2 .8~10~  
b,c 

C 

C 

C 

b,c 

0 . W  
0.033 
0 . W  
0.023 
1 .3~10~  

7.7~103 
3 .5x10-' 
1.7~10' 
9.6x1W5 

5.9x10d 

9 .6~10~  
5.3~10" 
b.c 

C 

C 

C 

b,c 

0.0111 
0.0052 
0.0171 
0.009 
1.5xlU' 

3.1~10' 
4 .3~10~ 
4.0~10" 
8.1~10' 

3.4xlO-' 

7.1xlo'J 
S.2XlO4 
b,c 

C 

C 

C 

b,c 

0.0331 
0.016 
0.0281 
0.015 
6 .3~10~ 

4.1~10' 
2.0X103 
9.2x1V3 
5.3~10'~ 

2.4~10" 

4.8x1W5 

b,c 
2.0x10" 

C 

C 

C 

b,c 

0.0681 
0.033 
0.0441 
0.023 
1.3~10~~ 

7.7~10' 
3 .5~10~ 
1.7~10' 
9.6~10-~ 

5.8~10~ 

9.6~10-~ 
5.3~10-~ 
b,c 

C 

C 

C 

b,c 

Second number with threshold 

Second number with threshold 

Number is with threshold 

Number are with threshold 
Number arewith threshold 
Number are with threshold 
Number arewith threshold 

Number arc with threshold 

Number are with threshold 
Number arc with threshold 

q w  

Legend: 
a. 
b. 
c. 

An estimate may be possible, with additional analysis. 
Possibility of estimate limited by state of the scienw, is.,  new models needed. 
Possibility of estimate Iimited by lack of site-spec& studies. 
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for the oil fuel cyde in the Soufhwest Reference environment 

Damages (millskWh) Externalities (mills/kWh) 

Injuries a,c I a,c a&,  a,c a,c a,c 
Crude oil spills C C C C C C 
land, water . I  

R e h d  oil spills C 0 C C C C 

land, water 

4 ,  

Occupational health: 
Deaths a,c a.0 a,c a,c a,c 8 9 0  Same as Table 11.5-1 
Injuries 

CO,--global warming b b b b b b Same as Table 11.5-1 

co,-plant growth b b b b b b Same as Table 11 5-1 



Table 11.52. Selected impact-pathways, damages and esrternalities 
for the oil fuel cycle in the Southwest Reference environment 

Damages (mills/kwh) Extemalitia (millskWh) 
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LOW Mid High LOW Mid High col!immts 
NO, biodiversity 
NO, - morbidity: 
Phlegm days 

SO, - biodiversity 
SO, - morbidity: 
children oough-days 
Adult chest discomfort 

so,-Matcrials 

&quality 
Hydrocarbons - 
Ozone 

c m  
health 

Acid deposition - orops 
Particldates-air 

Particulates ( P M a  

Paxticulatcs (€'MI,,)- 

Respiratory hospital 

Emergency room visits 
Restricted aaiVity days 
Respiratorp~ymptoms- 
day 
Chronic bronchitip in 

quality, crops 

mortality 

morbidity total: 

admiesions 

Chi lQen 

C h i l h  
chronic cough in 

Asthma attackday 
Adult chronic bronchitis 

C 

b 

4.7~10" 
4 .8~10~  
1.1~10-~ 
2.2X1O4 
b,c 

C 

a 
a 
b 
8.0 

O.o0036/ 
0.00018 
0.00981 
0.00062 
0.0 

2.0~10-~ 
1 .2xio5 
1 .4x104 

2.8XlOd 

l.OXIOd 

2.2X1O4 
2 .4~10~ 

C 

b 
C 

0.00016 
53x10' 
1.1x104 
6 .4~10~ 
b,c 

a 
a 
b 
a,c 

0.001 I/ 
O.OO054 
0 . W  
0.0016 
2.0~10-5 

1 .4~10~  
6.6x10-' 
3 .1~10~  

1 . 7 ~ 1 0 ~  

8 . 0 ~ 1 0 ~  

1.6x1U5 
1.2~10-3 

C 

b 

0 . m 1  
1.2X104 
2 .4~10~  
3.2~10' 
b,c 

C 

a 
a 
b 
a,c 

0.00231 
0.0011 
0.0031/ 
0.0027 
4.2~10' 

2 .7~10~ 
1 .3~10~ 
5 .3~10~  

3 .2~10~  

2.0~10-7 

3.3x10-' 
2.3x1U3 

C 

b 
C 

b 
b 
b 
b 
b,c 

a 
a 
b 
a,c 

O.o0036/ 
0.00018 
0.00981 
0.00062 
0.0 

2.0~10-~ 
1.2XlO' 
1 .4x104 

2.8X1Od 

l.OX1od 

2.2X104 
2 . 4 ~ 1 0 ~  

C 

b 
C 

b 
b 
b 
b 
b,c 

a 
a 
b 
a,c 

0.001 11 
0.00054 
0.OW 
0.0016 
2.oXlOJ 

1 .4x104 
6.6~10' 
3 .1~10~  

1 .7x104 

8.0X10d 

1.6~10' 
1.~~10-3 

C 

b 
C 

b 
b 
b 
b 
b,c 

a 
a 
b 
a,c 

0.00231 
0.001 1 
0.0031/ 
0.0027 
4.2xlU5 

2.7xlO' 
1.3~10~ 
5 .3~10~ 

3.2~10' 

2.0~10-7 

3.3~10" 
2.3xlU' 

No valuation h & n  available 
Effect of SO, emissions trading is unclear 
Effect of SO, emissions trading is unclear 
Effect of SO, emissions +g is unclear 
Effect of SO, emissions trading is unclear 
Effect of SO, emissions trading is unclear 

vcry smallimpgct 
very small impact 
Probably negligible (based on Coal Report) 

Second number is with threshold 

Second number is with threshold 

Numbers are with threshold 

Numbers are with threshold 
Numbers amwith threshold 
Numbers are with threshold 

Numbers am with threshold 

Numbers are with threshold 

Numbers am with threshold 
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11-33 Table 11.5-2. Selected impact-pathways, damages and exkmakes 

for the oil Iuel cycle in the Southwest Reference environment 
Damages (millskWh) Exbxdties (millskWh) 

LOW Mid High LOW Mid High comments 

peroxyacetylnitratc b,c b,c b,c b,c b,c b,c 
0 - c r o p s ,  
airquality 

Inorganics - 
biodiversity 

C C C C C C 

cooling system C C C C C C 
blowdown - 
w-quality 

warnquality 
wastewatefl- C C C C C C 

Ash - b,c b,c b,c b,c b,c b,c 

Legend 
a. 
b. 
c. 

land, water quality 

An estimate may be possible, with additional analysis. 
P o s s i b i i  of estimate limited by state of the science; is . ,  new models needed. 
Possibility of estimate limited by lack of sitaspcci6c studies. 



Chapter 10 References R10-1 

Abbey, D. E. et al. (1993). "Long-Term Ambient Concentrations of Total 
Suspended Particulates, Ozone and Sulfur Dioxide and Respiratory 
Symptoms in a Non-Smoking Population." Archives of Environmental 
Health. Vol. in press. 

Abrahamsen, G. (1980). "Acid Precipitation, Plant Nutrients, and Forest 
Growth," pp. 58-63 in Pmmedings of the International Conference on the 
Ecological I- of Acid precipitation, eds. Rablos and A. Tollan, SNSF 
Project, Oslo, Norway. 

Adams, R. A. et al. (1988). "Implication of Global Climate Change for Western 
Agriculture, Western Journal of Agricultural Economics, 13,348-356. 

Baker, J. P. et al. (1990). "Biological Effects of Changes in Surface Water 
Acid-Base Chemistry, NAPAP Report 13," in Acidic Deposition: State of 
Science and Technology, National Acid Precipitation Assessment Program, 
722 Jackson Place NW, Washington, D.C. 

Barnola, J. M. et al. (1991). "CO,-climate relationship as deduced from the 
Vostok ice core: a re-examination based on new measurements and on a 
re-evalhtion of the air dating," Tellus 43B, pp. 83-90. 

Bazzaz, F. A. and E. D. Fajer (1992). "Plant Life in a C0,-Rich World," 
Scientiic American, pp. 68-74, (January). 

Bohi, D. R. and M. A. Toman (1984). Anaiyzng Nonrenewable Resource Supply, 
Washington, D.C., Resources for the Future. 

Bohi, D. R. and M. A. Toman (1992). "An Assessment of Energy Security 
Externaliti&." Discussion Paper ENR92-05, Washington, D.C., Resources 
for.theFuture, (February). I - '  . $  - -I 

the Macroeconomic Effects of- Energy Price Shocks, " 
Resources and Energy 13(2), ,145-162, (June). 

Bohi, D. R., and M._A. Toman (1992). "Energy Security Externalities and 
Policies," Energy and,. Natural Resources Division Discussion Paper 
ENR92-05, Washington, D.C., Resources for the Future, (May). 



R10-2 Chapter 10 References 

Brandt, C. J. (ed.) (1987). Acidic Precipitation: Fomation and Impact on 
Terrestrial Ecosystems, Kommission Reinhaltung der Luft, Dusseldorf. 

Burtraw, D. and A. J. Krupnkk (1992). "The Social Costs of Electrkity: How 
Much of the Camel to Let into the Tent?," in Charles G .  Stalon, ed., 
Regulatory Responses to Continuously Changing Industry Structures, 
Proceedings of The Institute of Public Utilities Twenty-Third Annual 
Conference, Charles G. Stalon (ed.), East Lansing, MI: Institute of Public 
Utilities, Michigan State University. 

Carlier, P., H. Hannachi and G. MouVier (1986). "The Chemistry of Carbonyl 
Compounds in the Atmosphere - A Review," Atmospheric Environment, 
20( 1 1) 2079-2099. 

Carson, R. T. and R. C. Mitchell (1988). "The Value of Clean Water: The 
Public's Willingness to Pay for Boatable, Fishable, and Swimmable Quality 
Water," Discussion Paper 88-13 (La Jolla, CA, University of California at 
San Diego). 

Charles River Associates (CRA) (1986). Analysk of IE4  Energy Emergency 
P r e p a h .  Final Report prepared for the Office of Energy Emergency 
Plans and Integration, U.S. Department of Energy, Boston, MA, CRA. 

Chestnut, L. G. and R. D. Rowe (1988). Ambient Particulate Matter and Owne 
Ren@tAnatysiscfbrLknwr, Draft Report prepated for U.S. Environmental 
Protection Agency, under Contract No. 68-01-7033, RCG/Hagler, Bailly, 
Inc., Denver, CO, (January). 

Chestnut, L. G. and R. D. Rowe (1988). Ambient Pam'culate Matter and Owne 
&n@tAnalySiscfbr Lknwr, Draft Report prepared for U.S. Environmental 
Protection Agency, under Contract No. 68-01-7033, RCG/Hagler, Bailly, 
Inc., Denver, CO, (January). 

Chestnut, L. G. and R. D. Rowe (1990). Preservation Values for Visibility 
Protection at the Narional Parks. Final Report to U.S. Environmental 
Protection Agency, Office of Air Quality Planning and Standards under 
Cooperative Agreement No. CR-813686, Research Triangle Park, NC, 
Denver (February). 

... Need 1985 study for above authors. (Chestnut) 

Church, M. R. et al. (1989). "Future Effects of Long7Term sulfur Deposition on 
Surface Water Chemistry in the Northeast and Southern Blue Ridge 



Chapter 10 References d -  8.. I . .  R10-3 

Province. EPA/600/3-89/061. U.S. Environmental ,Protection Agency, 
Washington, D.C. 

Clark, T. L., R. L. Dennis, and S. K. Seillcop (1989). Re-&amination of Interim 
Estimates of Annual Sulfirr Dry Deposition Across the Eastern United 
States, EPA/600/4-89/026, U.S. Environmental Protection Agency, 
Washington, D.C. 

Cline, W. R. (1992). Global Wanning: The Economic Stakes, Institute for 
International Economics, Washington, D.C. 

Cole, D. W. and M. Rapp (1981). "Elemental Cycling in Forest Ecosystems," 
pp. 341-409, in Dynamic Properties of Forest Ecosystems, ed. 
D. E. Reichle, Cambridge University Press, London. 

Crocker, T. D. (1985). "On the Value of the Condition of a Forest Stock," 
pp. 244-254 in Land Econ 61(3). 

Cummings, R. et al. (1981). "Measuring Household Soiling Damages from 
Suspended Air Particulates: A Methodological Inquiry," in Methods 
Development for Environmental Control Bemfits Assessment, Vol. 5 for 
USEPA, Washington, D.C. 

Cunnold et al. (1994). J. Geophysical Perspecncs, 99(11), 1107-1126 (June 20). 

Davis, D. D., G. Smith and G. Klauber (1974). "Trace Gas Analysis of Power 
Plant Plumes Via Aircraft Measurement: 03, NO, and SO, Chemistry," 
Science, 186:733-735. 

Decision Focus Inc. (1990). Develbpment and Design-of a Crontingent Value 
Surveyfir Measuring the Public's Value for Visibility Improvements at the 
Grand Canyon National Park, Revised Dmfl Report, Decision Focus 
Incorporated, Los Altos, CA, (September). 

4 

Dennis, R. L. et-al, ( . "Evaluation of Regional A $Deposition Models, 
NAPAP Report 5," in AcidicDeposition= State of Science and Technology, 
National Acid Precipitation Assessment Program, 722 Jackson Place NW, 
Washington, D.C. 

Derriennic, F. et al(1989). "Short-Term Effects of Sulphur Dioxide Pollution on 
Mortality in Two French Cities," Int. J. I@i&miobgy, 18,186-197. 



RlO-4 Chapter 10 References 

Detels, R. et 'al. (1987). "The UCLA Population Studies of Chronic Obstructive 
Respiratory Disease: 9. Lung Function Changes Associated with Chronic 
Exposure to Photochemical Oxidants; A Cohort Study Among Never- 
Smokers," Chest %, 594-603. 

Dickie, M. et al. (1987). "Reconciling Averting Behavior And Contingent 
Valuation Benefit Estimates of Reducing Symptoms of Ozone Exposure 
(draft)" in Improving Accuracy and Reducing Costs of Environmental 
&n@f Assessments, U.S. hvironmental Protection Agency, Washington, 
D.C., (February). 

Dockery, D. W. et al. (1989). "Effects of Inhalable Particles on Respiratory 
Health of Children," Am Rev Respir Dis, 139587-594. 

Eamus, D. and P. G. Jarvis (1989). "The Direct Effects of Increase in the Global 
Atmospheric CO, Concentration on Natural and Commercial Temperate 
Trees and Forests. " Advances in Ecological Research. 19: 1-55. 

EIA (Energy Information Act) 1993. 

Elkiey, T. and D. P. Ormrod (1981). Absorption of ozone, sulfur dioxide, and 
nitrogen dioxide by petunia plants. Env. Exp. Bot. 21:63-70. 

Elwood, J. W. and R. R. Turner (1989). "Streams: Water Chemistry and 
Ecology," pp. 301-350 in Analysis of Biogeochemical Qcling Processes in 
Walker Branch Watershed, eds. D. W. Johnson and R. I. Van Hook, 
Springer Verlag, NY. 

EPA (Environmental Protection Agency) (1986). "Industrial Source Complex 
(ISC) Dispersion Model User's Guide, 2nd ed., VoI. 1, OAQPS, RTP, NC 
EPA-450/4-86-005a. 

EPA (Environmental Protection Agency) (1988). Workbook for P l m  Visual 
I .  &mning and Anu€ysis, EPA-450/4-88-015, U.S. EPA, OAOPS, 
RTP, NC, (September). 

EPA (Environmental Protection Agency) National Air Quality and Emission 
Trends Report (1992). Washington, DC: p. 48. 

Evans, J. S., T. Tosteson, and P. L. Kinney (1984). "Cross-Sectional Mortality 
Studies and Air Pollution Risk Assessment," Envimn Int 10,5583. 



Chapter 10 References 7 . I  R10-5 

Fairley, D. (1990). "The Relationship of Daily Mortality to Suspended 
Particulates in Santa Clara County, 1980-1986," Environ Health Perspect 
439,159-168. 

Fisher, A. L., G. Chestnut, and D. M. Violette (1989). "The Value of Reducing 
Risks of Death: A Note on New Evidence," pp. 88-100 in Journal of 
Policy Analysis and Management 8(1). 

Freeman, A. M. III et al. (1992). Accounting for Environmental Costs in Electric 
Utility Resource Szqply Planning, Discussion Paper QE92-14, Resources 
for the Future, Quality of the Environment Division, Washington, D.C. 

Freeman, A. M. ID et al. (1992). "AccoUnting for Environmental Costs in Electric 
Utility Resource Supply Planning," Quality of the Environment Division 
Discussion Paper QE92-14, Resources for the Future, Washington, D.C., 
(April). 

Freeman, A. M. 111 et al. (1992). "Weighing Environmental Externalities: How 
to Do It Right," lk Electricity J o d ,  5 0 ,  (Augustlseptember), 18-25. 

Gery, M. et al. (1989). "A Photochemical Kinetics Mechanism for Urban and 
Regional Scale Computer Modeling," Journal of Geophysical Research, 
94: 12,925-12,956 (September 20). 

Gillani, N. V. and W. E. Wilson (1980). "FormatiOn and Transport of Ozone and 
Aerosols in Power Plant Plumes," Annals New York Academy of Science, 
338~276-296. 

Gore, A. (1992). Earth in the Balance, Houghton Mifflon Company, NY. 

Gradel, T. E. (1978). &micale &q& in the Atmosphere, Academic Press 
* ?  ' 8  I * 1: 

Inc., NY. ' I' 5 

Graham, R. L., M. G. lbner, and V. H. Dale (1990). "How Increasing CO, and 

Gramlich, E. M. (1981). BeneJt-&st .of'~ove-% Programs, 

Hall, J. V. et al. (1989). Econommic Assessment of the Health Benefits from 
I m p r o m n t s  in Air Quality in the South Coast Air Basin, Final Report to 
South Coast Air Quality Management District, Contract No. 5685, 
California State University Fullerton Foundation, Fullerton, CA, (June). 

Climate Change Affect Forests. " Bioscience 40(8):575-587. 
* <  . I  

Englewood Cliffs, NJ: Prentice-HaU. ,- : . . c  

I .@ 



R10-6 Chapter 10 References 

Hall, J. V. et al. (1989). Economic Assessment of the Health Bemfits fiom 
b n p m m  in Air Quality in the SoGh COQst Air Basin, Final Report to 
South Coast Air Quality Management District, Contract No. 5685, 
California State University Fullerton Foundation, Fullerton, CA, (June). 

Hamilton, J. R. et al. (1991). "Economic Impacts; Value Added, and Benefits in 
R e g i d  Project Analysis, ' American Journal of Agricultural Economics, 
334-344 (May). 

Haveman, R. H. (1970) "Evaluating Public Expenditures Under Conditions of 
Unemployment," in public Er;pendincres And Policy Analysis, R. Haveman 
and J. Margolis, (eds.), Chicago: Markham Publishing Co. 

Haveman, R. H. and J. V. Krutilla (1968). Unemployment, Idle Capacity, and 
the Evaluation of Public Ekpenditures, Johns Hopkins Press, 1968, 
Baltimore, MD. 

Haveman, R. H. and J. V. Ktutilla (1968). Unemployment, Idle Capacity, and the 
Evaluation of Public Ependitures: Nm'onal and Regional Analyses, 
Resources for the Future, Battimore: Johns Hopkins University Press. 

Haveman, R. H. (1970) "Evaluating Public Expenditures Under Conditions of 
Unemployment," in public Eape- And Policy Analysis, R. Haveman 
and J. Margolis, (eds.), Chicago: Markham Publishing Co. 

Haveman, R. H. and J. V. Krutilla (1968). Unemployment, Idle Capacity, and the 
Evaluation of Public Expenditures: National and Regional Analyses, 
Resources for the Future, Baltimore: Johns Hoplrins University Press. 

Hayes, S. R. et al. (1987). "Assessment of Lung Function and Symptom Health 
Risks Associated with Attainment of Alternative Ozone NAAQS," U.S. 
Environmental Protection Agency, Research Triangle Park, NC. 

Hayes, S. R. et al. (1989). "A Health Risk Assessment for Use in Setting the 
U.S. Primary Ozone Standard," pp. 535-544 in Atmospheric Ozone 
Research and Its Policy Implications: proceedings of the 3rd US.-Dutch 
International Symposium, May 1988, Mjmegen, .Ihe Netherlandr, ed. T. 
Schneider, et al., Elsevier Science Publishers, Amsterdam, The 
Netherlands. 



Chapter 10 References R10-7 

Hayes, S. R. et al. (1990). "Acute Ozone Exposure-Response Relationships for 
Use in Health Risk Assessment," paper no. MPM-IA, presented at the 
Annual Meeting of the Society for Risk Analysis, October-November 
1989, San Francisco, CA. 

Heart, Lung, and Blood Institute (no date). Tenth Report of the Director, NationaI 
Heart, Lung, and Blood Institute: Ten-Year Review and Five-Year Plan, 
Volwne 3: Lung Disaes  (U.S. Department of Health and Human Services, 
Public Health Service, National Institutes of Health, NIH Publication 
NO. 84-2358. Palo Alto, CA, Report EPlU AP-4680 (July). 

Heagle, A. S. et al. (1988). Factors Ifluencing Ozone Dose-Yield Respnse 
Relationhips in Opn-Top FieU GJuunber Studies, pp. 141-179 in 
Assessment of Crop Lossfi.om Air Pollutants, ed. W. W. Heck, 0. C. 
Taylor, and D. T. Tingey, Elsevier Applied Science, NY. 

Holguin, A. H. et al. (1985). "The Effects of Omne on Asthmatics in the 
Houston Area," pp. 262-280 in Air Pollution Control Association 
%an.~actions on Owne/- St&&, Houston, 'IX, (November). 

IPCC (1990). Intergovernmental Panel on Climate Change, climate Change: lVte 
IPCC Sciempc Assessment, J. T. Houghton, G. J. Jenkins and J. J. 
Ephraums, eds., Cambridge Press, NY. 

Irving, P. M. (1986). "Biochemical Transformations in Two PlantlSoil Systems 
Exposed to Simulated Acidic Precipitation," in Proceedings 7th 
International Symposium on Envimnmental Biogeochemistv, Martinus 
Nijoff, Publ., Rome, Italy. 

Johnson, D. W. (1984). "Sulfur Cycling 

Johnson, D. W. and R. I. Van Hook (ed.) (1989). Anu2ysi.s of Biochemical 
Cycling Pmcesses in Walker Branch Watershed, Springer-Verlag, NY, 

Johnson, G. E: and P. LR. G. Layard (1986). , "'@e Natural Rate of 
Unemployment: Explanation and Policy," Handbmk of Luhr Economics, 
ed. 0. Ashenfelter and R. Layard, North Holland, Amsterdam and NY. 

Joskow, P. L. (1992). "Weighing Envinmmental Fixternalities: Let's Do It Right!" 

." Biochemistry, 1,2943. 

pp. 401. 
# X  ' *  

> I  

6. 

lVte Electricity Journal, 5(4), (May), pp. 53-67. 



R10-8 Chapter 10 References 

Journal of the American Medical Association, June 23/30, vol. 269, No. 24, 
p. 37. 

Kahn, J. R. (1994). An Economic Approach to Environmental Resource Issues. 
Harcourt Bruce Javonovich College Division, Dryden Press (forthcoming). 

Kane, S. J. et al. (1992). "An Empirical Study of the Economic Effects of 
Climate Change on World Agriculture," CZimafe Change, 21, 17-35. 

Karl, et al. (1991). "Global Warming: Evidence for Asymmetric Diurnal 
Temperaaue Change," Geophysical Research Letters, Vol. 18, No. 12, pp. 
2253-2256 (December). 

Kauppi, P., K. M W m ,  and K. Kuusela (1992). Biomass and Carbon Budget 
of European Forests, 1971 -1990. 

Kei fer, W. S .  (1977). The Generation of Ozone in Plumes from Large Point 
Sources, Doctoral Dissertation, University of Maryland. 

Kelly and Wigley (1992). "Solar cycle length, greenhouse forcing and global 
climate, " Nature, 360(26) (November). 

Kilburn, K. H., R. Warshaw, and J. C. Thorton (1985). "Pulmonary Functions 
Impairment and Symptoms in Women in the Los Angeles Harbor Area," 
Am. J. Med. 79,23-28. 

Kimball, B. A. (1983). Carbon Dioxide and Agricultural Yield: An Assemblage 
and Analysis of 770 Prior Observations, WCL Report 14, U.S. Water 
Conservation Laboratory, Phoenix, AZ. 

Kinney, P. L. and H. Ozkaynak (1991). "Associations of Daily Mortality and Air 
Pollution in Los Angeles County," Envimnmed Research, vol. 54, p. 99- 
120. 

Kinney, P. L. and H. Ozkaynak (1992). "Associations Between Ozone and Daily 
Mortality in Los Angeles and New York City," Am Rev Respir Dis, vol. 
145 (4:2):A95. 

Kapp, R. J. and A. J. Krupnick (1987). "Agricultural Policy and the Benefits of 

... listed as 1989 on p79 (Kopp) 
Ozone Contrbl," American Journal of Agricultural Economics 69,s. 



Chapter 10 References R10-9 

Kramer, P. J. (1981). "Carbon Dioxide Concentration, Photosynthesis, and Dry 
Matter Production," Bioscience 31,29-33. 

Krupnick, A. J., W. Harrington, and B. Ostro (1990). "Ambient Ozone and 
Acute Health Effects: Evidence from Daily Data," pp. 1-18 in Journal of 
Environmental Economics and Management 118. 

Krupnick, A. J. and R. J. Kopp (1988). "The Health and Agricultural Benefits of 
Reductions in Ambient Ozone in the United States," Appendix to Office of 
Technology Assessment, U.S. Congress, catching Our Breath: N a t  Step 
for Redwing Urban Owne, Washington, D.C., 1989. 

Krupnick, A. J. and R. J. Kopp (1988). "The Health and Agricultural Benefits of 
Reductions in Ambient Ozone in the United States," Quality of the 
Environment Division Discussion Paper QE88-10, Resources for the 
Future, Washington, D.C. Published as chapter 2 and 3 in Catching Our 
Breath: Nat  Steps for Reducing Urban Owne, Office of Technology 
Assessment, U.S. Congress, July 1989. 

Krupnick, A., W. Harrington, and B. Ostro (1987). "Air Pollution and Acute 
Health Effects: New Evidence," discussion paper QFb7-04, Resources for 
the Future, Washington, D.C., (January). 

Krupnick, A. J. et al. (1989). Valuing chmnic Morbidity Damages: Medical 
Costs, Labor Market Eflects, and Individual Valuations, Find Report to 
U.S. Environmental Protection Agency, under EPA Cooperative 
Agreement CR-81455941-0, Resources for the Future, Washington, D.C., 
(September 30). (Also published as: Cropper, M. L., and A. J. Krupnick 
1990. "The Social Costs of Chronic Heart and Lung Disease," Quality of 
the Environment Division, Discussion Pper  QE89-16-REV Resources for 
the Future, Washington, D.C., June). 

11) . 
Krupnick, A. J., W. Harrington, y d  B. Ostm (1990). "Ambient, Ozone and 

Acute Health Effects: Evidence from Daily Data," pp. 1-18 in J o u d  of 
Envimmntal &onornoes and Management 118. 

I .  I *  . *  . * I  

Krupnick, A., W. Harrington, and-B. Ostm (1987). "A& Pollution and Acute 
Health Effects: New Evidence," discussion paper QE87-04, Resources for 
the Future, Washington, D.C., (January). 

r 



R10-10 Chapter 10 References 

Landers, D. H. et al. (1987). Characteristics of Lakes in the Western United 
States, Volume I: Population Descriptions and Physico-chemical 
Relationships, EPA/600/3-86/054a, U.S. Environmental Protection 
Agency, Washington. 

Larsen, R. I. et al. (1991). "An Air Quality Data Analysis System for 
Interrelating Effects, Standards, and Needed Source Reductions: Part 11, 
A Lognormal Model Relating Human Lung Function Decrease to 0, 
Exposure," J. Air Waste Manage. Assoc. 41(4), 455-459. 

Lind, R. C. (1982). "A Primer on the Major Issues Relating to the Discount Rate 
for Evaluating National hergy Options," in Discounting for Time and Risk 
in Energy Policy, R. Lind (ed.), Resources for the Future, Washington, 
D.C.: Johns Hopkins University Press. 

Lindberg, S. E. et al. (1986). "Atmospheric Deposition and Canopy Interactions 
of Major Ions in Forests, Science 231, 141-145. 

Loehman, E. T. et al. (1979). "Distributional Analysis of Regional Benefits and 
Cost of Air Quality Control," pp. 222-243 in Journal of Environmental and 
Economic Mahagemen! 6. 

Luria, M., K. J. Olszyna and J. F. Meagher (1983). "The Atmospheric Oxidation 
of Flue Gases from a Coal-Fired Power Plant: A Comparison between 
Smog Chamber and Airborne Plume Sampling," Journal of the Air 
Pollution (=ortrrol Association, 33(5), 483-487. 

McDonnell, W. F. et al. (1983). "Pulmonary Effects of Ozone Exposure During 
Exercise: Dose-Response Characteristics, " J. Appl. Physiol. : Respir. 
Environ. Exercise Physiol. 54, 1345-1352. 

McDonnell, W. F. et al. (1991). "Respiratory Response of Humans Exposed to 
Low Levels of Ozone for 6.6 Hours," Archives Environ Hlth. 46(3), 
145-150. 

Manuel, E. et al. (1982). Benefits Analysis of Alternative Secondary National 
Ambient Air Quality Standards for Sulfur Dioxide and Total Suspended 
Particulates. Final report to the USEPA, Research Triangle Park, NC. 

Marglin, S. A. (1962). "Objectives of Water-Resource Development: A General 
Statement," in A. Maass et al., Harvard University Press, Design of Water 
Resource System, Cambridge. 



Chapter 10 References RlO-11 

Martinello, F. and R. Meng (1992). "Workplace Risks and the Value of Hazard 
Avoidance. " Canadian Journal of Economics, 21(2), 333-345, (May). 

Meagher, J. F. et al. (1981). "Atmospheric Oxidation of Flue Gases from Coal- 
Fired Power Plants - A Comparison Between Conventional and Scrubbed 
Plumes, " Amtospheric Environment, 15(5), 749-762. 

Meyer, B. S., D. B. Anderson, and R. H. Bohning (1965). Introduction to Plant 
Physiology, Van Norstrand, NY, p. 541. 

Mitchell R. C. and R. T. Carson (1986). "Valuing Drinking Ester Risk 
Reductions Using the Contingent Valuation Method: A Methodological 
Study of Risks from THM and Giardia, " Report for the U.S. 
Environmental Protection Agency, Washington, D.C. 

Moo=, M. J. and W. K. Viscusi (1988). "The Quantity-Adjusted Value of Life," 
pp. 369-388 in Economic Inquiry 26, (July, 1992). 

Mulholland, P. J., G. V. Wilson, and P. M. Jardine (1990). "Hydrogeochemical 
Response of a Forested Watershed to Storms: Effects of Preferential Flow 
Along Shallow and Deep Pathways," Water Resour. Res. 26, 3021-3036. 

Musselman, R. C. and D. G. Fox (1991). "A Review of the Role of Temperate 
Forests in the Global CO, Balance," J. Air and Waste Manage. Assoc. 
4 1 (6) ~798-807. 

Mu-, M. G. and D. F. Tierney (1978). "Biochemical and Metabolic Changes 
in the Lung with Oxygen, Ozone, and Nitrogen Dioxide Toxicity," Am. 
Rev. Respir. Dis. 118, 1061-1090. 

NAPAP (National Acid qreCipitation Assessment Program) (1991). 19pO 
Integrated Assessment Report, National Acid Precipitation Assessment 
Program, Washington, D.C., p. 520 

NAS (National Academy of Scienqs) (1W.l). . Policy Imprlications of Global 

National Economic Research Associates (NERA), (1993). 7 k  E r r e k  &sts of 
Electric Utilities Resource Sekction iniVevada, .prepared by Cambridge, 

Warning, Washington: National Academy Press. 
' 

MA, (March). 



R10-12 Chapter 10 References 

National Economic Research Associates (NERA). Ihe Valuation of Air Pollution 
Damages, as prepared for the Southern California Edison Company, 
(March). 

National Research Council (NRC). Rethinking the Ozone Problem in Urban and 
Regional Air Pollution, National Academy Press, Washington, D.C. 

Noggle, J. C. (1980). "Sulfur Accumulation by Plants: The Role of Gaseous 
Sulfur in Crop Nutrition, " pp. 289-298 in Annospheric Surfirr Deposition: 
Environmental Impact and Health Eflects, ed. D. S .  Shriner, C. R. 
Richmond, and S. E. Lindberg, Ann Arbor Science Publishers, Inc., Ann 
Arbor, MI. 

Norby, R. J. (1989). "Direct Reqhnses of Forest Trees to Rising Atmospheric 
Carbon Dioxide, pp. 243-250 in Air Pollution Eflects on Vegetafion, 
Including Forest Ecosystems, ed. R. D. Noble, J. L. Martin, and K. F. 
Jensen, U.S. Forest Service, Northeast Forest Expt. Sta., Broomall, PA. 

Nordhaus, W. D. (1991). "To Slow or Not to Slow: The Economics of the 
Greenhouse Effect," ?%e Economic Journal 101(6), 920-37. 

Oak Ridge National Laboratory and Resources for the Future (1992) US. - EC 
F k l  Cycle Study: Backgmund Docwnenr to the Approach and Issues, 
Report No. 1, OWM-2500, Oak Ridge, Tennessee: Oak Ridge 
National Laboratory. 

Oak Ridge National Laboratory and Resources for the Future (1994a) &timufing 
Fuel Cycle IBtemalities: Analytical M e t W  and Issues, Report No. 2, 
Washington, D.C.: McGraw-Hill/Utility Data Institute. 

Oak Ridge National Laboratory and Resources for the Future (1994b) fitimafz'ng 
IWernalities of Coal Fuel Cycles, Report No. 3, Washington, D.C.: 
McGraw-Hillfutility Data Institute. 

office of Technology Assessment (1993). "Preparing for an Uncertain Climate". 
United States Congress, Washington, D.C. OTA 0-563 (September 1993), 
p. 63. 

Ostro, B. D. et al. (1990). "Asthmatic Response to Airborne Acid Aerosols," 
Amer J Public Health, 81:694-702. 

Ostro, B. D. et al. (1991). "Asthmatic Response to Airborne Acid Aerosols," 
Amer J Public Health, 81, 694-702. 



Chapter 10 References R10-13 

Peterson, D. C. et al. (198q.r "Improving Accuracy and Reducing Costs of 
Environmental Benefit Assessments," Office of Policy, Planning and 
Evaluation, U.S. Environmental Protection Agency, Washington, D.C. 

Pindus, N. M., T. Miller, and J. Douglas (1991). Railroad Injuv and Illness 
Costs, submitted to the Federal Railroad Administration, Office of Safety. 

Plagiannakos, T. and Parker, Jr. (1988). "An Assessment of Air Pollution Effects 
on Human Health in Ontario," Ontario Hydro, (March). 

Portney, P. R. and J. Mullahy (1986). "Urban Air Quality and Acute Respiratory 
Illness," Journal of Urban Economics, Vol. 20 p.21-38. 

RCGIHagla, Bailly, Inc. (1988). Ambient Particulate Matter and Owne Beneflt 
Analysis for Denver, Draft Report to the USEPA Region 8. EPA-68-01- 
7033, Denver, (January). 

RCG/Hagler, Bailly, Inc. (1993). "New York State Environmental Externalities 
Cost Study Task 2: Externalities Screening and Recommendations." Final 
report ESEERCO Project Ep91-50, (December), New York Empire State 
Electric Energy Research Corporation. 

RER (Regional Economic Research) (1991). Estimating the Air Quality Impacts 
of Alternative Energy Resources, Phase IV. Report to the California 
Energy Commission, Sacramento, CA, (December). 

Reilly, J. M. and K. R. Richards (1993). "Climate Change Damage and the Trace 
Gas Index Issue," Environmental and Resource Econom'cs, 3, 41-61. 

Reisinger, L. M. -and R. J. Valente (1985). 3Visibility and Other Air Quality 
Measurements -Ma& at\::& Great Smoky Mountains National Park 
1980-1983, Tennesseer Valley 'Authority, Air Quality Branch, Research 
Section, Muscles, AL, (January). , 

Rosenberg, N. and P. Crosson (1990). Processes for Identifjling Regional 
Influences of and Responses to Increasing Atmospheric CO, and Climate 
Change: The MINK Project. An Overview, Resources for the Future, 
Washington, D.C. 

Rowe, * R. D. and L. G. Chestnut (1985). oxidants and Asthmatics in Los Angeles: 
A BeneBts Analysis. .Energy and Resource Consultants, Inc., report to the 
U.S. Environmental Protection Agency, Office of Policy Analysis EPA- 
23047-85-010, Washington, D.C., March; and Addendum, March, 1986. 



R10-14 Chapter 10 References 

Samet, J. M. et al. (1981). "The Relationship Between Air Pollution and 
Emergency Room Visits in an Industrial Community," J Air Pollut cant 
Assoc, 31:236-240. 

Sanghi, A. K. (1991). "Should Economic Impacts Be Treated as Externalities?" 
The Electricity Joumal, 54-59. 

Sassone, P. G. and W. A. Schaffer, (1978), Cost-&n@t Analysis: A H d m k ,  
San Diego: Academic Press, Inc. 

Schneidex, "Climate Change Scenarios f a  Greenhouse Increases," in Technologies 
for a Greenhouse Constrained Society, Oak Ridge National Laboratory, 
Oak Ridge, Tenn., 1991. 

Schumway, R. H., A. S. Azari, and Y. Pawitan (1988). "Modeling Mortality 
Fluctuations in Los Angeles as Functions of Pollution and Weather 
Effects," Environ Res 45,224-241. 

Schwartz, J., V. Hasselblad, and H. Pitcher (1989). "Air Pollution and 
Morbidity: A Further Analysis of the Los Angeles Student Nurse8 Data," 
J. Air Pollution Control Assoc. 

Schwartz, J. and D. W. Dockery (1991). "Increase Mortality in Philadelphia 
Associated with Daily Air Pollution Conmtrations," Am. Rev. Respir. Dis. 
(in press). 

Schwartz, J. and D. W. Dockery (1991). "Particulate Air Pollution and Daily 
Mortality in Steubenville, Ohio" Amer J Epid (in press). 

Schwartz, J. (1988). "The Relationship Between Blood Lead and Blood Pressure 
in the NHANES 11 Survey," in Symposium on Lead-Blood Pressure 
Relationships, April 1987, Chapel Hill, NC, ed. W. Victery, Environ. 
Health Perspectives, 78, 15-22. 

Schwartz, J. and D. W. Dockery (1991a). "Increase Mortality in Philadelphia 
Associated with Daily Air Pollution ConmtratiOns," Am. Rev. Respir. Dis. 
(in press). 

Schwartz, J. and D. W. Dockery (1991b). "Particulate Air Pollution and Daily 
Mortality in Steubenville, Ohio," Amer J Epid (in press). 

Schwartz, J. and A. Marcus (1990). "Mortality and Air Pollution in london: A 
Time-Series Analysis," Amer J Epid 131, 185-194. 



Chapter 10 References R10-15 

Schwartz, J. and S. Zeger (1990). "Passive Smoking, Air Pollution and Acute 
Respiratory Symptoms in a Diary Study of Student Nurses," Am Rev 
Respir Dis, 141, 62-67. 

Short, N. R. and D. J. Mills (1991). External Costs of Fuel Cycles-Impact on 
Materials, Aston Materials Services Limited, (July). 

Shriner, D. S. et al. (1990). "Response of Vegetation to Atmospheric Deposition 
and Air Pollution," in Acidic Deposition.- State of Science and Technology, 
NAPAP Report 18 (December). 

Smit, B., L. hdlow, and M. Brklacich (1988). "Implications of a Global Climate 
Warming for Agriculture: A Review and Appraisal." J. Ehv. Qual. 17: 
5 19-527. 

Solow, A. R. (1991). "Is There a Global Warming Problem." Glbbal Warning: 
Economic Policy Responses, Dornbusch, Rudiger and James M. Poterba, 
eds., Cambridge: MlT Press. 

Squire, L. and H. G. van der Tak (1975). &onom*c Analysis of Projects, World 
Bank, Baltimore: Johns Hopkins University Press. 

Steele, L. P. et al. (1992). "Slowing Down of the Global Accumulation of 
Atmospheric Methane During the 19809," Letter to Nantre, 358,313. 

Seinfeld, J. H. (1975). Air Pollution: Physical and chemical Fundamentals, 
McGraw-Hill Book Co., New York. 

Thornton, K. W., D. R. MarmoLk, and P. F. Ryan (1990). . "Methods for 
Projecting Future Changes in Surf$ce Water Acid-Base Chemistry, NAPAP 
Report 14," in Acidic DeEsition: State of Science and Technology, 
National Acid Precipitation Assessment Program, -722 Jackson, Place N W ,  
Washington, D.C. 

F 

Tolley, G. S. etal. (1986) 
and Risks. Final report for the U.S. Environ 
Grant #CR-811053-01-0. University of -C 

Tolley, G. S. et al. (1986). Valuaton of Reductions in Hwnan Health &mptoms 
and Risb, Final Report for the U.S. Environmental Protection Agency, 
Grant #CR-811053-Ola, University of Chicago.(January). 



R10-16 Chapter 10 References 

Turner, R. S. et al. (1992). "Sensitivity to Change for Low-ANC Eastern U.S. 
Lakes and streams and Brook Trout Populations Under Alternative Sulfate 
Deposition Scenarios. " Environmental Pollution, 77, 269-277. 

Turner, R. S. et al. (1990). "Watershed and Lake Processes Affecting Surface 
Water Acid-Base Chemistry, NAPAP Report 10," in Acidic Depsition: 
State of Science and Technology, National Acid Precipitation Assessment 
Program, 722 Jackson Place N. W., Washington, D.C. 

Ulrich, B., R. Wyer, and P. K. Khanna (1980). "Chemical Changes Due to Acid 
Precipitation in Loess-Derived Soil in Central Europe," Soil Sci. 1340, 
193-199. 

U.S. Department of the Interior (1982). Air Quality Technical Report for the 
Environmental Impact Statement on Public Service Company of New 
Mm*w's Proposed New M41Kw &nemig Smon and Possible New Town 
(Report 6 of 22) Bureau of Land Management, (October). 

U.S. National Acid Precipitation Assessment Program [NAPAPJ (1991). 
Integrated Assessment Report, Washington, D.C. 

Van Miegroet, H. and D. W. Cole (1984). "The Impact of Nitrification on Soil 
Acidification and Cation Leaching in a Red Alder Ecosystem," J. Environ. 
Quul. 13,586-590. 

Viscusi, W. K., W. A. Magat and J. Huber (1991). "Pricing Environmental 
Health Risks: Survey Assessments of Risk-Risk and Risk-Dollar Trade 
Offs for Chronic Bronchitis," Journal of Environmental Econom'cs and 
Management, 21( 1) (July). 

Ward, W. A. and B. J. Deren (1991). The Economics of Project Analysis: A 
Practitioner's Guide, Washington D.C: World Bank. 

Whitfield, R. G. (1988). Headcount Rish  of Exposure to Ozone for Heavy and 
Very Heavy Eremisers.. An Addendwn toAssasment of Lung Function and 
Symptom Health Risks Associazed with A t t d m n t  of Alternative Owne 
NMQS, U.S. Environmmtal Protection Agency, Research Triangle Park, 
NC. 

Yohe, G. W. (1991). "The Cost of Not Holding Back the Sea - Economic 
Vulnerability," Ocean and Shoreline Management, 15, pp. 223-255. 



General References GR-1 

American Petroleum Institute (API), 1992a. Review of NQtural Resource 
Damage Assessmem in Fkshwter Environments: Task 1 - Review of Case 
Histories, API Publication Number 4513. 

American Petroleum Institute (API), 1992b. Review of NQtural Resource 
Damage Assessments in Freshwer Environments: Task I - Efects of Oil 
Releases into Freshwater Habitats, API Publication Number 4514. 

American Petroleum Institute (API), 1991a. 7h.e Generation and Management 
of Wastes and Secondary Materials in the Petroleum Refining Industry: 
1987-1988, Health and Environmental Affairs Department, American 
Petroleum Institute, Washington, D.C., February. 

American Petroleum Institute (API), 1991b. Basic Petroleum Data Book, 
Petroleum Industrial Statistics, 11(3), Washington, D.C., September. 

Anderson, C.M. and R.P. LdBelle., 1990. "Estimated Occurrence Rates for 
Analysis of Accidental Oil Spills in the U.S. Outer Continental Shelf, " Oil 
& chemical Pollution, 9, 21-23. 

Argonne National Laboratory, 1990. Environmental Onsequences of, and 
Control processRlr for, Energy Technologies, Noyes Data Corporation, Park 
Ridge, New Jersey. 

Armstrong, H., W. K. Fucik, J. W. Anderson and J. M. Neff, 1979. "Effects 
of Oil Field Brine Effluent on Sediment and Benthic Organisms in Trinity 
Bay, Texas," Mar. Envimn. Res., 2 , 5 5 4 .  Cited in Woodward and Riley 
1983. 

Blair, D., 1992. Personal Communication, Navajo Refinery, New Mexico, 
, 
I I 

March 18., ,- 

Brown, G. M. and J. Hammack, 1977. Unpublished data. Commonwealth vs. 
Steuart. Economic Vduation of Waterfowl. 19. 

Brown, W., 1992. Personal Communication, Shell Oil Company, Chicago, 
Illinois, March 13. 



GR-2 General References 

Bureau of Business and Economic Research, 1989. Nau Mexico Statistical 
Abstract, University of New Mexico, Albuquerque, New Mexico. 

California Energy Commission (CEC). , 1991. Energy Technology S t m  Report, 
Appendix A,  1, Detailed Electric Generation Technology Evaluation, 
Sacramento, California, June. 

Capomli, L., 1991, "Toxic Releases from Petroleum Refineries: from EPA's 
TRI database," the U.S. EPA, Office of Pesticides and Toxic Substances, 
Washington, D.C:, December 19. 

Center for Business and Economic Research, 1990. Tennessee Statistical 
Abstract, College of Business Administfation, The UNversity of Tennessee, 
Knoxville, Tennessee, July. 

Code of Federal Regulation, 40, Part 435. "Oil and Gas Extraction Point 
Source Category." 

Cowardin, L. M., V. carter, F. C. Golet, and E. T. LaRoe, 1979. Clms@cation 
of Wetlands and Deepwater Habitats of the United States. Fish and 
Wildlife Service, U.S. Department of the Interior, FWS/OBs-79/31. Cited 
in EA and ASA 1987. 

Cummings, R. G., D. S. Brookshire, and W. D. Schulze, 1986. Valuing 
Environmental Goods: A State of the Arts Assessment of the Contingent 
Valuation Method, Totowa, New Jersey, Rowman and Allanheld. 

DeLuchi, M. A., Wang, Q., and Greene, D. L., 1991. Motor Vehicle Fuel 
Economy, the Forgotten HC Conrrol Strategy, Center for Transprtation 
Analysis, Oak Ridge National Laboratory, Oak Ridge, Tennessee, June. ' 

DeLuchi, M.A., 1991. Emissions of Greenhouse Gases j h r n  the Use of 
lbnsportation Fuels and Electricity, Center for Transportation Research, 
Argonne Laboratory, Argonne, Illinois. (Forthcoming). 

Desvousges, W. H., et al., 1992. "Measuring Natural Resource Damages with 
Contingent Valuation: Tests of Validity and Reliability," Contingent 
Valuation= A critical Assesment, proceedings of symposium, Washington, 
April 2-3. (Cambridge, Mass., Cambridge Economics, Inc.) 



General References GR-3 

Detels, R., et al., 1987. "The UCLA Population Studies of Chronic Obstructive 
Respiratory Disease: 9. Lung Function Changes Associated with Chronic 
Exposure to Photochemical Oxidants; A Cohort Study Among Never- 
Smokers," W t ,  92,594-603. 

Dickie, M., et al., 1987. "Reconciling Averting Behavior And Contingent 
Valuation Benefit Estimates of Reducing Symptoms of Ozone Exposure 
(draft)" in Improving Accuracy and Reducing Costs of Environmental 
Bent$tAssewner~s, U.S. Environmental Protection Agency, Washington, 
D.C., February. 

R., 1992. Personal Communication, U.S. Department of Energy, 
Fossil Fuel Office, Washington, D.C., March 5. 

EA and ASA (Economic Analysis, Inc. and Applied Science Associates, Inc.), 
1987. Measuring Damages to coastal and Marine Natural Resources: 
Concepts and Data Relevant for CERCLA l)pe A Damage Assessments, 
U.S. Dept. of the Interior, Washington, D.C. PB 87-142485. 

ECO Northwest, 1987. Generic coal Study: Qumt@cation and Valuation of 
Envimnmental Impacts, prepared for the Bonneville Power Administration, 
Portland, Oregon. 

ECO Northwest et al.,,1984. Economic Analysis of the Environmental Eflects 
of a Cbmbustion-Tbbine Generating Station at Freakrickson Industrial 
Park, pierce County, Washington, prepared for the Bonneville Power 
Administration, Portland, Oregon. 

Energy Information Administration (EIA), 1991a. Petroleum SupPrr Annual 
1990, DOE/EIA-0340(90)/1, Washington, D.C., May. 

Energy Information Administration (EIA), 1991b. Annual Outlook for Oil 

Energy Information Administration (EIA), 1991c. Annual 'Energy Outlook, 
with proiectionr to 2010, DOE/EIA-0383(91), Washington, D.C., March. 

Energy InfoAation Administration (EIA), 1991d. Annual .OutZook for U.S. 
Electric Power 1991, Projections through 2010, DOWEIA-O474(91), 
Washington, D.C., July. 

and Gas, 1991, DOE/EIA-0517(91), Washington, D.C., June. 



GR-4 General References 

Energy Information Administration (EIA), 1991e. Inventory of Power Plunts 
in the United States 1990, U.S. Department of Energy, Energy 
Information Administration, DOEJEIA-0059(90), Washington, D.C., 
October. 

Energy Information Administration @A), 1990. The U.S. Petroleum Refining 
Industry in the 19803, DOEJEIA-0536, Washington, D.C., October. 

Environmental Protection Agency (EPA), 1993. Compilation of Air Pollutant 
Emission Factors, Vol. I ,  Strn'onury Point and Area Sources, 5th ed., 
Supp. F, AP42, Research Triangle Park, NC (July). 

Evans, J. S., Tosteson, T., and Kinney, P. L., 1984. "Cross-Sectional Mortality 
Studies and Air Pollution Risk Assessment," Environ Int., 10,55-83. 

Fairley, D., 1990. "The Relationship of Daily Mortality to Suspended Particulates 
in Santa Clara County, 1980-1986," Environ Health Pempect 89, 159-168. 

Fisher, A. L., G. Chestnut, and D. M. Violette, 1989. "The Value of Reducing 
Risks of Death: A Note on New Evidence," pp. 88-100 in Journal of 
Policy Analysis and Management, 8, ( 1). 

Freeman, A. M. m, et al., 1992. Accounting for Envimmntd Costs in 
Electric Utility Resource Supply Planning, Discussion Paper QE92-14, 
Resources for the Future, Quality of the Environment Division, 
Washington. 

Funtowicz, S. and J. Ravetz, 1990. Uncertainty and Quality in Science for 
Policy, Kluwer Academic Publishers, Dordrecht, the Netherlands. 

Gale Research Company, 1986. Climates of the States, Nationul Oceanic and 
Atmospheric Administration Narrative Summaries, Tables, and Maps for 
Each State with Overview of State Climatologist Programs, Detroit, 
Michigan, Third Edition. 

Gaines, L. L. and A. M. Wolslry, 1981. Energy and Materials Flows in 
Petroleum ReJning. Argonne National Laboratory, Energy and 
Environmental Division, ANUCNSV-10, prepared for the U.S. DOE, 
Argonne, Illinois, February. 



Gloyna, E. F. and D. L. Ford, 1975. "Water Management for Selected Non- 
electric Utility Industries," Water Management by the Electric Power 
Inchtry; E. F. Glow, H. H. Woodson, and H. R. Drew eds., Center for 
Research in Water Resources, The University of Texas at Austin, pp.50-64. 

Hall, J. V., et al., 1989. Economic Assessment of the Health Beneflts from 
I m p m m m  in Air Quality in the South Coast Air Basin, Final Report to 
South Coast" Air Quality Management District, Contract No. 5685, 
California State University Fullerton Foundation, Fullerton, California, 
June. 

Hantzes, H., 1992. "Oil Transportation Throughput and Oil Spills: from the 
oil spill database of the U.S. Coast Guard," U.S. Coast Guard, 
Washington, D.C., February. 

Hay, M. J., and J. Charbonneau, 1974. "Estimating the Marginal Value of 
Waterfowl for Hunting." Draft, U.S. Fish and Wildlife Service. 

Hayes, S. R., et al., 1987. "Assessment of Lung Function and Symptom 
Health Risks Associated with Attainment of Alternative Ozone NAAQS," 
U.S. Environmental Protection Agency, Research Triangle Park, North 
Carolina. 

Hayes, S. R., et al., 1990. "Acute Ozone Exposure-Response Relationships 
for Use in Health Risk Assessment," paper no. MPM-IA, presented at the 
Annual Meeting of the Society for Risk Analysis, October-November 
1989, San Francisco, California. 

Hayes, S. R., et al., 1989. "A Health Risk Assessment for Use in Setting the 
U.S. *Primary Ozone Standard," pp. 535-544 in Atmospheric Owne 
Research and Its Policy Implicatiom: proceedings of the 3rd US.-Dutch 
International Symposium, May 1988, Nijmegen, l%e Netherlandr, ed. T. 
Schneider, et at., Elsevier Science Publishers, Amsterdam, The 
Netherlands. 

Heagle, A. S., et al., 1988. Factors Ir@uencing &OF L?ose:Yield Response 
Relatioarhips in Open-Top Field Chamber Studies, pp. 141-179 in 
Assessment of Crop Lossfrom Air Pollutants, ed. W. W. Heck, 0. C. 
Taylor, and D. T. Tingey, Elsevier Applied Science, N.Y. 

-1  



GR-6 General References 

Heart, Lung, and Blood Institute (no date). Tenth Report of the Director, 
NationaI Hem, Lung, and B M  Institute: Ten-Year Review and Five-Year 
Plan, Volume 3: Lung Diseases (U.S. Department of Health and Human 
Services), Public Health Service, National Institutes of Health, N" 
Publication No. 84-2358. 

Heck, W. W., 0. C. Taylor, and D. T. Tingey, eds., 1988. Assessment of Crop 
Lossjhm Aii Pollutants, Elsevier Science Publishers Ltd., New York. 

Highway Research Board, 1962. The AASHO Road Test: Report 5, Pavement 
Research, Special Report 61E, Washington, National Research Council. 

Hohmeyer, O., 1988. Social Costs of Energy Consumption: External Efects 
of Electricity Generation in the F&rd Republic of Gennany, Springer- 
Verlag, New York. 

Holguin, A. H., et al., 1984. "The Effects of Ozone on Asthmatics in the 
Houston Area," pp. 262-280 in Air Polluhon Conrrol Association 
lhnsactions on Owne/Oxkhts Standar&r, Houston, Texas, November. 

Holzworth, G. C., 1972. Mixing Heights, wind Speeds, and Potential for Urban 
Air Pollwon l%mughout the Contiguous United States, Research Triangle 
Park, North Carolina. 

Huston, R. J., 1975. "An Overview of Water Requirements for Electric 
Power Generation," Water Management by the Electric Power Industry, E. 
F. Gfoyna, H. H. Woodson, and H. R. Drew eds., Center for Research in 
Water Resources, The University of Texas at Austin, pp. 39-49. 

Jones, L., 1991. Personal communication. U.S. EPA, Office of Air Quality 
Planning and Standards, Research Triangle Park, North Carolina, 
November 12. 

Kahneman, D. and J. L. Knetsch, 1992. "Valuing Public Goods: The Purchase 

Kash, 

of Moral Satisfaction," Journal of Environmental Economics and 
Management, 22, (l), 57-70, January. 

D. E., White, I. L., Bergey, K. H., Chartock, M. A., Devine, M. D., 
Leonard, R. L., Salomon, S. N., and Young, H. W., 1973. Energy Under 
the Oceans--A Technology Assessment of Outer Cbniineental ShelfOil and 
Gas Operations, University of Oklahoma, Norman, Oklahoma. 



General References GR-7 

Kilburn, K. H., R. Warshaw, and J. C. Thorton, 1985. "Pulmonary Functions 
Impairment and Symptoms in Women in the Los Angeles Harbor Area," 
Am. J. Med., 79,23-28. 

Knudson, R.J., et al., 1983. "Changes in the Normal Maximal Expiratory 
Row-Volume Curve with Growth and Aging," Am. Rev. Respir. Dis., 127, 
pp. 725-734. 

Kopp, R. J., et al., 1985. "Implications of Environmental Policy for U.S. 
Agriculture: the Case of Ambient Ozone Standards," Journal of 
Environmental Management, 20,321-331. 

Kopp, R. J., and A. J. Krupnick, 1987. "Agricultural Policy and the Benefits 
of Ozone Control," American Journal of Agricultural Economics, 69,5. 

Krupnick, A. J., and R. J. Kopp, 1988. "The Health and Agricultural Benefits of 
Reductions in Ambient Ozone in the United States," Appendix to Office of 
Technology Assessment, U.S. Congress, catching Our Breath: N a t  Step 
for Reducing Urban Owne, Washington, D.C., 1989. 

Krupnick, A., W. Harrington, and B. Ostro, 1987. "Air Pollution and Acute 
Health Effects: New Evidence," discussion paper QE87-04, Resoutres for 
the Future, Washington, January. 

Krupnick, A. J., et al., 1989. Valuing Chronic Morbidity Damages: Medical 
Costs, Labor Market Eflects, and Individual Valuations, Final Report to 
U.S. Environmental Protection Agency, under EPA Cooperative 
A p m e n t  CR-814559414, Resources for the Future, Washington, D.C., 
September 30. (Also published as: Cropper, M. L., and A. J. Krupnick 
1990. "The Sociat Costs of Chronic Heart and Lung Disease," Quality of 
the Environment Division Discussion Paper QE89-16-REV Resources for 
the Future, Washington, -D.C., June). 

Krupnick, A. J., 1987. A HeaUr Benefit Ana€ysis of Reductions in I Photochemical 
oxidanrs in the Northeastern United Statu, D'& Interim.Report for the 
U.S. Environmental Protection Agency. 

i .  . 
Krupnick, A. J;; W. Harrington, and B. Ostr0,-1990. "Ambient Ozone and 

Acute Health Effects: Evidence fiom Daily Data," pp. 1-18 in Journal of 
Environmental EconomiCS and Management, 118. 



GR-8 General References 

Larsen, R. I., et al., 1991. "An Air Quality Data Analysis System for 
Interrelating Effects, Standards, and Needed Source Reductions: Part 11, 
A Lognormal Model Relating Human Lung Function Decrease to 0, 
Exposure," J. Air Waste Manage. Assoc., 41, (4), 455-459. 

Lipfert, F.W. et al., 1988. "A Statistical Study of the Macroepidemiology of 
Air Pollution and Total Mortality," Brookhaven National Laboratory, 
April. 

Loehman, E. T. et al., 1979. "Distributional Analysis of Regional Benefits 
and Costs of Air Quality Control," Journal of Environmental and 
Economic Mmgement, 6, pp. 222-243. 

Mammdar, S., H. Schimmel, and I.T.T. Higgins, 1982. "Relationship of Daily 
Mortality to Air Pollution: An Analysis of 14 London Winters, 1958-59-- 
1971-72," Arch Environ Health, 30, pp. 213-220. 

McDonnell, W.F. et al., 1991. "Respiratory Response of Humans Exposed 
to Low Levels of Ozone for 6.6 Hours," Axhives Environmental Health, 
46, (3), p ~ .  145-150. 

McDonnell, W. F., et al., 1983. 
During Exercise: Dose-Response Characteristics, " J. AppZ. PhysioZ. : 
Respir. Environ. Exercise Physiol., 54, 1345-1352. 

"Pulmonary Effects of Ozone Exposure .. 

Mitchell, R.C. and R.T. Carson, 1989. Using Surveys to Value Public Goods: 
Z?u? Cbntingent V i o n  Method, R e ~ ~ u r c e s  for the Future, Washington, 
D.C. 

Mustafa, M. G., and D. F. Tiemey, 1978. "Biochemical and Metabolic 
Changes in the Lung with Oxygen, Ozone, and Nitrogen Dioxide 
Toxicity," Am. Rev. Respir. Dis., 118, 1061-1090. 

National Petroleum Council, 1989. System Dynamics: Petroleum Storage and 
lhnsportation, Washington, D.C., April. 

Neff, J. M., N. N. Rabalais, and D. F. Boesch, 1987. "Offshore Oil and Gas 
Development Activities Potentially Causing Long-Term Environmental 
Effects," pp. 175-233 in Long-Tern Environmental ECgects of w h o r e  Oil 
and Gar Development, Elsevier Applied Science, New York. 



General References GR-9 

Neff, J. M., 1987. "Biological Effects of Drilling Fluids, Drill Cuttings and 
Produced Waters," pp. 469-539 in Long-Tern Environmental Eflects of 
Q@hom Oil and Gar Development, Elsevier Applied Science, New York. 

Neumann, H. and Rahimian, I., 1984. Petroleum Refining, Ferdinand Enke 
Publishers, Stuttgart, Germany. 

New Mexico Energy and Minerals Department, 1992. "State of New Mexico 
Oil Production Summaries by Counties, Areas, and Statewide." New 
Mexico Energy and Minerals Department, Oil Conservation Division, Santa 
Fe, New Mexico, January. 

New Mexico Water Quality Control Commission, 1990. Water Quality and 
Water Pollution Control in New M4xco 1990, EID/WPC-90/1, Santa Fe, 
New Mexico. 

Norton, Virgil, Terry Smith, and Ivar Strand, 1983. Stripers: The Economic 
Value of the Atlantic Coast Commercial and Recreational Striped Bass 
Fisheries. Univ. of Maryland Sea Grant Publication No. UM-SG-TS-83- 
12. 

Office of Technology Assessment (OTA), 1985. Oil and Gas Technologies 
for the Amtic and Deepwater, U.S. Government Printing Office, 
Washington, D.C., May. 

Opaluch, J. J. and T. A. Grigalunas, 1989. "OCS-Related Oil SpiU Impacts 
on Natural Resources: An Economic Analysis," in Pruceedings of the 1989 
Oil Spill Co@erence: Prevention, Behavior, Control, Cleanup, American 
Petroleum Institute Publication No. 4479, sponsored by the American 
Petroleum Institute, Environmental Protection Agency, and United States 
Coast Guard. 

ORNURFF (Oak Ridge National Laboratory/Resources for the Future), 
1992. U.S.-ECFuel W k  Sndy= Bmkgrowtd Document to the Approach 
and Issues. Oak Ridge National Laboratory, Oak Ridge, TeMessee. 

ORNURFF (Oak Ridge National Laboratory/Resources for the Future), 
1992. Res- Damages and &@ts of the c;oal Fuel Qcle: l3timation 
Methais, Iinpacts, and Values. Draft, Oak Ridge National Laboratory, Oak 
Ridge, Tennessee. 



GR-10 General References 

Ostro, B.D., 1985. Presentation to the EPA Clean Air Science Advisory 
* Committee. Research Triangle Park, North Carolina, December. Published 

in U.S. Environmental Protection Agency (1986). Second Addendum to 
Air Quality Criteria for Particulate Matter and Sulfur Oxides (1982): 
Assessment of Newly Available Health Effects Information, A-18, Office 
of Research and Development, Research Triangle Park, North Carolina. 

Ostro, B.D., 1984. "A Search for a Threshold in the Relationship of Air 
Pollution to Mortality: A Reanalysis of London Winters," Environ Health 
Perspect, 58, pp. 397-399. 

Ozkaynak, H. and G.D. Thurston, 1987. "Associations Between 1980 US. 
Mortality Rates and Alternative Measures of Airborne Particle 
Concentration," RiskAnal. 7, pp. 449-461. 

Pace University Center for Environmental Legal Studies, 1990. Environmental 
costs of EZecrriCiry, prepared for New York State Energy Research and 
Development Authority and U.S. Department of Energy, Oceana 
Publications, Inc., New York. 

Payne, J. R., C. R. Phillips and W. Horn, 1987. "Transport and Transformation: 
Water Column Processes," pp. 175-231 in Long-Tern Environmental 
m%cts of @ h r e  Oil and Gas Dewlopmen!, Elsevier Science Publishing 
Co., Inc., New York. 

Plagiannakos, T., and Parker, Jr., 1988. "An Assessment of Air Pollution 
Effects on Human Health in Ontario," Ontario Hydro, March. 

Quhtana, M. E., 1990. "The Utilization of Petroleum Residues for Generation 
* of Industrial Gas and Chemical Products." Texaco Development 

Corporation, paper presented at the 4* Braqikin Petroleum Congress, Rio 
De Janeiro, Brazil, October. 

Ranney, J., L. K. Mann and W. Hohenstein, 1991. A Review of Environmental 
Issues for Energy Crops and Biomass for Energy. Report to the 
E~vironmatal Protection Agency, September 4, 1991, Oak Ridge National 
Laboratory, Oak Ridge, Tennessee. 

Rowe, Robert W., 1985. Valuing Marine Recreational Fishing on the Pacific 
Coast. National Marine Fisheria Service Administrative Report No. LJ-8- 
18C (June). 



General References GR-11 

Rowe, R. D., and L. G. Chestnut, 1985. oxidants and Asthmatics in Los Angeles: 
A BeneJits Analysis, Energy and Resource Consultants, inc., Report to the 
U.S. Environmental hte!ction Agency offioe of Policy Analysis EPA-230- 
07-85-010, Washington, D.C., March, and Addendum, March 1986. 

Schumway, R. H., Azari, A. S., and Pawitan, Y., 1988. "Modeling Mortality 
Fluctuations in Los Angeles as Functions of Pollution and Weather 
Effects," EnViton Res., 415,224-241. 

Schwartz, J. and D. W. Dockery, 1991. "Particulate Air Pollution and Daily 
Mortality in Steubenville., Ohio," Amer J Epid (in press). 

Schwartz, J. and D. W. Dockery, 1991. "Increase Mortality in Philadelphia 
Associated with Daily Air Pollution Concentdons," Am. Rev. Respir. DiS. 
(in press). 

Schwartz, J. and A. Marcus, 11990. "Mortality and Air Pollution in london: 
A Time-Series Analysis,'" Amer J Epid., 131, 185-194. 

Schwartz, J., and S. Zeger, 1990. "Passive Smoking, Air Pollution, and Acute 
Respiratory Symptoms i n  a Diary Study of Student Nurses," Am. Rev. 
Respir. Dis., 141, pp. 6i!-67. 

Schwartz, J., V. Hasselblad, and H. Pitcher, 1989. "Air Pollution and Morbidity: 
A Further Analysis of the Los Angeles Student Nurses Data," J. Air 
Pollution Control Assoc. 

Shine, K. P., R. G. Derwent,, D. J. Wuebbles, and J. J. Morcretk, 1990. 
"Radiative Forcing of Climate," in Climate Change, the IPCC ScientiJic 
Assessment, 42-68, edited by J. T. Houghton, G. J. Jenkins, and J. J. 
Ephraums, Cambridge University Press, Cambridge, England. 

Shriner, D. S. et al., 1990. Rtsponse of Vegetation to Atmospheric Deposition 
and Air Pollution. State-of-SciendTechnology Report 18, National Acid 
Precipitation Assessment 13qpam, U. S. Environmental Protection Agency 
and U. S. Forest Service, O W E S D  Publ. No. 3452, Oak Ridge 
National Laboratory, Oalk Ridge, Tennessee. 

Sittig, M., 1974. Oil Spill Prevention and Removal Handbook, Noyes Data 
Corporation, Park Ridge, New Jersey. 



Gemd References GR-12 

Small, K. A., Winston, C., and C. A. Evans, 1989. Roadwrk: A New Highway 
Pricing and Investment Policy, The Brooks Institution, Washington. 

Smith, V. K., 1992. "Arbitrary Values, Good Causes, and Premature Verdicts," 
J. Environmental Economics and Management 22(1) 71-89 (January). 

State of Tennessee, 1991. Tennessee Vital Statistics Summary, Resident 
Data 1989, Division of Information Resources, Tennessee Department of 
Health and Environment, Nashville, Tennessee. 

Tellus Institute, 1990. Valuation of Environmental Externalities for Energy 
Planning and Operations. 

Tenneske Department of Agriculture, 1990. Tennessee Agriculture, Nashville, 
Tennessee. 

Texas Railroad Commission, 1991. Annual Report of Oil and Gas: 1990. 
Oil and Gas Division, Texas Railroad Commission, Austin, Texas. 

Tolley, G. S., et al., 1986. Valuation of Reductions in Human Health Symptoms 
and Risks, Final Report for the U.S. Environmental Protection Agency, 
Grant #CR-811053-01-0, University of Chicago, January. 

Trudel, B. K. et al., 1989. "A Microcomputer-Based Spill Impact Assessment 
System for Untreated and Chemically Dispersed Oil Spills in the U.S. Gulf 
of Mexico," pp. 533-537 in Proceedings of the 1989 Oil Spill Coverenee: 
Prevention, Behavior, Control, Cleanup, American Petroleum Institute 
Publication No. 4479, sponsored by the American Petroleum Institute, 
Environmental Protection Agency, and United States Coast Guard. 

Union of Concerned Scientists, 1992. America's Energy choice: Investing in a 
Strong Economy and Clean Environment, coopefafive by the Alliance to 
Save Energy, American Council for an Energy Efficient Economy, Natural 
Resources Defense Council, and the Union of Concerned S c i e n t i  s t s , 
published by UCS, Cambridge, Massachusetts. 

U.S. Bureau of the Census, 1991. Statistical Abstract of the United States: 
1991 (1 1 lth edition) Washington. 

U.S. Coast Guard, 1982. Polluting Inei&nts in and Around U.S. Waters: 
Cakndat Year 1980 and 1981, U.S. Department of Transportation, U.S. 
Coast Guard, Washington, D.C., May. 



GR-13 
" S  

General References 

U.S. Coast Guard, 1984. Polluting Incidents in and around U.S. Water 
Year 1982 and 1983, U.S. Department of Tranprtation, U.S. 

Coast Guard, Washington, D.C., September. 

U.S. Coast Guard, 1989. Pollrxt'ng InciCientS In and Around U.S. Waters: 
Report No. COMDTINST Calendar Year 1984, 1985, and 1986, 

M16450.2H, U.S. Coast Guard, Washington, DC. 

U.S. Department of Energy (DOE),, 1983. Energy Technology Characterizations 
H d m k  Environmental Pbllution and control Factors, DOE4EP-0093, 
3 ed. 

U.S. Department of Energy (DOE), 1983. Energy Technology Characterization 
Handbook= Environmental Pollwion and control Factors, 3d ed., U.S. 
DOE, Office of Environmental Analysis, Washington, D.C., March. 

U.S. Department of Energy (DOE), 1988. Ekrgy Technologies and the 
Environment: Environmentid I@?onnation Handbook, U.S. DOE, office 
of Environmental Analysis, Washington, D.C., October. 

U.S. Department of Energy (DOE), 1988. Energy Technologies and the 
Environment Environmental Ir@nmion Handbook, DOEIEHMY77. 

U.S. Department of Energy (DOE), 1991. National Energy Strategy, first 
edition, 1991/1992, Washington. 

U.S. Department of the Interior, 1987. Measuring Damages to Coastal and 
Marine Natural Resources - Concepts and-Data Relevant for CERCLA 
lLpe A Damage Assessments - Volume 4 I. January. 

U.S. Department of Interior (moo, 1987. ' "Natural Resource Damage 
Assessments; Final Rule," Fe&nalReg&r, 52, (54) 9,042-9, 100, March 
20. 

L .  

< 

U.S. Department of.the Interior, 1991. Outer CWinental S h e r f N ~ a l  Gas 
and Oil Raome*Management, C3mtp-w h g m n c  1992-1997, DraJt 
Envim,mnental Impact Statement, OCS E I S M ,  MMS 91-0044, Volumes 
I and II and Summary and Decision, Minerals Management Service, 
Herndon, Virginia. 



GR-14 General References 

U.S. Environmental Protection Agency (EPA), 1974. Development Doc~menr 
for muent Limitatiom Guidelines and New Source Pe@mnce 'Standards 
for the Pemleum Refining Point Source category, Effluent Guidelines 
Division, U.S. EPA, Washington, D.C., April. 

U.S. Environmental Protection Agency (EPA), 1988. Workbook for Plwne 
Visual Impact Screening and Analysis, EPA - 450/4-88-015, U.S.EPA, 
OAOPS, RTP, NC, September. 

U S .  Environmental Protection Agency P A ) ,  1989. Procedures for Applying 
Cify-Specflc EKMA, EPA-450/4-89-012, Research Triangle Park, North 
Carolina. 

U.S. Environmental Protection Agency (EPA), 1986. "Industrial Source 
Complex (ISC) Dispersian Model User's Guide, 2nd ed., 1, OAQPS, RTP, 
NC EPA-450/4-86-005a. 

U.S. Environmental .Protection Agency (EPA), 1990. "Guideline on Air 
Quality Models (Revised)", Office of Air Quality Planning and Standards, 
RTP, NC, EPA-450/2-78-027R. 

U.S. Environmental Protection Agency (EPA), 1992a. Computer printout 
of the Shell Oil Company Deer Park refinery discharge monitoring report, 
Freedom of Information Request, effluent data from January 1990 through 
December 1990, U.S. EPA Region 6 Water Management Division. 

U.S. Environmental Protection Agency (EPA), 1992b. eu(lrit>, Criteria for 
Water, U.S. EPA, Washington, DC. 

U.S. Environmental Pmttxtion Agency P A ) ,  1991a. Lkwbpment Document for 
mnt Limitation Guidklines and Stando& for the Q@hore Subcategory 
of the Oil and Gas Extraction Point Source Category, U.S. EPA, office 
of Water, Washington, D.C., March. 

U.S. Environmental Protection Agency (EPA), 1991b. "Overview of the 
United States Effluent Guidelines Program," U.S. EPA, Office of Water, 
Washington, D.C., October. 



General References GR-15 

U.S. Environmental Prokction Agency (EPA), 1990. "Hazardous Waste 
Management Systems: Identification and Listing of Hazardous Waste; 
CERCLA Hazardous Substance Designation-Petroleum Refinery Primary 
and Secondary oivWater/lSolids Separation Sludge Listings PO37 and 
F038)," Federal Register, S(213) 46, 354-46, 397. 

U.S. Environmental Protection Agency (EPA), 1988. "Hazardous Waste 
Management System; Identification and Listing of Hazardous Waste," 
Federal Register, 53(71) 12!, 162-12, 167. 

US. Environmental Protection Agency (EPA), 1987. Report to Congress: 
Management of Wastesjkm the Eapb&n, W b p m e n t ,  and ptoducron 
of Crude Oil, Natural Gas, and Geothennal Energy, Volume I - Oil and 
Gar Prepared by Versar, hc., for U.S. EPA, Office of Solid Waste and 
Emergency Response, Waslhington, D.C. 

US. Environmental Protection A,gency (EPA), 1987a. Report to Congress: 
Management of Wastesfirwn theEapb&n,Wbpment, and production 
of chcde Oil, Nonval Gas, Mtd Geothermal Energy, &cm*w Summaries. 
Prepared by Versar, Inc. for the U.S. EPA, Mce of Solid Waste and 
Emergency Response, Waslhhgton, D.C., December. 

US. Environmental Protection A,gency (EPA), 1987b. Report to Congress: 
Mmgement of Wastes firwn the Eapbmion, Dewlopment, and producrion 
of Crude Oil, Natural Gas, and Geothennal Energy, Volume I ,  Oil and 
Gar, prepared by Versar, lac. for The U.S. EPA, Office of Solid Waste 
and Emergency Response, lWashhgton, D.C., December. 

US. Environmental Protection Agenq (EPA), 1987~. Report to Congress: 
Management of Wastesjkm the Eapbmon, lkwbpment, and production 
of Crude Oil, Natural Gas, and Geothennal Energy, Volume II, 
Geothermal Energy. -red by Versar, Inc. for The U.S. EPA, office 
of Solid Waste and Emergency Response, Washington, D.C., December. 

&cy (EPA), 19874. Report ,to 'Congress: 
Managementofofastescfirwn theEapb&n,Dewlopmeut, and production 
of Cru& Oil, Nanrral Gm, and Geothennal Energy, Volume m, 
Appendices. prepared by Versar, Inc. for the U.S. EPA, Office of Solid 
Waste and Emerg;kncYpqxmse, December. 

U.S. Environmental Protection- 

U.S. Environmental Protection Agency (EPA), 1986. Suppkment A to 
cornpilatin of Air PoUutant Ehrirsion Fa~rors, Volume I: Stationary Point 
AndAreu Sam. U.S. EP'A, Office of Air and Radiation, Office of Air 



GR-16 General References 

U.S. 

Quality Planning and Standards, Research Triangle Park, North Carolina, 
October. 

Environmental Protection Agency (EPA), 1985. Compilation of Air 
Pollutant Emissions factors, Volume I: Stationa?y Point and the Area 
sowrCeS. Fourth ed. U.S. EPA, Office of Air and Radiation, Office of Air 
Quality Planning and Standards, Research Triangle Park, North Carolina, 
September. 

U.S. Environmental Protection Agency (EPA), 1976. Development Document 
f i r  Interim Final E- Limitations Guidelines and Proposed New Source 
Pe@oonnance Standards for the Oil and Gas Emaction Point Source 
Category, U.S. EPA, Group II, EPA 440/1-76/055-a, Washington, D.C., 
September. 

U.S. DocMOAA/NMFS (U.S. Department of Commerce W.S. DOC], National 
Oceanic and Atmospheric Administration [NOM], National Marine 
Fisheries Service [NMFS]) 1990. Fisheries of the United States, Current 
Rshena Stahtiics No. 8 W ,  Washington, Dc. Cited in U.S. Department 
of the Interior 1991. 

Walter, R. A., R. C. DiGregorio, K. J. Kooyoomjian, and T. L. Eby, 1985. 
"An Analysis of Oil Spills During Transport," Fruceedings of I985 Oil 
Spill Cbwerence (Prevention, Behavior, Cbntml, cleanup), American 
Petroleum Institute Publication No. 4389, Washington, D.C., 153-160. 

Wang, Q., 1992. The Oil cycle--Oil Exploration to Electricity Generation by 
Oil-Fired Power Plants: Stages, Activities, and Pollution, Draft report, 
Center for Transportation Analysis, Oak Ridge National Laboratory, Oak 
Ridge, Tennessee, February 20. 

Wang, Q., 1992. lk Oil Qcle--Oil Exploration to Electricity Generation by 
Oil-Fired Powr Plants: Emissionsjkm Mqor Activities, Draft report, 
Center for Transportation Analysis, Oak Ridge National Laboratory, Oak 
Ridge, Tennessee, March 24. 

Whitfield, R. G., 1988. Headcount Rish of Exposure to Ozonecfbr Heavy and 
Very Heavy l%xerckes= An A&& to Assessment of Lung Function and 
Symptom Health R&h Associated w'th Attainment of Alternative Ozone 
NAAQS, U.S. Etlvironmental Protection Agency, Research Triangle Park, 
North Carolina. 



General References GR-17 

Oak Ridge National Laboratoryarrd Resources for the Future (1994). Damages 
and Benefits of the coal I b l  ode: Estimation, Impacts, and Values, 
prepared for U.S. Department of Energy by Oak Ridge National 
Laboratory, Oak Ridge, TN, and Resources for the Future, Washington, 
D.C. (November, 1994) 

Moore, M. J. and W. K. Viscul (1988). "The Quantity-Adjusted Value of 
Life," pp. 369-388 in Eco~wmic INquirY 26, (July, 1992). 

Solow, A. R. (1991). "Is There a Global Warming Problem." Global Wanning: 
Economz'c Policy Respma:, Dornbusch, Rudiger and James M. Poterba, 
eds., Cambridge: MIT Press. 

Cunnold et al. (1994). J. Geophysical P e n p e w ,  99(1 l), 1107-1 126 (June 20). 

Kahn, J. R. (1994). An Economic A p p m h  to Envimmntal Resource Issues. 
Harcourt Bruce Jahonovkh College Division, Dryden Press (forthcoming). 

Barnola, J. M. et al. (1991). "C@-climate relationship as deduced from the 
Vostok ice core: a re-exan*tion based on new measurements and on a 
re-evaluation of the air dating," Tellus 43B, pp. 83-90. 

NAS (National Academy of Sciences) (1991). Policy Implicm'om of Global 
Wam'ng, Washington: National Academy Press. 

Schneider, S.. (1991). "Climate Change Scenarios for Greenhouse Increases," 
in Technobgiesfbr a Greenlwuse Cbmtmined SoCiery, Oak Ridge National 
Laboratory, Oak Ridge, TN. 

IPCC (1990). Intergovernmental Panel on Cli- Change, climate Cknge: 
The IPCC Scientific Assessmnt, J. T. Houghton, G. J. Jenkins and J. J. 
Ephraums, eds., Cambridge Press, NY. 

I .  

What about Wigley and Rapef 19913 

Kelly and Wigley (1992). "Sol&* cycle length, greenhouse forcing and global 

Karl, et-al. (191). "Global Warming:, Evidence for Asymmkc Diurnal 
Temperatwe Change," Geophysical Research Letters, Vol. 18, No. 12, pp. 
2253-2256 (December). 

climate," Nantre, 360(26) (November). 



GR-18 General References 

Meyer, B. S., D. B. Anderson, and R. H. Bohnhg (1965). Intruduction to 
Plant Physioloey, Van Norstrand, NY, p. 541. 

Norby, R. J. (1989). "Direct Responses of Forest Trees to Rising Atmospheric 
Carbon Dioxide, pp. 243-250 in Air Pollution Efects on Vegetation, 
Including Forest &osystem, ed. R. D. Noble, J. L. Martin, and K. F. 
Jensen, U.S. Forest Service, Northeast Forest Expt. Sta., Broomall, PA. 

Kramer, P. J. (1981). "Carbon Dioxide Concentration, Photosynthesis, and 
Dry Matter Production," Bioscience 31,29-33. 

Kimball, B. A. (1983). Crrrbon Diaride and Agricultural yield= An Assemblage 
and Ana€ysis of 770 Prior Observations, WCL Report 14, U.S. Water 
Conmation Laboratory, Phoenix, AZ. 

Bazzaz, F. A. and E. D. Fajer (1992). "Plant Life in a C0,-Rich World," 
Scienticfic American, pp. 68-74, (January). 

Eamus, D. and P. G. Jhrvis (1989). "The Direct Effects of Increase in the 
Global Atmospheric CO, Concentration on Natural and Commercial 
Tempexate Trees and Forests." Advances in Ecological Research. 19: 1-55. 

Graham, R. L., M. G. Turner, and V. H. Dale (1990). "How Increasing CO, 
and Climate Change Affect Forests." Bioscience 40(8):575-587. 

Kauppi, P., K. Mielikainen, and K. Kuusela (1992). Biomass and Carbon 
Budget of European Forests, 1971 -19RI. 

Office of Technology Assessment (1993). "Preparing for an Uncertain Climate". 
United States Congress, Washington, D.C. OTA 0-563 (September 1993), 
p. 63. 

Rosenberg, N. and P. Crosson (1990). Processes for IdemBing Regional 
Influences of and Responses to Increasing Atmosplzeric CO, and Climate 
Change: The MINK Project. An Overview, R e ~ ~ u r c e s  for the Future, 
Washington, D.C. 

Kane, S. J. et al. (1992). "An Empirical Study of the Economic Effects of 
Climate Change on World Agriculture," climate Change, 21, 17-35. 

Adams, R. A. et al. (1988). "Implication of Global Climate Change for 
Western Agriculture, Western Jownal of Agricultural &o?wm'cs, 13,348- 



General References GR-19 

356. 

Smit, B., L. Ludlow, and M. Brklacich (1988). "Implications of a Global 
Climate Warming for Agriculture: A Review and Appraisal." J. Env. 
Qual. 17: 519-527. 

Cline, W. R. (1992). Global Wanning: lRe Economic Stakes, Institute for 
International Economics, Washington, D.C. 

Gore, A. (1992). Ecrth in the Balance, Houghton -on Company, NY. 

Yohe, G. W. (1991). "The Cost of Not Holding Back the Sea - Economic 
Vulnerability," Ocean and Shoreline Management, 15, pp. 223-255. 

Musselman, R. C. and D. G. Fox (1991). "A Review of the Role of Temperate 
Forests in the Global CO, Balance," J. Air and Waste Manage. Assoc. 
4 l(6): 798-807. 

Nordhaus, W. D. (1991). "To Slow or Not to Slow: The Economics of the 
Greenhouse Effect," lRe Economic Journal 101(6), 920-37. 

Reilly, J. M. and K. R. Richards (1993). "Climate Change Damage and the 
Tra~eGashdexIssue," W I W V W W ~ ~ ~ ~ ~ R ~ Z W U R Z E ~ O ~ ~ ' C S ,  3,41-61. 

Schwartz, J. (1988). "The Relationship Between Blood Lead and Blood 
Pressure in the NHANES 11 Survey," in Symposium on Lead-Blood 
Pressure Relationships, April 1987, Chapel Hill, NC, ed. W. Victery, 
Environ Health Perspecr, 78, 15-22. 



Supplemental Oil Refinery Ope rations and Oil Industry Regulations A-1 

1. Chemical Reaction Processes 

These processes change the chemical compositions of oil fractions in order 
to upgrade certain refinery streams and to produce valuable products. For 
example, to meet the demands for high-octane gasoline, jet fuels, and diesel, 
components such as heavy ends (Le., residual oils) and light ends (Le., refinery 
gases and liquefied gases) are converted to gasoline and other light fractions 
through chemical reaction processes. 

The residual fuel oils used in oil-fired power plants are the residues from 
physical distillation processes. Most chemical reaction processes are employed for 
producing gasoline and other high-quality fuels from residual oils. It may be 
proper to allocate emissions from these chemical reaction processes to gasoline, 
middle distillates, and other fuels, but not to residual fuel oils. 

1.1 Cracking 

Cracking reaction converts heavy fractions to lighter, more valuable 
products. There are three major cracking processes: catalytic cracking, 
hydrocracking, and thermal cracking. As of January 1991, U.S. refineries had a 
9.3 million barrel per day cracking capacity. Of this capacity, 63% was catalytic 
cracking, 14% was hydro-cracking, and the remaining 23% was thermal cracking 
(Energy Information Administration, 1991a). 

1.1.1 Catalytic Cracking , 1 "  

t 

Catalytic cracking processes convert heavy oils into lighter products such 
as gasoline and distillate blending components with the help of catalysts. Catalytic 
cracking processes can be classified into two categories:. fluidized-bed and 
moving-bed catalytic cracking, both of which use a reactor for cracking reactions 
and a regenerator for catalyst regeneration. 



A-2 Supplemental Oil Refinery Operations and Oil Industry Regulations 
. .  ~. The FCC process uses catalysts 

which are in small particles. The feedstock is preheated in a process heater and 
introduced into the bottom of a vertical transfer line with the hot regenerated 
catalyst. Catalyst particles float in the fluid when the fluid moves upward with a 
certain speed and help cracking reactions. Hydrocarbon vapors are separated from 
the catalyst particles by cyclones in the reactor. The reaction products are sent to 
a fractionator for separation. The spent catalyst falls to the bottom of the reactor 
and is steam-stripped to remove absorbed hydrocarbons as it exits the reactor 
bottom. The catalyst is then conveyed to a regenerator where the coke deposited 
on the surface of the catalyst particles is burned off. The regenerated catalyst is 
then recycled and mixed with fresh hydrocarbon feedstock. 

d VtlC -. The MCC process uses larger 
catalyst particles than those used in the FCC process. Gravity causes the catalyst 
particles to flow downward from the top of the reactor where they contact the 
hydrocarbon mixture. Cracking reactions take place as catalyst particles and 
hydrocarbons move concurrently downward through the reactor to a zone where 
the catalyst is separated from the hydrocarbon vapors. The reaction products flow 
From the reactor to a fractionator. The spent catalyst is steam-stripped to remove 
any absorbed hydrocarbons. It then flows into the regenerator where coke is 
burned off. Throughout the world, 82% of all refineries are equipped with 
catalytic cracking, 89% of which are FCC and the remainder of which are MCC 
(Neumann and Rahimian, 1984). 

Air emissions from catalytic cracking processes are due to the combustion 
products of process heaters and the flue gas from catalyst regenerators. The 
emissions From process heaters include HC, CO, NO,, SO,, PM, and CO,. The 
emissions from catalyst regenerators include HC, SO,, N€&, aldehydes, NQ , 
cyanides, CO, and PM (Environmental Protection Agency, 1985). The PM 
emissions from the FCC process are much greater than those from the MCC 
process because of the higher catalyst circulation rate of the former (Environmental 
Protection Agency, 1985). 

The PM emissions from the FCC process are controlled by cyclones and/or 
electrostatic precipitators. Waste-heat boilers can be used to reduce CO and HC 
emissions from the FCC process. The MCC process generates similar emissions, 
but in much smaller quantities. The PM emissions from -MCC are usually 
controlled by cyclones. The HC and CO emissions from the MCC process are 
controlled by passing the flue gas through a process heater or smoke plume burner. 
SO, can be removed by passing the regenerator flue gas through a water or caustic 
scrubber. 
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Hazardous wastes are formed by the deactivated catalysts during the 
catalytic cracking processes. The deactivation of the catalyst is caused by coke 
deposited on the surface of the catalyst and by the poisoning effects of heavy 
metals such as vanadium, nickel, iron, and copper, and sulfur and nitrogen 
compounds, all of which are contained in crude. The deactivated catalysts are 
disposed of as sludges. 

Catalytic cracking uNts are one of the largest sources of sour and phenolic 
wastewaters in a refinery. Pollutants from catalytic cracking processes generally 
come from the steam strippers and overhead accumulators on fractionators. The 
major water pollutants are oil, sulfides, phenols, cyanides, and ammonia. These 
pollutants produce an alkaline wastewater with a high BOD, and COD. 

1.1.2 Hydrocracking 

Hydrocracking is a cracking process coupled with catalytic hydrogeneration 
in a hydrogen atmosphere. This process can be used to produce a variety of 
products from a wide range of raw feedstocks. The large amount of hydrogen 
required in hydrocracking needs to be produced from light oil products or natural 
gas. Hydrocracking catalysts can be used over one or two years; thus, catalyst 
regenerators are not needed for hydrocracking processes. 

Hydrocracking results in sour wastewater from steam stripping in the 
fractionator. Because of the tendency for hydrogen to strip sulfur from 
hydrocarbons, the wastewater is expected to be higher in sulfide content. Also, the 
wastewater may contain significant quantities of phenols and ammonia. 

1.1.3 Thermal Cracking 
I, 

By heating up feedstocks during thermal cracking processes,t heavy oil 
components are broken into light oil componentsrdue to the thermal instability of 
hydrocarbon components. Thermal cracking includes visbreaking and coking. 

During the visbreaking process, residues from distillation processes are 
heated and thermally cracked in the visbreaker furnace to reduce the viscosity of 
the feed. The cracked products are quenched with gas oil and fed into a 
fractionator. The vapors from the fractionator are separated -into light distillate 
products.- A heavy distillate recovered from the fractionator can be used as a heavy 
fuel oil. During the coking process, vacuum residues and thermal tars are cracked 
at a high temperature and low pressure. The reaction is endothermic. 

Air emissions produced from thermal cracking processes include coke dust 
from de-coking operations, combustion gases from the visbreaking and coking 
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process heaters, and fugitive HC emissions. Fugitive emissions from 
miscellaneous leaks are significant because of the high pressure involved. During 
de-coking, significant PM emissions are produced from removing the coke from 
the coke drum and from subsequent handling and storage operations. HC 
emissions are also produced from cooling and venting the coke drum prior to coke 
removal. PM emissions from the de-coking operation can be controlled by wetting 
down the coke. Generally, there is no method of controlling HC emissions from 
coking. 

The major source of wastewater in thermal cracking processes is the 
overhead accumulator on the fractionator, where water is separated from the 
hydrocarbon vapor and sent to the sewer system. This water usually contains 
various oil and fractions. Therefore, it may be high in BODS, COD, ammonia, 
phenol, and sulfides and may have a high alkalinity. 

1.2 Combining Hydrocarbon Molecules 

1.2.1 Alkylation 

With the help of catalysts, alkylation chemically combines petroleum 
fractions to produce high-octane gasoline components. The product of this 
operation is alkylate, one of the highest-quality components in motor gasoline. 
The reaction is exothermic. Heat is removed by adding liquid propatie and/or 
butane to the reaction mixture. Sulfuric acid is the most widely used catalyst, 
although hydrofluoric acid is also used. 

The major discharge from sulfuric acid alkylation is the spent caustic from 
the neutralization of hydrocarbon streams. These wastewaters contain dissolved 
and suspended solids, sulfides, oils, and other contaminants. The main waste 
stream from hydrofluoric acid alkylation units is the spent caustic and the caustic- 
contaminated wastewater which comes mainly from the overhead accumulator in 
the fractionator. 

1.2.2 Polymerization 

Polymerization combines light olefins from thermal and catalytic cracking 
units to form hydrocarbons of high molecular weight. The products from 
polymerization are blending stocks for gasoline. The process is helped by use of 
catalysts. The most commonly used catalyst is phosphoric acid. 
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Because of the small polymerization capacity of most refineries, the total 
waste production from this process is small. Even though the process uses acid 
catalysts, the waste stream is alkaline because the acid catalyst in most 
subprocesses is recycled and because any remaining acid is removed by caustic 
washing. Most of the waste materials come from the pretreatment of feedstock to 
the reactor. The wastewater is high in sulfides, mercaptans, and ammonia. These 
materials are removed from the feedstock in caustic acid. 

1.3 Rearranging Hydrocarbon Molecules ~ 

1.3.1 Reforming 

The reforming process re-arranges the structure of hydrocarbon molecules 
to increase the octane rating of gasoline. Therefore, this process is primarily 
designed to produce better quality gasoline. Reforming is a relatively clean 
process. The volume of wastewater flow is small, and none of the wastewater 
streams has a high concentmtion of significant pollutants. Two types of reforming 
processes are used in refineries: catalytic reforming and thermal reforming. 

-. There are three catalytic reforming methods: the 
non-regenerative method, the regenerative method, and the semi-regenerative 
method. In the non-regenerative method, the reaction conditions and feedstocks 
must be chosen carefully to keep the coke formation on the catalyst surface very 
low. Regeneration is accomplished by burning coke one time for 6-200 hours, 
depending on the type of feedstock. Semi-regeneration takes place after shutting 
down the whole plant. The regeneration of catalysts results in air emissions. The 
reforming process is endothermic, and heating by pipe stills is needed. Catalytic 
reforming is much more common than thermal reforming. In 1990, U.S. refineries 
had a 3.9 million barrel per day catalytic reforming capacity (Energy Information 
Administration, 199 1 a). 

-. A thermal reforming facility consists of a pipe still 
to heat feedstocks, where thermal reforming reaction takes place. , . 

\ 1.3.2 Isomerhion’ , ’ I .  

. (  

The isomerization process converts straight-chained hydrocarbon molecules 
into branchchained molecules with the same chemical composition; The products 
are either used as alkylation feedstock or as gasoline blending components. 
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Isomerization wastewater presents no major pollutant discharge problems. 
Sulfides and ammonia are not likely to be present in the effluent. Isomerization 
wastewater should also be low in phenolics and oxygen demand. 

1.4 Other Treating ProcesSeS 

There are many other treating processes, besides the above three refining 
processes. They are briefly discussed below. 

1.4.1 Asphalt Blowing 

In the asphalt blowing process, asphaltic residual oils are polymerized by 
oxidation to increase their melting temperature and their hardness, thereby 
increasing their resistance to weathering. The oxidation is accomplished by 
blowing .hot air through the liquid mixture. The reaction is exothermic, and 
quench steam is sometimes needed for temperature control. 

Air emissions from asphalt blowing are primarily HC vapors vented with 
the blowing air. The emissions may contain hazardous polynuclear hydrocarbons. 
About sixty pounds of emissions is produced per one ton of asphalt produced 
(Environmental Protection Agency, 1985). 

Petroleum treating processes remove impurities such as sulfur, nitrogen, 
and oxygen from products to improve their quality. For example, sulfur may be 
remqved from fuel oils to reduce their damage to boilers and to limit SO, 
emissions from fuel oil combustion. There are several major treating processes: 
hydrotreating, solvent refining, sweetening, and adsorption. 

1.4.2 Hydrotreating 

Hydrotreating processes are used to saturate olefins and to remove sulfur 
and nitrogen compounds, odor, color, gum-forming materials, etc., by catalytic 
actions in the presence of hydrogen. Hydrotreating processes are used to reduce 
the sulfur content of product streams from sour crude and to reduce the nitrogen 
content of product streams. 

The accumulation of coke and heavy metals on the surface of catalysts 
reduces catalytic activity. Regeneration of catalysts is needed, though not as often 
as in the catalytic cracking process. The reaction is exothermic, but the 
temperature increase during the reaction is minimal. In 1990, U.S. refineries had 
a 9.7 million barrel per day hydro-treating capacity. 
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The quantity of wastewater generated in hydrotreating processes depends 
on the subprocess and feedstocks used. Ammonia and sulfides are the primary 
contaminants, but phenols may also be present. H,S is generated during the 
removal of sulfur compounds, while NH3 is generated during the removal of 
nitrogen compounds. Elemental sulfur can be recovered from H,S. 

1.4.3 Solvent Refining 

Solvent refining is used to refine some products. Two processes, solvent 
de-asphalting and solvent de-waxing, are often use$ The purpose of solvent de- 
asphalting is to recover catalytic cracking feedstocks from asphaltic residuals and 
to produce asphalt as a by-product. Solvent de-waxing removes wax from 
lubricating oil stocks by crystallizing the wax. The process yields de-oiled waxes, 
wax-free lubricating oils, aromatics, and recovered solvents. 

The major potential pollutants from the various solvent refining processes 
are solvents that result from pump seal leaks, flange leaks, and other sources. 
Many of the solvents, such as phenol, glycol, and amines, can produce a high 
BOD,. 

1.4.4 Sweetening 

Sweetening is applied to remove hydrogen sulfide, mercaptans, and 
thiophenes, which mainly cause a foul odor. The major sweetening operations are 
the oxidation of mercaptans or disulfides, the removal of mercaptans, and the 
destruction and removal of all sulfur compounds. HC emissions are produced 
during the conversion. 

The most common wastewater produced from sweetening is spent caustics. 
The spent caustic is characterized as phenolic or sulfitic.- Phenolic spent caustics 
contain phenol, cresols, xylenols, sulfur compounds, and some neutral oils. 
Sulfitic spent caustics are rich in sulfides but do not contain any phenols. These 
spent caustics have ayery high BOD, and COD. Other waste streams result from 
water-washing the treated product and regenerating the treating solution. These 
waste streams contain small amounts of oil and treating materials. 

.> 

1.4.5 Adsorption . -. 
9 -  

Adsorption is performed on' the vacuum distillates that have already been 
refined by acid treatment in order to remove gums, gum-forming components, and 
polymerized diolefins. Activated clay of bleaching earth is used for the purpose. 
This process also results in the removal of the coloring matter in the product. 
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1.4.6 Blending 

Blending involves mixing blending stocks and additives to obtain a finished 
product. Most refinery products are ultimately produced .by combining various 
blending stocks. In the past, batch or tank blending procedures were employed, 
but today in-line blending is practiced at most refineries. To begin the blending 
operation, a series of valves connecting the various component tanks with the 
blending lines are opened. Metering devices attached to the valves monitor the 
flows of the components to ensure that the proper mix is achieved. HC evaporative 
emissions and fugitive emissions are probably the major concern for the blending 
operation. 

2. OIL INDUSTRY REGULATIONS 

2.1 Regulations of Wastewaters from Oil Production 

The wastes produced during oil well drilling and oil extraction are regulated 
by state and federal agencies. Most oil-producing states have regulations on 
reserve pit design, construction, and operation; reserve pit closure and waste 
removal; design and construction of produced water pits; surface discharge of 
produced water; construction of produced-water injection wells; and abandonment 
and plugging of oil wells (for a review of requirements in individual states, see 
EPA, 1987b). 

. At the federal level, there are three primary federal programs that regulate 
oil production wastes: the Underground Injection Control (UIC) program under 
Part C of the Safe Drinking Water Act (SDWA), the effluent limitation guidelines 
authorized by Clean Water Act, and the regulations of the Bureau of Land 
Management of the U.S. Department of Interior on oil production activities in 
federal and Indian lands through notices to lessees (NTLs) and through issuing 
permits. 

The 1980 RCRA (Resource Conservation and Recovery Act) which 
identifies and regulates hazardous wastes categorizes drilling fluids, produced 
waters, and other wastes associated with well drilling and oil extraction as "special 
wastes" because of their unusually high volume. The high volume of these wastes 
could make the application of some RCRA regulatory requirements technically 
infeasible or impractical. Consequently, solid wastes generated from oil 
production are not considered as hazardous wastes. 

The Clean Water Act (CWA) authorizes EPA to regulate the discharge of 
water pollutants to U.S. waters through technology-based effluent limitations. The 
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CWA requires the achievement -of effluent limitations for different discharge 
sources based on the best available control technology currently available 
(BACTCA), best available technology economically achievable (BATEA), best 
practicable control technology currently available (BPCTCA), and the new source 
performance standards (NSPS) that reflect the greatest degree of effluent reduction 
to be achieved by the application of the best available demonstrated control 
technologies, processes, operating methods, or other alternatives. The BACTCA 
effluent limitations must be achieved by July 1, 1977. The BATEA effluent 
limitations must be achieved by July 1, 1983. The BPCTCA and NSPS are applied 
to new sources @PA, 1976). 

Different point source subcategories of the oil and gas development and 
extraction category are established for the purpose of regulating water pollutant 
discharges. The oil and gas extraction point source category includes those 
facilities engaged in field exploration, drilling, well production, and well treatment 
in the oil and gas extraction industry. Based on production location, production 
methodology, and waste characteristics, this category is further divided into five 
subcategories: offshore subcategory, onshore subcategory, coastal subcategory, 
agricultural and wildlife water use subcategory, and stripper subcategory. 
Currently, effluent limitations for each of the subcategories have been established 
based on the application of the best practicable control technology currently 
available (CIFR, 40, Part 435). 

The offshore subcategory includes those oil and gas production facilities 
which are located seaward of the inner boundary of the territorial seas. The 
efflucnt limitations of oil and grease discharges from produced water, deck 
drainage, drilling muds, drill cuttings, well treatment, sanitary wastewater, and 
domestic wastewater have been established based on the application of the best 
practicable control technology currently available. 

The onshore +subcategory includes those oil and gas extraction facilities 
located landward of the inner boundary of the.tenitoriai seas, except those facilities 
included in the coastal, agricultural and wildlife water use, and, stripper 
subcategories. Based on the application of the best practicable control technology 
currently available, -the effluent limitation for,,the onshore subcategory requires that 
no wastewater pollutants, be! discharged from onshore production .facilities into 
navigable waters. ‘F t. 

The coastal subcategory includes those facilities located in any body of 
water landward of the territorial seas or any wetlands adjacent to such waters. The 
effluent limitation for oil and grease established for the coastal subcategory is 
similar to that established for the offshore subcategory. 
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The agricultural and wildlife water use subcategory includes those facilities 
whose produced water is used in agriculture or wildlife propagation when 
discharged into navigable waters. The effluent limitations require that no water 
pollutants be discharged into navigable waters from any source other than' produced 
water. A daily maximum oil and grease limitation of 35 mg/liter for produced 
water has been established. 

The stripper subcategory includes those onshore facilities which produce ten 
or less barrels of crude oil per well daily. Currently, there is no effluent limitation 
for this subcategory. 

Recently, EPA proposed offshore effluent limitations defined by the best 
available control technology economically achievable (BAT) and/or best 
conventional pollutant control technology (BCT) for existing sources, and NSPS 
for new sources (EPA, 1991a). 

The BPT limitation of onshore oil and gas production requires a zero 
discharge of wastewaters into surface water bodies. Thus, no pollutant discharges 
are supposed to be released to water bodies. The zero discharge requirement for 
onshore oil production forces oil producers to dispose of wastewaters through 
underground injection and evaporation of water in ponds or pits. Wastewaters to 
be injected into underground formations must be treated to remove some pollutants 
in order to reduce their effects on underground water resources. The evaporation 
of wastewaters leaves pollutants as solid wastes. Thus, pollutants in wastewaters 
eventually become solid wastes. 

2.2 The Clean Air Act and Air Emission Regulations 

In 1963, Congress passed the Clean Air Act (CAA) to ask federal and state 
governments to oversee polluters' actions in reducing air pollution. In 1967, 
Congress passed the Air Quality Act of 1967 which detailed the time frame for 
achieving given air quality goals. The act required the Department of Health, 
Education, and Welfare (HEW) to establish criteria for major pollutants. 
Individual states were required to file with the HEW to indicate that they would 
establish emission standards for individual pollutants. 

In 1970, Congress adopted the Clean Air Act Amendments, intending to 
quickly clear the nation's air. The 1970 act and its implementing regulations, 
which are issued by EPA, obligate owners and operators of air pollution sources 
to achieve NAAQS and maintain ambient air quality, and ensure that the best 
technologies for controlling air pollution are developed and used. 
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The act gives EPA the authority and responsibility for promulgating 
National Ambient Air Quality Standards (NAAQS) for seven criteria pollutants: 
particulates, SO2, NQ, HC, ozone, CO, and lead. Within nine months of the 
promulgation of NAAQS, each state must submit a state implementation plan (SIP) 
to EPA that provides for meeting, maintaining, and enforcing NAAQS within the 
state's air quality control regions. The SIP must contain enforceable emission 
limits for pollution sources, necessary compliance schedules for installing the 
control equipment required to meet those limits, and any work practice or 
equipment standards necessary to achieve and maintain compliance. A SIP must 
also set forth the state's provisions for monitoring ambient air quality, issuing 
construction permits for new pollution sources, and implementing the plan. 

EPA has promulgated New Source Performance Standards (NSPS). The 
NSPS requirement includes limits on the emissions of criteria pollutants and non- 
criteria pollutants, as well as certain monitoring, testing, and reporting 
requirements. State and local agencies as well as EPA have the authority to 
implement NSPS. A federal program on the Prevention of Significant 
Deterioration (PSD) of air quality has been established. The goal of PSD is to 
prevent the air quality of "clean" areas from deteriorating. States are required to 
include PSD measures in their SIPs. 

The 1970 CAA required NAAQS to be met by May 1975. Yet, individual 
states had only nine months to prepare their SIPs after EPA established the 
NAAQS. Because the requirements in the CAA were extremely stringent, few 
areas had met the NAAQS even by 1977. Consequently, Congress had to amend 
the act and, thus, created the 1977 Clean Air Act Amendments. The 1977 
Amendments extended the deadline for meeting the NAAQS to December 1982 for 
most of the nation's areas and to December 1987 for some worst-air-quality areas. 
In the Amendments, the emission control technology categories of best available 
control technology (BACT), lowest achievable emission rates (LAER), and 
reasonable available control technology (RACT) for stationary sources were 
specified. The BACT must be deployed in new or substantially modified sources. 
The LAER must be applied to new sources in non-attainment ares. All RACTs 
must be implemented. 

By 1989, about ninety-six U.S. urban areas still failed to meet the federal 
ozone standard, and forty-one areas failed to meet the CO standards. Attempting 
to clean the air in most urban areas, Congress has adopted ,the 1990 Clean Air Act 
Amendments. To help attain the NAAQS, especially the ozone standard, in a. 
reasonable time frame, the 1990 CAA specifies five categories of non-attainment 
areas, based on the severity of air pollution. The most severe air-pollution areas 
are required to implement more control measures but are allowed more time to 
attain the NAAQS than the less severe areas. 
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2.3 The Clean Water Act and Effluent Limitations 

The first Federal Water Pollution Controls Act was enacted in 1948 and was 
amended five times prior to the passage of the 1972 amendments. The 1948 Act 
encouraged interstate compacts and assigned states the primary responsibility for 
preventing, reducing, and eliminating water pollution. The Act adopted a "water- 
quali ty-standard" approach to water pollution control, meaning that pollution 
regulation would be based on the intended use for a body of water and that waste 
quality standards would express how much pollution could be put into the body of 
water. 

Another forerunner to modern water pollution control legislation in the 
U.S. was the Rivers and Harbors Appropriations Act of 1899. Unlike the 1948 
Act with its dependence on water quality standards, the 1899 law relied on the 
"effluent limitations" approach, meaning that effluent standards prescribed the 
amount of water pollution which could be legally discharged from an individual 
source, without regard to the water quality of the receiving water body. 

The 1972 amendments to the Federal Water Pollution Control Act represent 
an entirely new law to call for the reduction and even elimination of the flow of 
water pollution from both municipal sewage systems and industrial facilities. 
Based largely on the effluent standard approach, the Act established strategies 
intended to achieve the national goal of a zero-discharge of water pollution by 
1985. The Act established three phases of effluent limitations for industrial 
dischargers: (1) industrial dischargers were to achieve best practicable technology (Bm by July 1, 1977; (2) industrial dischargers were to achieve a more stringent 
best available technology (BAT) by July 1, 1983, and (3) new industrial sources 
were to achieve new source performance standards (NSPS). 

8 

The 1977 Water Act Amendments changed the name of the Federal Water 
Pollution Control Act to the Clean Water Act. The Act specified three sets of 
effluent limitations to be met by certain deadlines: (1) best conventional 
technology (BCT) had to be achieved by July 1, 1984, by sources discharging the 
kinds of conventional pollutants generally found in domestic discharges; (2) best 
available technology economically achievable (BATEA) had to be achieved by July 
1, 1984, by dischargers of priority toxic pollutants; and (3) BAT had to be 
achieved no later than July 1, 1978, for dischargers of nonconventional pollutants 
(Le., 'neither conventional nor toxic priority pollutants). The Act established 
requirements for sources to pretreat wastes prior to discharging those wastes to 
treatment works. 

The regulation of water pollutant discharges is accomplished by developing 
and enforcing the national categorical effluent limitations guidelines and standards. 
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These limitations are established for all facilities which discharge or may discharge 
directly into U.S. waterways or into publicly owned treatment works (POTWs). 

Since 1972, the regulatory process of establishing effluent limitations has 
focused on the subcategorization of the industries, usually by products, processes 
or waste characteristics. EPA has promulgated effluent limitations for over fifty 
industrial categories @PA, 1991b). 

The initial implementation of the Clean Water Act in 1972 focused on 
controlling conventional pollutants, such as BOD, TSS, and a small number of 
metals. After an agreement made between the Natural Resources Defense Council 
(NRDC) and EPA in 1976 for a lawsuit by NRDC, EPA established a new 
regulatory priority to develop best available technology-based effluent limitations 
for specific toxic pollutants. Since then, there have been 129 toxic pollutants 
identified. 

Development of effluent limitation guidelines and standards involves 
categorizing industrial sectors, selecting types of pollutants to be regulated, 
determining level of technology-based limitations and standards, and conducting 
economic analysis of the proposed limitations and standards. There are three 
groups of industrial pollutants for which effluent limitations, standards, and 
guidelines are established: conventional, toxic, and nonconventional. 
Conventional pollutants include BOD, TSS, fecal coliform bacteria, pH, and oil 
and grease. Toxic pollutants include the 129 priority pollutants and the classes of 
pollutants considered to be toxic (three of which have been deleted). 
Nonconventional pollutants are any pollutant or pollutant parameter that is not 
identified as either conventional or toxic. 

Four levels of technologies have b*een selected to determine technology- 
based limitations for direct dischargers: best practicable technology currently 
available (BPT), best available technology- economically achievable (BAT), best 
conventional pollutant control tqchnology (BCT), and new source performance 
standards (NSPS). The BPT level represents the average of the best existing 
performances of plants of various ages, sizes, processes, or other common 
characteristics for controlling similar pollutants. .The BAT level represents the best 
economically achievable performance of plants,.varying in age, size, processes, or 
other characteristics. BCT.is not an additional limitation; but ratherdreplaces BAT 
for the control of conventionalpllutants. BCT is more stringent than BPT. NSPS 
is applied to new industrial sources. The basis for this level is the best available 
demonstrated technology aimed to reduce pollution to the maximum extent. 
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2.4 Hazardous Wastes Regulations 

The Solid Waste Disposal Act (SWDA), enacted in 1965, was the first 
piece of federal legislation to address the waste management problem. The Act 
was amended significantly by the Resource Conservation and Recovery Act 
(RCRA) in 1976 and by the Hazardous and Solid Waste Amendments of 1984 
(HSWA). These three acts, which are collectively referred to as RCRA, regulate 
hazardous wastes, solid wastes (nonhazardous wastes), and underground storage 
tanks that hold petroleum products and hazardous substances. 

The RCRA regulates nonhazardous solid wastes and 'solid waste 
management facilities, such as nonhazardous industrial surface impoundments, 
construction/demolition debris landfills, municipal landfills, and "town dumps. 
The act establishes a voluntary program through which participating states receive 
federal financial and technical support to develop and implement solid waste 
management plans and operation standards for facilities. 

The RCRA regulates hazardous wastes "from the cradle to the grave." The 
act requires EPA to establish minimum acceptable requirements for all aspects of 
hazardous wastes for generators and transporters as well as for treatment, storage, 
and disposal facilities. 

The determination of a waste as a RCRA hazardous waste is the most 
important, and by far the most complex, step in regulating hazardous wastes. The 
RCRA defines hazardous wastes as those solid wastes with at least one of the four 
h q d o u s  characteristics (Le., ignitibility , reactivity, corrosiveness, and toxicity), 
and requires EPA to identify hazardous wastes. The act explicitly excludes some 
wastes. Two of the excluded wastes related to petroleum fuels are fly ash waste, 
bottom ash waste, slag waste, and flue-gas emission control waste generated 
primarily from the combustion of coal or other fossil fuels; drilling fluids, 
produced waters, and other wastes associated with the exploration, development, 
and production of crude oil, natural gas, and geothermal energy; and petroleum- 
contaminated media from tank cleaning. 

The RCRA assigns the responsibility for meeting its regulations to each of 
the primary hazardous-waste managers: generators, transporters, treaters, storers, 
and disposers. The requirements designed for generators ensure proper record- 
keeping and reporting; use of the Uniform Hazardous Waste Manifest system td 
track shipments of hazardous waste; use of proper labels, markings, and 
containers; proper storage; and the delivery of the waste to a permitted treatment, 
storage, or disposal facility. 
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A transporter must obhin an EPA identification number to transport 
hazardous wastes. Transporters must complete a Uniform Hazardous Waste 
Manifest for each shipment, and the manifest must accompany the shipment all 
times. Any person who treats, stores, or disposes of hazardous waste is considered 
an owner or operator of a treatment, storage, or disposal facility. The owner or 
operator is required to meet the requirements of the general facility standards, 
groundwater monitoring, and closure activities. The general facility standards 
include notification and record-keeping, general waste handling, preparedness and 
prevention, contingency plan and emergency procedures, and a manifest system. 

Proper facility maintenance and monitoring as well as the use of new 
techniques to minimize wastes are required for facilities which generate hazardous 
wastes. Generally, it is not the process that is regulated per se, but rather the type 
of unit through which the process occurs. The hazardous waste management units 
addressed by the RCRA include container storage units; tank systems; surface 
impoundments; waste piles; land treatment areas; landfills; incinerators; thermal 
treatment units; chemical, physical, and biological treatment units; and 
underground injection wells. 

The HSWA of 1984 prohibits the continued land disposal of hazardous 
wastes. It requires EPA to set levels or methods of hazardous waste treatment. 
Wastes that meet treatment standards are not prohibited from land disposal. 

The Comprehensive Environmental Response, Compensation, and Liability 
Act (CERCLA), commonly known as the Superfund, provides the federal 
govemment with broad authority to respond to emergencies involving uncontrolled 
releases of hazardous substances, develop long-term solutions for the most serious 
hazardous waste sites, and arrange for the restoration of damaged natural 
resources. The Superfund provides EPA with the authority and funding to initiate 
cleanup activities or to require others to undertake immediate cleanup without first 
having to determine who is liable. If the responsible party cannot be found or is 
bankrupt, money from the Hazardous Substance Response Trust Fund (the 
Superfund) can be used. If the responsible party refuses to clean a site, EPA can 
do so with federal monies and sue the responsible party for damages. The monies 
for the Supehnd are generated from a tax on specified feedstock chemicals. The 
Superfund Amendments and Reauthorization Act of 1986 (SARA) extended the 
Superfund beyond 1985, changed the cleanup approach and standards, and allowed 
for more public involvement throughout the cleanup process. 

The Superfund requires the reporting of any release of a hazardous 
substance into the environment at or above the designated reportable quantity. 
Currently, there are 720 Superfund hazardous substances. Interestingly, petroleum 
is specifically excluded from the definition of a hazardous substance under the 
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Superfund. However, the Clean Water Act specifically requires the reporting of 
certain oil spills, such as petroleum, fuel oil, and sludge. 

It is important to note that, unless specifically exempted from the 
Superfund, a party responsible for the release of a hazardous substance is liable for 
the costs of cleaning up that release and for any natural resource damages caused 
by the release, even if the release is not subject to reporting requirements. 

Drilling fluids, produced waters, and other wastes associated with the 
exploration, development, or production of crude oil and natural gas are exempted 
by the RCRA. The exemption is due to the large amount of wastes produced from 
these activities and their low level of apparent environmental hazard (based on the 
information available at that time). 

2.5 State Regulations for New Mexico and Texas 

The oil production sites for the oil fuel cycle study are located in New 
Mexico and Texas (both onshore and offshore), Some features of the regulations 
for oil production are unique to these states and are included for comparison with 
the national regulations. 
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1. INTRODUCTION 

The Environmental Protection Agency's @PA) Ozone Isopleth Plotting 
Mechanism, (OZIPM-4) model (EPA, 1989a and 1989b) and the Mapping Area- 
wide Predictions of Ozone, (MAP-0,) model (McIlvaine 1994) were used to 
predict ozone concentrations within the vicinity of the hypothetical 300 MW oil- 
fired power plant. The modeling methodology is described in detail.inORNL/RFF 
(1994) and McIlvaine (1994). The MAP-O,.model predicts area-wide ozone 
concentrations over the ozone season, by combining ozone concentrations predicted 
with the OZIPM-4 model with plume trajectories calculated from wind speed and 
direction measurements. The MAP-0, model is also used to predict seasonal 
average omne concentrations, as well as, daily peak o m e  concentrations over the 
omne season throughout the study area. 

The effect of power plant NO, emissions on ozone concentrations is a 
complex function of meteorological conditions, hydrocarbon concentrations (due 
to manmade and/or natural hydrocarbon emissions), as well as, ambient 
concentrations of ozone and ozone precursors. Since the various combinations of 
these conditions is unique for each day, the task of predicting omne concentrations 
over a period of several months is complex and timeconsuming. One alternative 
to modeling each unique day of the ozone season is to model a few days which 
represent the range of conditions expected to occur over the time period of interest. 
This approach was chosen for this analysis. 

A range of parameters that are characteristic of conditions which result in 
low, median and high ozone concentrations were identified from a case analysis of 
ambient ozone monitoring data and the cOrreSpOnding meteorological obsewations. 
These parameters were used in the OZIPM-4 model to predict existing ozone 
concentrations at the Southeast Reference site (without the power plant) for three 
composite base case days. These three base case scenarios were then used in the 
OZIPM-4 model to predid ozone concentrations expected to occur as the result of 
the power plant NO, and NMOC emissions on high, median and low ozone days. 
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The difference between the base case simulations and the plant simulations is the 
increment of ozone due to the plant emissions under high, median and low ozone 
conditions. 

Each day of the ozone season was identified as either a 'high', 'median' or 
'low' o w e  day according to the peak daily ozone amcentration that was measured 
at a nearby monitoring station on that day. This typing scheme, together with the 
hourly ozone concentrations due to the plant emissions, predicted for each of three 
composite ozone days, resulted in predicted hourly ozone concentrations for each 
hour of each day of the ozone season. The M A P q  model was used to predict the 
location of each ozone concentration predicted with the OZIPM-4 model and to 
calculate the longer-team ozone concentrations needed for this analysis. The MAP- 
0, model calculates the path of the power plant plume (trajectory) from 
meteorological surface observations of wind speed and direction, for each day of 
the ozone season. The plume trajectories are combined with the hourly ozone 
concentrations to provide a map of ozone concentrations occwring in the vicinity 
of the power plant. The MAP-0, model also calculates the peak one-hour ozone 
Concentration for each day of the ozone season and the seasonal average 9 a.m. to 
9 p.m. ozone concentration. 

Results from the MAP-0, model are transferred to an isopleth plotting 
routine (e.g., SURFER, Deltagraph or others) which generates isopleth maps 
showing the distribution of ozone concentrations (both above and below ambient 
ozone Concentrations) due to emissions of N4, and NMOC from the power plant. 

This appendix presents the pollutant emission rates (including the 
calculation of NOx and NMOC emissions fluxes used as input to the OZIPM-4 
model) and the results of the MAP-0, modeling. This appendix is intended to 
provide details of the ozone modeling that are specific to the oil fuel cycle. All 
other details of the ozone modeling are as described in ORNURFF (1994) and 
McIlvaine (1994). 

2.0 DATA USED IN THE COMPUTER MODELING 

2.1 EMISSIONSFLUXES 

Once the base case simulations far the southeast Reference site are run, the 
power plant emissions a ~ e  entered in the OZIPM-4 model in the form of an hourly 
emissions flux. Unlike Gaussian dispersion models which accept emissions from 
point sources as an emission rate (e.g., grams//second), the OZIPM-4 model 
accepts emissions of N4, and NMOC as an emissions flux in units of kilograms 
per square kilometer per hour (kg/h2-hr). Both the OZIPM-4 model and 
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Gaussian type models predict pollutant concentrations, typically in units of grams 
per cubic meter, (g/m3) or ppb. The simulated column of air in the OZIPM-4 
model is assumed to extend from the earth's surface through the mixed layer and 
the air within the column is assumed to be uniformly mixed at all times. As the 
column of air passes over the power plant, the column is 'initialized' with a 
quantity of NO, and NMOC emissions from the plant. 

In the OZIPMQ model, the column of air is transported at some wind speed 
(u) along a trajectory (Lagrangian coordinate system). Output from the model is 
in the form of pollutant concentrations that occur, within the column, after some 
period of time (travel time or downwind distance assuming some wind speed). In 
order to use the OZIPM-4 model to calculate ozone concentrations due to a point 
source, an emissions flux must be calculated and entered into the model, that will 
result in a concentration within the column (i.e. the plume) equal to that which 
would occur from the plant emissions after traveling downwind for one hour. The 
one hour time period is chosen because that is the normal temporal resolution 
achieved with the OZIPM-4 model. That is, OZIPM-4 is typically used to 
calculate (instantaneous or average) ozone concentrations, hour by hour. 
Therefore, all input conditions such as emissions are one-hour averages. 

The emissions flux F, used as input to the OZIPM-4 model and derived in 
O W R F F  (1994) and McIlvaine (1994) is given by: 

F =  

where, L' 

F = the emissions flux which has units of kg/lan2-hr, 

u = the wind speed which has units of ds, 
4 = the travel time of the plume in hours and 
t,,, = the duration oFc'emissions in liour's (this value will dways be one'hour 
when the OWPM-4 model is u k d  to simulate a point source emission). 

 his is the emissions flux that wiu result in i ~ ~ - c o n ~ ~ t r a t i o n  in the powiir plant 
plume, after one hour of travel time (Le. one how of dispersion) from the stack. 
This method of calculating flux is not appropriate for time periods less than one 

' Q = the emission rate of pollutant from the plant in units of g/s, 

. ~ 8 '  
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hour. This calculation assumes no chemical conversion during the first hour. 
During this time, N4, concentrations from the plant are e x p t e d  to be 
predominantly NO and very high (relative to ambient): Any chemical reactions 
occurring would most likely be the conversion of some NO to N Q  by ambient 
ozone. After this time, NO, concentrations in the column are expected to be 
dominated by photochemical reactions and vertical mixing of the atmosphere, as 
it is subsequently simulated by the OZIPM-4 model. 

The emissions flux calculated with this method is a function of the pollutant 
emission rate (Q, in g/s), duration of the emission, (a, travel time of the plume, 
(tJ and the wind speed, (u). The N4, emission rate for the oil-fired power plant 
at the Southeast r e f m c e  site of 39.6 g/s was used to calculate the N4, emissions 
flux. The non-methane hydrocarbon emission rate of 1.5 g/s was used to calculate 
the NMOC emissions flux. Duration of the emission (td) is always one hour for 
the OZJPM-4 simulations, since the column of air receives emissions, in units of 
kg/km*-hr, from the stack as it is transported over the power plant plume. 

The travel time of the plume (t,) is the number of hours that the plume 
travels before mixing to the ground. Prior to 10 a.m., under typical summertime 
conditions, the mixing height, (which may be thought of as a lid which prevents 
further vertical mixing) is still below the effective stack height. (The effective 
stack height is the combined height of the stack and the height that the plume has 
risen due to effects of momentum and buoyancy). Until the mixing height exceeds 
the effective stack height, the plume is essentially trapped above the mixed layer 
and may be transported some distance before the mixing height rises sufficiently 
to allow the plume to be mixed to the ground. Due to the effects of the mixing 
height on plume mixing, it is assumed that no plume is mixed to the ground prior 
to 10 a.m. Any plume which originates between 10 a.m. and 8 p.m. is assumed 
to mix to the ground within an hour of travel time. Plumes which originate prior 
to this time are assumed to be transported aloft until 10 a.m., after which time 
solar heating is sufficient to produce vertical mixing. Since sunlight and 
temperature are not sufficient to promote photochemical activity during early 
morning hours, the most likely effect from early morning emissions is to increase 
concentrations of N4, aloft, until such time, as they are mixed to the ground and 
can react with NICIOC emissions. 

The flux calculation for hours prior to 10 a.m. is adjusted to account for the 
fact that the plume has undergone additional dispersion prior to mixing to the 
ground. To account for the additional dispersion which occufs in plumes which 
originate prior to 10 am.,  the flux for each of these hours is defined as a function 
of the 10 a.m. flux. Plumes which have traveled two hours (dispersed two hours) 
are assumed to have half the flux of a plume which has traveled one hour (Fgaern. 
= Flo,. / 2) and plumes which have traveled three hours are assumed to have one 
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third the flux of a plume which has traveled one hour (l?, = Flor.m. / 3) and so 
on. In other words, the flux for hours prior to 10 a.m. is calculated with 
Equation [ 11 above with 4 = the travel time of the plume prior to mixing to the 
ground (Le. the number of hours prior to 10 am.  plus one hour to account for 10 - 
11 a.m.) 

Wind speed data are used in to calculate the N4, and NMOC emissions 
flux for the oil-fired power plant under low, median and high omne conditions. 
The 10-meter wind speeds are the lo-day average observations described in 
ORNL/RFF (1994) and McIlvaine (1994) for each composite day. Since wind 
speed varies with height (wind speeds at the earth's surface are slower due to 
frictional effects of surface roughness), the stack top wind speed was calculated 
from the 10-meter wind speed using the stability class and the power law 
expression (Wark and Warner, 1981): 

where, 
u is the wind speed at altitude z, 
u, is the wind speed at altitude z1 and 
p is the positive exponent which is a function of stability class. 

Default rural wind profile exponents from the Industrial Source Complex (ISC) 
Dispersion Model User's Guide were used @PA, 1986). The stack height of the 
oil-fired power plant is 213 meters. 

+ i  

In calculating the emissions flux, ab247hour average representative-wind 
speed was developed for wh composite base &&e scenario. The combined 24- 
hour average of bo& the lO-mekr and stack top wind ws was computed for&e 
flux calculation. This average wind spakd selected to c?ampen some of the 
hourly variability seenin both wind speeds and to account for the fact that the 
actualyind speed is, in'-, ynknown and may actually be higher than the surface 
wind speed and lower than the calculated stack top wind The average wind 
speeds for the high, median and low ozone conditions , 3.8 and 4.5 ds, 
respectively. 5 

The Whour, average wind speeds described here were used to calculate the 
emissions flux for the plant under high, median and low ozone conditions during 
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the hours from midnight to 9 p.m. Due to the uncertainty regarding the location 
of the mixing height, with respect to the plume, during the evening hours (9 p.m. 
to midnight) and to the fact that emissions from the plant during this time are not 
expected to have an appreciable impact on ozone concentrations during the 
following day, ozone Concentrations wede not predicted for plumes which originate 
between 9 p.m. and 11 p.m. 

The calculated N4, and NMOC emissions flux for each hour are input to 
the OZIPM-4 model. This model predicts the ozone concentrations expected to 
OCCUT as the result of power plant plumes that originate at certain hours (birth hour) 
and for some period of time (plume age). Results of these OZIPM-4 model 
plant simulations were subtracted from the corresponding base case simulations to 
obtain the incremental ozone concentration due to the plant emissions as a function 
of birth hour and plume age under high, m e d i i  and low ozone conditions. 

3.0 RESULTS 

3.1 CROPEFFECTSRESULTS 

The crop effects analysis portion of the oil fuel cycle requires an estimate 
of the seasonal 9 a.m. to 9 p.m. average ozone concentrations due to the plant 
emissions. These results are shown in Fig. [lo. 16.11 and [lo. 16.21. The power 
plant is shown in the center of each isopleth map with a triangle marker. The scale 
of each figure is in kilometers from the plant. Ozone concentrations are reported 
in ppb (by volume). Results are presented separately for two cases; one with and 
one without ozone depletion. (Ozone concentrations above base case will be 
referred to as ozone bulges and ozone concentrations below base case will be 
referred to as ozone depletions). 

Figure [lo. 16.11 shows the predicted impact of the oil-fired power plant 
emissions on the seasonal 12-hour average ozone concentrations due to ozone 
bulges only. These results represent an upper bound estimate of the impact of the 
power plant emissions on ozone concentrations, since ozone scavenging is not 
accounted for. As seen in Fig. [lo. 16.11, the highest 12-hour seasonal average 
ozone concentration (based on bulges only) is 0.4 ppb (the smallest isopleth line) 
and occurred approximately 20 kilometers from the plant in. the east northeast 
direction. The lowest isopleth plotted in Fig. [lo. 16.11 is 0.01 ppb. This seasonal 
average oxme concentration occurred as fiuaway as 220 kilometers from the plant 
in the northeast direction and 130 kilometers in the southwest direction. 

Figure [10.16.2] shows the predicted impact of the oil-fired power plant 
emissions on the seasonal 12-hour average ozone concentrations due to both ozone 
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bulges and depletions. These d t s  represent the midcase estimate of the impact 
of the power plant emissions on ozone concentrations. The highest 12-hour 
seasonal average ozone concentration is 0.40 ppb (the smallest isopleth line) and 
occurred approximately 20 kilometers from the plant in the east northeast direction. 
The lowest positive isopleth plotted in Fig. 10.16.21 is 0.01 ppb. This seasonal 
average o m e  amcatration occurred as Ear away as 220 kilometers from the plant 
in the northeast direction and 130 kilometers in the southwest direction. The 
results shown in Fig. [10.16.1] and [10.16.2] are essentially the same since 
emissions from the oil-fired power plant do not cause significant ozone depletion 
on a seasonal average. 

In addition to the results seen in Fig. [lo. 16.1 ] and [lo. 16.2 J the seasonal 
average baseline ozone concentration was obtained from monitoring station data. 
The 9 a.m. to 9 p.m. seasonal average ozone concentration for a rural monitoring 
station (Rutledge Pike, Knoxville) approximately 60 kilometers from the 
hypothetical plant site, for the period from May 1990 to September 1990, was 
calculated from hourly ozone amcentcations in the U.S. EPA AIRS database. The 
five-month seasonal average background ozone concentration is 53 ppb. 

3.2 HEALTHEFFECTSRESULTS 

Estimates of the peak daily one-hour average ozone concentration, due to 
the plant, for each day of the ozone season are required for the health effects 
analysis. Results from the MAP-03 model for the health effects portion are in 
tabular form and are too lengthy to include here. The peak daily ozone increment 
due to the power plant, as well as, the daily peak background ozone concentration 
are reported at each location in a polar grid (each downwind distance and sector) 
for each day of the ozone season (provided the combined total of the background 
and inmment due to the plant was greater than or equal to 80 ppb). This criteria 
was met (and results reported) for 28 days during the 1990 ozone season. One of 
the 28 days was in the month of May, six of the days were in June, nine were in 
July, seven days were in August and five days were in September. 

As stated above, results for the health effects analysis are in tabular form 
and comspond to 28 days of the ozone season. (If the actual. results used in the 
health effects study were presented here graphically it would require 28 figures, 
one for each day). Alternatively, Fig. [10.16.1] is provided here, simply to 
illustrate the sptM distribution of daily peak ozone concentrations during the 1990 
ozone season at the Southeast Reference site. The power plant is shown in the 
center of each isopleth map with a triangle marker. The scale of the figure is in 
kilometers from the plant. Ozone concentrations are reported in ppb (by volume). 
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The ozone concentrations shown in Fig. [lo. 16.11 are the maximum daily 
peak ozone concentrations at each location in the receptor grid. As seen in Fig. 
[10.16.2], the highest daily peak ozone concentration due to the power plant 
emission, during the ozone season, was 7 ppb, occurring from 20 to 80 kilometers 
in the northeast direction. A daily peak ozone concentration of 1 ppb was seen, 
as Ear away as 170 kilometers in the northeast direction and 100 kilometers in the 
southwest direction. 
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APPENDIX C 

Primary Pollutan 
Air Dispersion Modelin 

1. INTRODUCTION 

The ground-level pollutant concentrations that could be expected to occur 
as the result of the operation of a 300 megawatt (MW) oil-fired power plant were 
predicted using atmospheric dispersion modeling. An atmospheric dispersion 
model is a set mathematical equations used to characterize the dilution of pollutants 
by the wind. Some models also account for the chemical transformation of 
pollutants over time. 

Using stack information, (i.e., stack diameter, exit gas velocity, and exit 
gas temperature) the model' predicts the release height of pollutants to the 
atmosphere. Wind direction, wind speed and other meteorological measurements 
made in the vicinity of the stack are used to predict the dimensions (Le., vertical 
and horizontal spread) of the plume and its travel path downwind. The model 
calculates pollutant concentrations at receptor locations which are defined by a 
system of grid points. 

The air pollutants resulting from the operation of a power plant may be 
classified as primary (emitted directly from the plant) or secondary (formed in the 
atmosphere from primary pollutants). The primary pollutants of interest in this 
modeling study are nitrogen oxides (NOx), sulfur dioxide (Sod, and particulate 
matter. This appendix presents the source characteristics, the pollutant emission 
rates and the results of the primary air pollutant dispersion modeling for the 
hypothetical 300 M W  oil-fired power plant located at both the Southeast Reference 
site and the Southwest Reference. site-for 1990 and 2010. Thiseappendix is 
intended*to provide details of the primary pollutant modeling that are specific to 
the oil fuel cycle. , All, other details of the modeling .study are described in 
(ORNWRFF 1994a). 
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2.0 DATA USED IN THE COMPUTER MODELING 

2.1 SOURCE CHARACTERISTICS 

For the operation stage of energy production for an oil-fired power plant, 
there is one source of air emissions: the boiler stack. The source information 
needed to perform the air dispersion modeling includes the pollutant emission rate, 
stack height, exit gas temperature, exit gas velocity and stack tip (internal) 
diameter. The emissions used in the modeling are discussed in the next section. 

It is assumed that in 1990, the hypothetical power plant is equipped with a 
baghouse, wet scrubber, low NOx burners and ammonia injection. In 2010, the 
power plant is equipped with all of the above and selective catalytic reduction (see 
Section 5.6.3). 

The hypothetical oil-fired boiler was modeled with a stack height of 213 
meters (700 feet) at the Southeast Reference site and 152 meters (500 ft) at the 
Southwest Reference site WANG]. The boiler was modeled with an exit gas 
temperature of 325 Kelvin (126 degrees F) and an exit gas velocity of 15 meters 
per second (50 f p s ) .  

The exit gas flowrate was calculated using the F-factor from 40 CFR Part 
60, Appendix A (7-1-90 edition). The F-factor is the ratio of the gas volume of 
the products of combustion to the heat content of the fuel. The wet F-factor for 
oil is 10,320 wscf/MMBtu (wet standard cubic feet per million Btu). Assuming 
an efficiency of 35%, design availability of 80%, and excess air of 15% (Babcock 
and Wilcox, 1972), the actual flowrate for a 300 MW oil-fired boiler was 
calculated to be 590,000 acfm (actual cubic feet per minute) or 280 cubic meters 
per second. This flowrate was input to the model as an exit gas velocity of 15 
meters per second and an inside stack diameter of 4.9 meters. 

2.2 EMISSIONS 

The boiler was modeled using emissions estimates base on a capacity factor 
of 80%, with an efficiency rating of 35 % . A detailed description of the emissions 
estimates is given in Section 5.6.3 of this report. The calculation of PM-10 
emissions are discussed here. 
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The primary interest in particulate matter centers around the respirable 
fraction known as PM-10, Le., the fraction of particulate matter with an 
aerodynamic diameter less than 10 micrometers. PM-10 emissions were estimated 
from total particulate emissions according to the method described in the EPA 
document AP-42 (EPA, 1988). AP-42 provides a cumulative particle size 
distribution of particulate matter for utility boilers burning residual oil. This 
distribution was used together with the estimated fractional control efficiencies of 
a baghouse to derive the controlled cumulative mass fraction. It is estimated that 
eighty-one percent of the total particulate matter emissions at the outlet of the 
baghouse have an aerodynamic diameter less than 10 micrometers. 

Controlled emissions of total particulate, PM-IO, SO,, CO and NOx for 
1990 and 2010 are shown in Table 1 in units of Ibs per lo00 barrels of residual oil 
and grams per second (g/s). The g/s emission estimates are based on 8,940 barrels 
per day of residual oil (Section 4.2.15.1 of this report). 

Controlled emission rates of 1.28 grams per second (g/s) total particulate 
matter, 1.04 g/s PM-10, 30.9 g/s SO2, 9.85 g/s CO and 39.6 g/s NOx were used 
in this analysis for 1990. 

3.0 RESULTS 

The Environmental Protection Agency (EPA) Industrial Source Complex 
Long-Term (ISCLT) model (EPA 1986) was used to predict annual average 
pollu.tant concentrations expected to occur in the vicinity of the power plant. The 
EPA SCREEN model (Brode, 1988) was used to predict the highest one-hour 
average pollutant concentrations expected to occur at 24 downwind distances from 
the power plant. One-hour average pollutant concentrations predicted with the 
SCREEN model were multiplied by a persistence factor of 0.4 (Brode, 1988) to 
obtain the highest 24-hour average concentration. Both models were run with an 
emission rate of 1 g/s. ;The results from these model runs represent the annual, 
one-hour and 24-hr average concentrations expected to occur from a unit emission 
rate. Finally, these concentrations were multiplied by the emission rates, in grams 
per second, of each of the pollutants of interest. 

The ISCLT model was used to predict concentrations at 384 receptor 
locations (16 directions times 24 downwind distances). The highest concentration 
at each downwind distance is presented here for the sake -of brevity. 
Concentrations predicted for each receptor location were used in the calculation of 
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impacts in the fuel cycle analyses. The SCREEN model predicts the highest 
concentration at each receptor along a single radial. 

3.1 UNIT CONCENTRATIONS 

The highest annual average unit concentration for 24 downwind distances, 
at the Southeast and Southwest Reference sites are.presented in Table 2. The 
highest of these concentrations for the Southeast site is 0.01 1 micrograms per cubic 
meter (pg/m3) occurring 1 kilometers from the plant. The highest of these 
concentrations for the Southwest site is 0.010 (pg/m3) occurring 3 kilometers from 
the plant. 

The highest 24-hour and highest 1-hour average unit concentrations for 24 
downwind distances are presented in the second and third columns of Table 2. The 
highest 24-hour average concentration at the Southeast site is 0.65 pg/m3 and the 
highest 1-hour average concentration is 1.6 pg/m3 both occurring 1 kilometer from 
the plant. For the Southwest site, the highest 24-hour average concentration is 
0.76 pg/m3 and the highest 1-hour average concentration is 1.9 pg/m3 both 
occurring 1 kilometer from the plant. 

Differences in annual average concentrations (ISCLT) between the two sites 
are due to different stack heights and different meteorological conditions at each 
site. Differences in short-term concentration between the sites are due to stack 
height differences only. 

3.2 POLLUTANT CONCENTRATIONS 

The maximum pollutant concentrations of total particulate, PM-10, NOx 
and SO, predicted to occur at 24 downwind distances from the power plant at the 
Southeast site for 1990 and 2010 are presented in Tables 3 and 4. The 
corresponding results for the Southwest site are presented in Tables 5 and 6. These 
concentrations were determined by multiplying the unit concentrations in Table 2 
by the controlled emission rate (grams per second) in Table 1 for each of the 
pollutants of interest. 

The highest annual average incremental concentration of PM-10 at the 
Southeast and Southwest sites, for 1990, is 0.012 pg/m3 and 0.011 pg/m3 
respectively. The highest annual average incremental concentration of NOx for the 
Southeast and Southwest sites is 0.44 pg/m3 and 0.41 pg/m3. The corresponding 
values for SO, are 0.35 pg/m3 and 0.32 pglm3. Lower concentrations occur 
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during 2010, at each site, since greater pollution control device efficiencies are 
assumed for 2010 (Wang, 1992). 

3.3 COMPARISON TO NAAQS 

Under current federal law, National Ambient Air Quality Standards 
(NAAQS) have been established for sulfur dioxide, nitrogen dioxide, lead, carbon 
monoxide, ozone and inhalable particles (PM-10). Tables 7, 8, 9 and 10 present 
a comparison of the total concentration (the sum of the incremental concentration 
due to the power plant plus the background concentration) and the NAAQS for 
PM-10, NO2 and SO2 at both sites for 1990 and 2010. As shown in Tables 7 
through 10, the total ambient concentration of these pollutants is below the 
NAAQS. (For regulatory purposes the highest, second highest receptor 
concentration is added to the background concentration and compared to the 
NAAQS). 
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Table C-1. Summary of Emissions of Primary Pollutants for the Oil 
Technology Power Plant 

Pollutant 

TSP PM- 10 so* co Nox 

YEAR (lb/lOOO bbts residual) 

1990 27.3 22.1 659.4 210 844.2 

2010 10.92 8.8 329.7 210 84.4 

(grams per second) 

1990 1.28 1.04 30.9 9.86 39.6 

2010 0.5 1 0.42 15.5 9.86 3.96 

PM-10 is 81 % of TSP (AP-42 Baghouse) 
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Table C-2. Maximum Unit Concentrations at Downwind Distances from 
the Oil-Fired Power Plant Stack at the Southeast Reference Site 

(microgramdcubit meter). 

Downwind Maximum Unit Concentration 
Distance - 

From 
Stack 24-hr Awg. l-hr Avg. Annual Awg. 
(km) SCREEN SCREEN ISCLT 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
15 
20 
25 
30 
35 
40 
45 
50 
55 
60 
65 
70 
75 
80 

0.648 
0.475 
0.343 
0.31 7 
0.289 
0.252 
0.221 
0.21 7 
0.21 6 
0.209 
0.158 
0.123 
0.101 
0.086 
0.075 
0.067 
0.061 
0.055 
0.027 
0.026 
0.025 
0.023 
0.022 
0.021 

1.621 
1.188 
0.857 
0.792 
0.722 
0.629 
0.553 
0.542 
0.540 
0.523 
0.394 
0.307 
0.253 
0.21 6 
0.1 89 
0.168 
0.1 52 
0.138 
0.067 
0.064 
0.061 
0.059 
0.056 
0.054 

0.01 12 
0.0058 
0.0066 
0.0066 
0.0062 
0.0056 
0.0051 
0.0047 
0.0044 
0.0042 
0.0035 
0.0031 
0.0028 
0.0025 
0.0023 
0.0021 
0.0019 
0.001 8 
0.0016 
0.001 5 
0.0014 
0.001 3 
0.0012 
0.0012 



C-8 Air Dispersion Modeling 

Table C-2 (cont). Maximum Unit Concentrations at Downwind Distances 
from the Oil-Fired Power Plant Stack at the Southeast Reference Site 

(microgramdcubit meter). 

Downwind Maximum Unit Concentration 
Distance 

From 
Stack 24-hr Avg. 1-hr Avg. Annual Avg 
(km) SCREEN SCREEN lSCLT 

1 
2 
3 
e 
5 
6 
7 
8 
9 
10 
15 
20 
25 
30 
35 
40 
45 
50 
55 
60 
65 
70 
75, 
80 

0.7636 
0.5244 
0.3788 
0.3667 
0.3224 
0.2786 
0.261 1 
0.2624 
0.2542 
0.241 2 
0.1 764 
0.1373 
0.1130 
0.0964 
0.0842 
0.0750 
0.0687 
0.0674 
0.0323 
0.0302 
0.0284 
0.0268 
0.0254 
0.0241 

1 .go90 
1.3110 
0.9469 
0.9168 
0.8060 
0.6964 
0.6527 
0.6561 
0.6354 
0.6031 
0.441 1 
0.3432 
0.2824 
0.2409 
0.2106 
0.1 875 
0.1718 
0.1685 
0.0808 
0.0756 
0.071 0 
0.0670 
0.0634 
0.0602 

0.005962 
0.009059 
0.010227 
0.00901 1 
0.007533 
0.0063 1 4 
0.005381 
0. U04672 
O.Oi)4 1 23 
0.003691 
0.002689 
0.002368 
0.002675 
0.001 852 
0.001649 
0.001 49: 
0.001 354 
0.001241 
0.001 145 
0.001 064 
0.000991 
0.000927 
0.000871 
0.000822 

1-hr .4 = 24-hr (Simple Terrain) 



Table C-3. Maximum Pollutant Concentration (microgramdcubit meter) at Downwind Distances from the 
Oil-Fire Power Plant Stack at the Clinch River Site for 1990. 

Downwind Maximum Particulate Concentration Maximum PM-10 Concentration 
Distance 

From 
Stack 24-hr Avg. . 1-hr Avg. ' Annual Avg. 24-hr Avg. 1-hr Avg. Annual Avg. 
(km) SCREEN SCREEN ISCLT SCREEN SCREEN ISCLT 

1 0.830 
2 0.608 

4 .  0.406 
5 , 0.369 
6 ' '  0.322 
7 :b 0.283 
8 0.277 
9 0.276 
10 . 0.268 
15 - 0.202 
20 0.157 
25 0.129 
30 0.1 10 
35 0.097 
40 0.086 
45 0.078 
50 0.071 
55 0.035 
60 0.033 
65 0.031 
70 0.030 
75 0.029 
80 0.027 

3 I ,  a- 0.439 

2.075 
. 1.521 

, 1.097 
1.014 

> f 0.805 
0.707 
0.694 
0.691 

I 0.669 
. 0.505 

0.393 
0.324 
0.276 
0.241 
0.21 5 
0.194 
0.177 
0.086 
0.082 
0.078 
0.075 
0.072 
0.069 

k 0.924 

0.014 
0.0\37 
0.008 
0.008 
0.008 
0.007 
0.007 
0.006 
0.006 
0.005 
0.005 
0.004 
0.004 
0.003 
0.003 
0.003 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.001 

0.674 
0.4S4 
0.356 
0.330 
0.300 
0.262 
0.230 
0.225 
0.225 
0.21 7 
0.164 
0.128 
0.105 
0.090 
0.078 
0.070 
0.063 
0.058 
0.028 
0.027 
0.025 
0.024 
0.023 
0.022 

1.686 
1.236 
0.891 
0.824 
0.750 
0.654 
0.575 
0.564 
0.561 
0.543 
0.410 
0.320 
0.263 
0 224 
0.196 
0.175 
0.158 
0.144 
0.070 
0.067 
0.064 
0.061 
0.058 
0.056 

0.012 
0.006 
0.007 
0.007 
0.006 
0.006 
0.005 
0.005 
0.005 
0.004 
0.004 
0.003 
0.003 
0.003 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.001 
0.001 
0.001 
0.001 



Table C-3 (cont). Maximum Pollutant Concentration (micrograms/cubit meter) and SOz Dry Deposition (micrograms/ m2-s) 
at Downwind Distances from the Oil-Fire Power Plant Stack at the Clinch River Site for 1990. 

Downwind Maximum SO2 Concentration Maximum NOx Concentration 
Distance 

From 
Stack 24-hr Avg. 1-hr Avg. Annual Avg. s o 2  24-hr Avg. 1-hr Avg. Annual Avg 
(km) SCREEN SCREEN ISCLT . Dry Deposition SCREEN SCREEN 

Annual . 

ISCLT 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
15 
20 
25 
30 
35 
40 
45 
50 
55 
60 
65 
70 
75 
80 

20.1 
14.7 
10.6 
9.81 
8.93 
7.78 
6.84 
6.71 
6.68 
6.47 
4.88 
3.80 
3.13 
2.67 
2.33 
2.08 
1.87 
1.71 

0.835 
0.795 
0.758 
0.724 
0.693 
0.664 

50.2 
36.8 
26.5 
24.5 
22.3 
19.5 
17.1 
16.8 
16.7 
16.2 
12.2 
9.51 
7.82 
6.67 
5.83 
5.19 
4.69 
4.28 
2.09 
1.98 
1.90 
1.81 
1.73 
1.66 

0.347 
0.180 
0.203 
0.204 
0.191 
0.174 
0.159 
0.147 
0.138 
0.131 
0.109 
0.097 
0.087 
0.079 
0.071 
0.065 
0.059 
0.054 
0.050 
0.047 
0.043 
0.040 
0.038 
0.036 

0.007 
0.004 
0.004 
0.004 
0.004 
0.003 
0.003 
0.003 
0.003 
0.003 
0.002 
0.002 
0.002 
0.002 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 

25.7 
18.8 
13.6 
12.6 
11.4 
9.97 
8.76 
8.59 
8.55 
8.28 
6.25 
4.87 
4.01 
3.42 
2.99 
2.66 
2.40 
2.19 
1.07 
1.02 

0.971 
0.927 
0.888 
0.851 

64.2 
47.1 
33.9 
31.4 
28.6 
24.9 
21.9 
21.5 
21.4 
20.7 
15.6 
12.2 
10.0 
8.54 
7.47 
6.65 
6.00 
5.48 
2.67 
2.55 
2.43 
2.32 
2.22 
2.13 

0.444 
0.230 
0.260 
0.261 
0.245 
0.223 
0.204 
0.188 
0.1 76 
0.167 
0.140 
0.124 
0.111 
0.101 
0.091 
0.083 
0.076 
0.070 
0.064 
0.060 
0.055 
0.052 
0.049 
0.046 

i 



Table C-4. Maximum Pollutant Concentration (micrograms/cubic Meter) at Downwind Distances from the Oil-Fired Plant 
Stack at the Clinch River Site for 2010. 

~ ~~~ 

Downwind Maximum Particulate Concentration Maximum PM-10 Concentration 
Distance , -  . .  From- - 3  

Stack 24-hr Avg. 1-hr Avg. Annual Avg. 24-hr Avg. 1-hr Avg. 
(km) SCREEN SCREEN ISCLT SCREEN SCREEN ISCLT 

Annual Avg. 

4 

1 ' 0.331 
2 0.242 
3 0.175 
4 0.162 
5 ' 0.147 
6 0.128 
7 .'{ 0.113 
8 0.111 
9 0.1 10 
10 0.107 
15 0.080 
20 0.063 
25 0.052 - 
30 0.044 
35 0.038 
40 0.034 
45 0.031 
50 0.028 
55 0.014 
60 0.01 3 
65 0.012 
70 0.01 2 
75 0.01 1 
80 0.01 1 

0.827 
0.606 
0.437 

* 0.404 
0.368 

. 0.321 
0.282 
0.276 
0.225 
0.266 
0.201 
0.1 57 

_ -  0.129 
0.110 
0.096 
0.086 
0.077 
0.071 
0.034 
0.033 
0.031 
0.030 
0.029 
0.027 

0.006 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.002 
0.002 
0.002 
0.002 
0.002 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 

0.272 
0.200 
0.144 
0.133 
0.121 
0.106 
0.093 
0.091 
0.091 
0.088 
0.066 
0.052 
0.042 
0.036 
0.032 
0.028 
0.025 
0.023 
0.01 1 
0.01 1 
0.010 
0.010 
0.009 
0.009 

0.681 
0.499 
0.360 
0.333 
0.303 
0.264 
0.232 
0.228 
0.227 
0.21 9 
0.166 
0.129 
0.106 
0.091 
0.079 
0.070 
0.064 
0.058 
0.028 
0.027 
0.026 
0.025 
0.024 
0.023 

~ ~~ 

0.005 
0.002 
0.003 
0.003 
0.003 
0.002 
0.002 
0.002 
0.002 
0.002 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.000 



Table C-4 (cont). Maximum Pollutant Concentration (microgramskubit meter) and SO2 Dry Deposition (micrograms/ m2-s) 
at Downwind Distances from the Oil-Fire Power Plant Stack at the Clinch River Site for 2010. 

Downwind Maximum SO2 Concentration Maximum NOx Concentration 
Distance 

From Annual 
Stack 24-hr Avg. 1-hr Avg. Annual Avg. so2 24-hr Avg. 1-hr Avg. Annual Avg 
(km) SCREEN SCREEN ISCLT Dry Deposition SCREEN SCREEN ISCLT 

(m icrog mlm2-s) 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
15 
20 
25 
30 
35 
40 
45 
50 
55 
60 
65 
70 
75 
80 

10.0 
7.35 
5.30 
4.90 
4.46 
3.89 
3.42 
3.35 
3.34 
3.23 
2.44 
1.90 
1.56 
1.33 
1.17 
1.04 

0 .'937 
0.856 
0.418 
0.398 
0.379 
0.362 
0.347 
0.332 

25.1 
18.4 
13.3 
12.3 
11.2 
9.73 
8.55 
8.38 
8.35 
8.08 
6.10 
4.76 
3.91 
3.34 
2.92 
2.60 
2.34 
2.14 
1.04 
0.99 
0.95 
0.91 
0.87 
0.83 

0.1 74 
0.090 
0.101 
0,102 
0.095 
0.087 
0.080 
0.073 
0.069 
0.065 
0.055 
0.048 
0.044 
0.039 
0.036 
0.032 
0,030 
0.027 
0.025 
0.023 
0.022 
0.020 
0.019 
0.018 

0.003 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.000 
0.000 
0.000 
0.000 
0.000 

2.57 
1.88 
1.36 
1.26 
1.14 
1 .oo 

0.875 
0.858 
0.855 
0.828 
0.625 
0.487 
0.400 
0.342 
0.299 
0.266 
0.240 
0.21 9 
0.107 
0.102 
0.097 
0.093 
0.089 
0.085 

6.42 
4.70 
3.39 
3.14 
2.86 
2.49 
2.19 
2.15 
2.14 
2.07 
1.56 
1.22 
1 .oo 

0.854 
0.746 
0.664 
0.600 
0.548 
0.267 
0.254 
0.243 
0.232 
0.222 
0.21 3 

0.044 
0.023 
0.026 
0.026 
0.024 
0.022 
0.020 
0.019 
0.018 
0.01 7 
0.014 
0.012 
0.01 1 
0.01 0 
0.009 
0.008 
0.008 
0.007 
0.006 
0.006 
0.006 
0.005 
0.005 
0.005 



Table C-5. Maximum Pollutant Concentration (microgramdcubic Meter) at Downwind Distances from the Oil-Fired Plant 
Stack at the Farmington Site for 1990. 

Downwind Maximum Particulate Concentration Maximum PM-10 Concentration 
Distance 

From 
Stack 24-hr Avg. 1-hr Avg. Annual Avg. 24-hr Avg. 1-hr Avg. Annual Avg. 
(km) SCREEN SCREEN ISCLT SCREEN SCREEN ISCLT 

1 0.977 
2 0.671 
3 0.485 
4 0.469 
5 0.41 3 
6 . 0.357 
7 ’ 0.334 
8 0.336 
9 ’- 0.325 
10 : 0.309 
15 0.226 
20 0.176 
25 0.145 
30 0.123 
35 . 0.1 08 
40 0.096 
45 0.088 
50 0.086 
55 0.041 
60 0.039 
65 0.036 
70 0.034 
75 0.032 
80 0.031 

2.444 
1.678 
1.212 
1.174 
1.032 
0.891 
0.835 
0.840 
0.81 3 
0.772 
0.565 
0.439 
0.361 
0.308 
0.270 
0.240 
0.220 

0.1 03 
0.097 
0.091 
0.086 
0.081 
0.077 

0.216 

0.008 
0.01 2 
0.01 3 
0.01 2 
0.01 0 
0.008 
0.007 
0.006 
0.005 
0.005 
0.003 
0.003 
0.003 
0.002 
0.002 
0.002 
0.002 
0.002 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 

0.794 
0.545 
0.394 
0.381 
0.335 
0.290 
0.272 
0.273 
0.264 
0.251 
0.183 
0.143 
0.117 
0.100 
0.088 
0.078 
0.071 
0.070 
0.034 
0.031 
0.030 
0.028 
0.026 
0.025 

1.985 
1.363 
0.985 
0.953 
0.838 
0.724 
0.679 
0.682 
0.661 
0.627 
0.459 
0.357 
0.294 
0.251 
0.21 9 
0.195 
0.1 79 
0.175 
0.084 
0.079 
0.074 
0.070 
0.066 
0.063 

~~ ~ 

0.006 
0.009 
0.01 1 
0.009 
0.008 
0.007 
0.006 
0.005 
0.004 
0.004 
0.003 
0.002 
0.002 
0.002 
0.002 
0.002 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 



Table C-5 (cont). Maximum Pollutant Concentration (microgramdcubit meter) and SO, Dry Deposition (micrograms/ m2-s) 
at Downwind Distances from the Oil-Fire Power Plant Stack at the Farmington Site for 1990. 

Downwind Maximum SO2 Concentration Maximum NOx Concentration 
Distance Annual 

From so2 
Stack 24-hr Avg. 1 -hr Avg. Annual Avg. Dry Deposition 24-hr Avg. 1-hr Avg. Annual Av 
(km) SCREEN SCREEN ISCLT (microgm/m2-s) SCREEN SCREEN ISCLT 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
15 
20 
25 
30 
35 
40 
45 
50 
55 
60 
65 
70 
75 
80 

23.6 
16.2 
11.7 
11.3 
9.98 
8.62 
8.08 
8.12 
7.86 
7.46 
5.46 
4.25 
3.49 
2.98 
2.61 
2.32 
2.13 
2.09 
1 .oo 

0.936 
0.879 
0.829 
0.785 
0.745 

59.1 
40.6 
29.3 
28.4 . 
24.9 
21.5 
20.2 
20.3 
19.7 
18.7 
13.6 
10.6 
8.74 
7.45 
6.52 
5.80 
5.32 
5.21 
2.50 
2.34 
2.20 
2.07 
1.96 
1.86 

0.184 
0.280 
0.316 
0.279 
0.233 
0.195 
0.166 
0.145 
0.128 
0.114 
0.083 
0.073 
0.064 
0.057 
0.051 
0.046 
0.042 
0.038 
0.035 
0.033 
0.031 
0.029 
0.027 
0.025 

0.004 
0.006 
0.006 
0.006 
0.005 
0.004 
0.003 
0.003 
0.003 
0.002 
0.002 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 

30.3 
20.8 
15.0 
14.5 
12.8 
11.0 
10.3 
10.4 
10.1 
9.56 
6.99 
5.44 
4.48 
3.82 
3.34 
2.97 
2.72 
2.67 
1.28' 
1.20 
1.125 
1.061 
1.005 
0.954 

75.6 
51.9 
37.5 
36.3 
31.9 
27.6 
25.9 
26.0 
25.2 
23.9 
17.5 
13.6 
11.2 
9.54 
8.34 
7.43 
6.81 
6.68 
3.20 
2.99 
2.81 
2.65 
2.51 
2.38 

0.236 
0.359 
0.405 
0.357 
0.298 
0.250 
0.21 3 
0.185 
0.163 
0.146 
0.107 
0.094 
0.082 
0.073 
0.065 
0.059 
0.054 
0.049 
0.045 
0.042 
0.039 
0.037 
0.035 
0.033 

Annual Dry Oeposltion = Annual Concentration .02 meters/second 



Table C-6. Maximum Pollutant Concentration (micrograms/cubic Meter) at Downwind Distances from the Oil-Fired Plant 
Stack at the Farmington Site for 2010. 

Downwind Maximum Particulate Concentration Maximum PM-10 Concentration 
Distance 

From 
Stack 24-hr Avg. 1-hr Avg. Annual Avg. 24-hr Avg. 1-hr Avg. Annual Av 
(km) SCREEN SCREEN ISCLT SCREEN SCREEN ISCLT 

1, 

1 
2\, , 
3 -  
4. 
5- 
6 
7:., ; 
8 t  
9 . .  
10 
15 
20 
25 
30 
35 
40 
45 
50 
55 
60 
65 
70 
75 
80 

0.389 A. 

0.267 
0.193 

0.164 
0.142 
0.133 , 

0.134 
0.130 . 
0.123 
0.090 
0.070 
0.058 
0.049 
0.043 
0.038 .- 
0.035 
0.034 
0.016 
0.01 5 
0.014 
0.01 4 
0.01 3 
0.01 2 

0.187 ' 

0.974 
0.669 
0.483 
0.468 
0.41 1 
0.355 
0.333 
0.335 
0.324 
0.308 
0.225 
0.175 
0.144 
0.123 
0.107 
0.096 
0.088 
0.086 
0.041 
0.039 
0.036 
0.034 
0.032 
0.031 

0.003 

0.005 
0.005 
0.004 
0.003 
0.003 
0.002 
0.002 
0.002 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.000 
0.000 
0.000 

0.005, 
0.321 
0.220 
0.159 
0.154 
0.135 
0,117 
0.1 10 
0.1 10 
0.107 
0.101 
0.074 
0.058 
0,047 
0.040 
0.035 
0.032 
0.029 
0.028 
0.014 
0.013 
0.012 
0.01 1 
0.01 1 
0.010 

0.802 
0.551 
0.398 
0.385 
0.339 
0.292 
0.274 
0.276 
0.267 
0.253 
0.185 
0.144 
0.1 19 
0.101 
0.088 
0.079 
0.072 
0.071 
0.034 
0.032 
0.030 
0.028 
0.027 
0.025 

0.003 
0.004 
0.004 
0.004 
0.003 
0.003 
0.002 
0.002 
0.002 
0.002 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 



I 1 

Table C-6 (cont). Maximum Pollutant Concentration (microgramdcubit meter) and SO2 Dry Deposition (micrograms/ m2-s) 
at Downwind Distances from the Oil-Fire Power Plant Stack at the Farmington Site for 2010. 

Downwind Maximum SO2 Concentration Maximum NOx Concentration 
Distance Annual 

From so2 
Stack 24-hr Avg. 1-hr Avg. Annual Avg. Dry Deposition 24-hr Avg. 1-hr Avg. Annual Awg. 
(km) SCREEN SCREEN ISCLT (microgm/m2-s) SCREEN SCREEN ISCLT 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
15 
20 
25 
30 
35 
40 
45 
50 
55 
60 
65 

' 70 
75 
80 

11.8 
8.1 1 
5.86 
5.67 
4.99 
4.31 
4.04 
4.06 
3.93 
3.73 
2.73- 
2.12 
1.75 
1.49 
1.30 
1.16 
1.06 
1.04 

0.500 
0.468 
0.439 
0.414 
0.392 
0.372 

29.5 
20.3 
14.6 
14.2 
12.5 
10.8 
10.1 
10.1 
9.83 
9.33 
6.82 
5.31 
4.37 
3.73 
3.26 
2.90 
2.66 
2.61 
1.25 
1.17 
1.10 
1.04 

0.981 
0.931 

0.092 
0.140 
0.158 
0.139 
0.117 
0.098 
0.083 
0.072 
0.064 
0.057 
0.042 
0.037 
0.032 
0.028 
0.026 
0.023 
0.021 
0.019 
0.01 8 
0.016 
0.01 5 
0.014 
0.01 3 
0.01 3 

0.004 
0.006 
0.006 
0.006 
0.005 
0.004 
0.003 
0.003 
0.003 
0.002 
0.002 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 

~ 

3.02 
2.08 
1.50 
1.45 
1.28 
1.10 
1.03 
1.04 
1.01 

0.955 
0.699 
0.544 
0.447 
0.382 
0.334 
0.297 
0.272 
0.267 
0.128 
0.120 
0.112 
0.106 
0.100 
0.095 

~ ~~~ 

7.56 
5.19 
3.75 
3.63 
3.19 
2.76 
2.58 
2.60 
2.52 
2.39 
1.75 
1.36 
1.12 

0.954 
0.834 
0.743 
0.680 
0.667 
0.320 
0.299 
0.281 
0.265 
0.251 
0.238 

~~~ 

0.024 
0.036 
0.040 
0.036 
0.030 
0.025 
0.021 
0.019 
0.016 
0.01 5 
0.01 1 
0.009 
0.008 
0.007 
0.007 
0.006 
0.005 
0.005 
0.00s 
0.004 
0.004 
0.004 
0.003 
0.003 

Annual Dry Deposition = Annual Concentration .M meters/second 



Table C-7. Summary of 1990 Modeling Results and Monitoring Data for an Oil-Fired Boiler Located at the Southeast 
Reference Site (micrograms per cubin meter). 

. .  

. .  

PM- I 0 " A  Particulate 1 
3u2 

hour Annilel  9.4 Le..- I 
24- _ - _  . "...USA1 ,sr-uuur Annual Annual 24-hour Annual 

Maximum Incremental . 

Impact of the Facility 0.83 0.0 I4 0.67 0.012 0.44 20 0.35 Background Concentration* 
. 7 7  

108 47 71 37 23 78 25 

47 72 37 23 96 25 Total Concentration 109 . 
- _  

80 365 
Primary NAAQS** None None 150 50 * From 1990 EPA AIRS database McMinn Co. TN monitoring station (Site ID 47-107-0101 ); 2nd highest24-hour average and annul mean 
I* For regulatory purposes the hightes second receptor concentration is added to the gaseline concentration and compared to the National Ambient Air Quality 

100 

Standard (NAAQS). 



Table C-8. Summary of 1990 Modeling Results and Monitoring Data for an Oil-Fired Boiler Located at the Southeast 
Reference Site (micrograms per cubin meter). 

NO, so* Particulate PM- 1 0 

24-hour Annual 24-hour Annual Annual 24-hour Annual 
0.04 ' 10 0.17 Maximum Incremental 0.33 0.006 0.27 0.005 Impact of the Facility 

I Background Concentration* 108 47 71 37 23' 78 25 I 
37 23 86 25 Total Concentration I08 

80 
Primary NAAQS** None None 150 100 365 

50 

* From 1 990 EPA AIRS database McMinn Co. TN monitoring station (Site ID 47- 107-0 10 1 ); 2nd higheSu4-hour average and annual mean 
** For regulatory purposes the hightes second receptor concentration is added to the gaseline concentration and compared to the National Ambient Air Quality 

47 71 

Standard RJAAOSI. 
I . I  1 



Table C-9. Summary of 0 Modeling Results and Monitoring Data for an Oil-Fired Boiler Located a 
Reference Site (micrograms per cubin meter). 

the Southeas 

NO, so2 Particulate PM- 10 

24-hour Annual 24-hour Annual Annual 24-hour Annual 

Maximum Incremental 0.98 0.0 13 0.79 0.01 1 0.4 1 24 0.32 
Impact of the Facility 

Background Concentration* 66 427 64 24 15 93 14 

Total Concentration 67 4 2  65 24 IS 117 14 

Primary NAAQS** None None 150 so 100 365 80 
* 
** For regulatory purposes the hightes second receptor concentration is added to the gaselhe concentration and compared to the National Ambient Air Quality 

7 

From 1990 EPA AIRS database McMinn Co. TN monitoring station (Site ID 47-107-0101 ); 2nd highest24-hour average and annual mean 

Standard (NAAQS). 
Indicates that the mean does not satisfy AIRS summary criteria. 



Table C-10. Summary of 2010 Modeling Results and Monitoring Data for an Oil-Fired Boiler Located at the Southwest 
Reference Site (micrograms per cubin meter). 

Particulate PM- 10 NO, so2 

24-hour Annual Annual 24-hour Annual 

0.32 0.004 0.04 11.6 0.16 

24-hour Annual 

Maximum Incremental 0.39 0.005 
Impact of the Facility 

Background Concentration* 108 71 37 23 76 25 47 
71 37 23 86 25 Total Concentration 108 47 

150 50 100 365 80 Primary NAAQS** None None 

* 
** For regulatory purposes the hightes second receptor concentration is added to the gaseline concentration and compared to the National Ambient Air Quality 

? 

From 1990 EPA AIRS database McMinn Co. TN monitoring station (Site ID 47-107-0101 

Standard (NAAQS). 
Indicates that the mean does not satisfy AIRS summary criteria 

2nd highest24-hoUr average and annual mean 
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1. INTRODUCTION 

The purpose of this appendix is to summarize the approach used to 
characterize the ecological effects of the oil fuel cycle. The general approach for the 
overall project is an accounting framework designed as a series of matrices that map 
each phase of the fuel cycle to a suite of possible emissions, each emission to a suite 
of impact categories, and each impact category to an external cost or benefit. This 
appendix defines the ecological impact categories, summarizes the types of impacts 
for all phases of the oil fuel cycle, and identifies which of those are considered priority 
impacts. 

2. DEFINITIONS OF IMPACT CATEGORIES 

This section defines, for fuel technologies in general, the impact categories to 
be used in the accounting framework (i.e., the column headings in the matrices that 
map emission and disturbance impacts). The categories are determined by resources 
or conditions valued by society, rather.than by the medium or path. A particular 
resource such as agriculture can be affected by multiple emissions and by multiple 
environmental pathways (e.g., both through direct effects of air pollutants on plants 
and on indirect effects of degraded soil quality). Resource categories affected by the 
procurement, processing, transport, and use of fuels for electric power generation can 
be characterized, for convenience, according to whether they relate to (1) natural 
biological systems, (2) managed biological systems, and (3) nonbiological 
environmental conditions. 

The following is a general discussion of some of the resource categories that 
should be considered in evaluating the potential impacts of any fuel cycle used in 
electric power generation (i.e., coal, nuclear, biomass, etc.). Not all of these 
categories apply to the oil fuel cycle. Specific information on the oil fuel cycle is 
discussed in Sections 3-7. 

2.1 NATURAL BIOLOGICAL SYSTEMS 

Natural biological systems can be affected by energy technology in three ways: 
(1) by changes in biodiversity, (2) by impacts on commercially important resources; 
and (3) by impacts on recreationally important resources. 
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Table D1. Summary of Resource Cat&ories and Potential Impacts for Fuel Cycle 
Technologies' 

Resource CategoOries Immct Pathways Miit ion 

Biodiversity 

Commercial fishing 

Recreational fishing 

Hunting 

Timber harvesting 

Recreational land 
and water use 

Crop  and suburban 
landscape 

Livestock 

Buildinga and 
materids 

Land 

Water 

Air 

NabwcJ Biobgid SjWms: 

Changea in air, water, soil quality; habitat 
alteration 

Changes in water quality; habitat 
modification 

Changes in water q d t y  and flow; 
habitat alteration 

Habitatflandscape alteration 

Altered land use; changes in soil quality; 
direct effects of emissions on t r ee  

Habitatflandsoapc alteration; changes in 
aidwater quality; changes h vk&i&ty 

Managed BIOlogical Systbn.?: 

Altered land use or quality; deposition of 
emissions on or uptake by plants; changea 
in quality of soil and irrigation water 

Altered land use; emission deposition on 
plants; soil contamination or enrichment 

Impacts on plants and animals; 
changes in species composition 
and community structure 

Changes in production or 
quality of fishery products 

fish or ratea of catch 

Changes in opportun&ies to 
hunt or ratea of harvest 

Changes in forest yield 

changes in o p p o ~ t i e s  to 

Changes in opporhrnities for 
touring, hiking, swimming, 
etc. 

Changes in crop yield, land 
valucs 

Changea in productivity, or 
quality of produds 

Nonbiobgkal EnvLonmenbl conditioru: 

Wet and dry deposition of emissions 

Altered land use due to development, 

Weathering of exposed 
metal or stone 

Changea in land values; 
aethetics; threats to 
archeological and historic s i b  

Changea in availablity, clarity, 
taste, potability, and aesthetics 

Changes in visibility and 

impoundmeat, or emission rekases 

Runoff; spills; atmo~pheric deposition 

Dust or b, odors; no& 

' For impacts specific to the 03 fuel cycle see Saction8 3-7. 
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2.1.1 Biodiversity 

Biodiversity refers to (1) the genetic diversity of species and populations, 
(2) the species diversity of biological communities (i.e., number of species of 
plants and animals); and (3) habitat diversity at a local, regional, or global scale. 
The genetic diversity of species and populations can be altered by changes in 
environmental parameters; by environmental contamination with xenobiotic 
substances (e.g., development of oil-resistant species); or by the intentional or 
inadvertent introduction of new gene pools (i.e., hybrid plants or introduced 
species of animals). Changes in Species diversity can result from habitat 
alterations, extinction of native species, or the introduction of non-native species. 
Habitat diversity is largely affected by altered land uselland cover patterns. 
Habitat diversity is especially important for species of animals that require different 
types of habitats for diffmt life stages or activities (Le.; feeding, shelter, nesting) 
and for plants that may be dependent, for example, on insect pollinators that rely 
on other habitats (Ranney et al. 1991). Habitat patch size and spatial location is 
also important, not only in determining animal population size and reproductive 
success, but in defining microhabitats, as is the case for animal species which 
survive only in the interior of large forests or certain desert areas. Oil spills or 
runoff in marine or freshwater systems may temporarily degrade habitat area and 
displace threatened and endangered aquatic species. 

Changes in biodiversity at a local level are not necessarily followed by 
identical changes at the regional or global level. Extinction of native species of 
plants and animals and their xeplacement by a greater number of noninative species 
might be viewed as a local increase in biodiversity but on a regional or global scale 
this would represent a decline in biodiversity. Threats to biodiversity were recently 
discussed in the proceedings of the National Forum on Biodiversity (Wilson 1988). 

In the context of this report, ecological impacts of fuel technologies on 
habitats, species, and/or populations, which are not directly related to commercial 
exploitation or recreationalwe of natural resources, are considered impacts on 
biodiversity.( Habitat alterations often cause the greatest impacts on biodiversity 
because numerous species can be affected. In addition, small unique habitats, 
which may be of.limited scenic or recreafional value, but which,,may beconsidered 
valuable for commercial development, may 'contain rare or endangered species of 
small population size and limited geographic distribution. Specific impacts which 
are of m n m  include those on thre!atekd or enmgered species, legally protected 
areas (e.g. Wildand Scenic Rivers), and bther'ecologically valued natural systems 
(e.g., wetlands, pine barrens, riparian areas, bogs, coastal areas, estuaries). These 
impacts may come about as a result of (1) altered land use; (2) local or regional 
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changes in environmental parameters; or (3) the introduction of substances which 
may affect the growth or survival of populations. 

Although heavily modified by man's activities, the southeastern United 
States supports a number of endangered and threatened species as well as relict 
examples of a number of previously common ecosystem types. The southwest has 
also been heavily modified by man. In this region, riparian habitats are especially 
important reservoifs of biodiversity. Offshore oil drilling activities and associated 
navigation activities needed to support offshore development have impacted coasfal 
wetlands. 

- At the present time the quantification of impacts to natural 
systems is difficult because of a lack of exposudresponse functions. However, 
our approach has been to carry an analysis through to its current limit to 
demonstrate the extent of the problem, and to show what can currently be 
achieved. 

From a biological perspective there are two important issues to understand 
concerning assessment *and valuation of impacts to biodiversity and natural 
biological systems. 

The first is long-term biological sustainability. This issue goes beyond 
the concept that nature conservation should protect life on the planet as it 
is, to ad& the protection of life in the future. It embraces protection of 
habitat and inter/&tra-species genetic diversity. These factors are likely to 
be extremely important in the near future as ecosystems will need to be able 
to adapt in response to the anticipated effects of global climate change. 

The second issue is the generally accepted paradigm that ecosystems 
have a damage threshold. Under what may be considered the normal range 
of conditions, ecosystems are resilient and can cope with stress. However, 
should that stress exceed a threshold they are liable to crash or not be able 
to maintain a desired/acceptable condition. The threshold may be reached 
by the cumulative stress of several activities of the same or different kinds. 

Marginal assessment of many impacts such as the effects of ozone on crop 
yield involves the application of a smooth dose-response function similar to those 
shown in Figures D-1 (a) and D-1 (b). For such situations estimation of 
incremental damages is reasonably straightforward and data are usually available 
at a suitable level of accuracy. In cases where a damage threshold exists analysis 
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Pollution 

I 

Pollution 

I 

f 

. *  
Pollution 

Figure D-1. Relationship between damage aiid pollution. Margind assessment of cases (a) and (b) is 
reasonably straightforward. However, the ‘discontinuity in case (c) complicates analysis. A large 
increase in damage is associated with the sin:ill increment in pollution at point P that raises deposition 
above a critical load. Note that these figures have been idealized for illustrative purposes. 
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is more difficult, particularly when attempting to assess the impacts of an 
incremental power station. At the threshold a slight increase in pollution will cause 
a large increase in damage [Figure D-1 (c)]. At background levels higher or lower 
than the threshold a small increase in deposition such as that from a single power 
station, is likely to have a negligible impact. Precise identification of sites pushed 
beyond the threshold is not possible at this time because baseline environmental 
data and models are not available at the required level of accuracy. Estimation of 
the number of sites concerned would be possible provided that some assumption 
was made about the distribution of numbers of habitats relative to the critical load 
or threshold condition. 

Another factor involved in the analysis of impacts to biodiversity using a 
critical loadskondition approach is the fact that estimated impacts are heavily 
dependent on the future emissions or condition scenario chosen. Figure D-2 
(which has been idealized for the purposes of illustration) shows the effect of 
introducing an incremental power station on ecosystems that differ in existing 
atmospheric deposition relative to their critical load. Under a constant emissions 
scenario the marginal impacts approach would only be of interest for the second 
case (b), in which the incremental deposition to the target ecosystem is sufficient 
to increase total deposition beyond the critical load. Under the constant emissions 
scenario there are no marginal damages associated with case (c); incremental 
deposition may increase the rate of degration at such sites but will have little or no 
additional effect on long-term ecosystem sustainability . 

The constant future emissions scenario is known to be unrealistic. 
Governments of most industralized nations are now committed to reducing many 
of the emissions that affect biodiversity and other types of receptors. Accordingly, 
deposition levels at many sites will fall below critical loads in the future. The 
marginal effect of incremental emissions will be that some sites remain in excess 
of critical loads and the recovery of others that have not been degraded beyond the 
limit of their sustainability will be delayed (Figure D-3). Accordingly, within the 
framework of this project it is appropriate to identify sites that are already in excess 
of critical loads or in an unacceptable condition in addition to consideration of any 
that may be pushed beyond the threshold by incremental emissions or change. 
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Figure D-2. Theoretical effect of the introduction of an incremental power plant (shown by the vertical 
dashed line) on ecosystems which differ in existing deposition relative :to ,their critical load. This 
example is based on a scenario under which future emissions do not otherwise change. The ecosytem 
represented by case (a) is well below critical load, and the small increment .from the reference power 
plant has no effect on sustainability. In case (b) the baseline for the ecosystem is at the critical load, 
and damage increases greatly in response to the sinall increase in deposition caused by the incremental 
power plant. In case (c) critical loads are already exceeded. The ecosystem is already experiencing 
damage and will continue to do so until it is completely degraded. Provided that future emissions do 
not change. marginal damiiges will only be associated with case (b). It should be noted that these 
diagrams have been simplfied for illustrative purposes. 



D-8 Ecological Impacts 
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Figure D-3. Recovery of ecosystems following reduction of pollutitnt deposition to below critical 
l d e v e k .  Recovery is shown both with (solid line) and without (dashed line) the incremental power 
Station. The marginal damage is that associated with the delay in recovery, shown by the shaded area 
between the two curves. In theory this could simply relate to temporary effects and at time t the 
ecosystem would recover to its original state. It is, however, likely that there would be some residual 
damage, the level ofwhich could also be affected by emissions from the reference power station. Note 
that some ecosystems will have lost the ability to recover, at least within the forseeable future. 
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2.1.2 Commercially Valuable Natural Resources 

Commercially valuable natural resources such as fisheries and natural stands 
of timber can be affected in varying degrees depending on the particular fuel cycle 
and energy technology utilized. Fisheries resources can be affected by habitat 
alteration or changes in water quality. For example, dredging and channelization 
of estuaries and construction of oil rigs may affect nursery areas for marine fish 
and shellfish. Water quality can be affected by spills, surface runoff, and 
atmospheric deposition. Water quality parameters of importance in fisheries are 
temperature, pH, dissolved oxygen, suspended sediments, plant nutrients 
(phosphates and nitrates), and toxic substances. Emissions of contaminants may 
result in the loss of commercially valuable fish and shellfish populations due to 
direct kills, reductions in productivity (growth, population size or reproductive 
success), or by the tissue accumulation of'chemicals at levels above regulatory 
standards. Conversely, emissions of limited amounts of nutrients may increase 
levels of primary productivity which may be beneficial in some instances. 
Alterations in habitat may also have benefical consequences, as in the case of 
offshore oil platforms which provide hard substrate for benthic organisms and 
function as fish attractors. 

Commercial fishing in the Gulf of Mexico is an important economic 
component of the United States. Economically-important species are menhaden, 
shrimp, oysters, blue crabs, yellowfin tuna, groupers and scamp, black mullet, red 
snapper, swordfish, bluefin tuna, black drum, shark, spotted seatrout, and 
vermilion snapper. Both finfish and shellfish resources are dependent on the 
estuaries of the Gulf of Mexico. Commercial fishing is not an important industry 
near the southeastern and southwestern reference sites, although there is a small 
mussel industry (piirnarily ,for pearl production) in the southeastern area, and 
aquaculture for trout and catfish is common. Commercial fishing would not be an 
economic consideration at the two refineiy sites. . 

. .  . . a  

The timber industry may bQaffected by the development of a specific 
energy technology as a result of 'the deposition of air contaminants on foliage 
causing direct phytotoxicity or reduced growth or by soil contamination leading to 
leaching of soil nutrients. Conversely, under some conditions, certain emissions 
may represent sources of nutrients which could increase tree productivity. 

Extensive stands of pines are grown in the southeast for pulp production, 
and national forests in the area are utilized for hardwood production. Commercial 
timber harvesting is negligible in the southwest. 
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2.1.3 Recreationally Valuable Natural Resources 

Forests, parks, streams, lakes, rivers, beaches, and other public or private 
outdoor areas that may be used for fishing, hunting, camping, nature studies, 
birdwatching, swimming, boating, hiking, and other recreational activities may be 
affected by environmental changes associated with a given stage of a fuel cycle or 
energy technology. Changes in forest composition, wildlife abundance, water 
quality, and air quality may alter the use of such resources. All rivers and 
reservoirs in the southeast support intensive recreational use. Recreational fishing 
for sport or consumption is common throughout the area and is often associated 
with electric generating facilities such as in the tailwaters below hydroelectric dams 
and in the cooling water effluents from fossil fuel and nuclear power plants. The 
most important recreational fisheries in warmwater reservoirs, rivers, and ponds 
involve the families Centrarchidae (largemouth and smallmouth bass, bluegills, and 
crappie), Ictaluridae (catfishes), Perchidae (perches, walleye, and sauger) and 
Serranidae (white bass and striped bass). Coldwater streams in the southern 
Appalachians and on the Cumberland Plateau support fisheries for rainbow, brown, 
and brook trout. Although the area surrounding the southwestern site is semiarid, 
the San Juan River supports both a cold-water fishery including rainbow and brown 
trout and warm-water species including carp, catfish, and suckers. There are no 
recreational fisheries at the refinery sites. The Gulf of Mexico coastal area is an 
important site of offshore marine recreational fishing and scuba diving, both 
associated with oil and gas production platforms which serve as artificial reefs. 

Hunting refers to the noncommercial harvesting of game birds and 
mammals. These animals can be affected by air and water pollution and by 
physical disturbances (habitat destruction and noise) related to energy production. 
Hunting is common on private and public lands throughout the southeast. In recent 
years areas adjacent to the southeastern site have been used for deer hunting. 

National forests and the Great Smoky Mountains National Park near the 
southeastern site are important recreational resources. The number of visitors to 
the latter was about 8.6 million in 1991 (National Park Service). Recreational 
resources at the New Mexico site include sightseeing, camping, hiking, and 
picnicking. 



Ecological Impacts D-11 

2.2 MANAGED BIOLOGICAL SYSTEMS 

2.2.1 Agricultural, Silvicultural and Horticultural Industries 

Different fuel cycles and energy technologies may affect agricultural, 
silvicultural, and horticultural industries depending on changes in land use patterns 
and on the release of atmospheric emissions which may affect plant growth and 
crop yield. Some air emissions may function as plant nutrients, while others (or 
secondarily derived atmospheric products such as ozone) may adversely affect plant 
growth. 

Common crops in the southeastern United States include corn, soybeans, 
and tobacco. Within a 75-mile radius of the southeastern reference site, about 
115,300 acres are utilized for corn and about 123,200 acres for soybeans, 14,700 
acres for other row crops (tobacco etc.), and 34,200 acres for closecrops such as 
wheat. Most of the land at the southwestern site is semiarid, with vegetation 
consisting of grasses and shrubs. Lesser amounts of sand wash and saline lowland 
and badland vegetation are also present in the area. Some native plants are used 
by Native Americans. 

2.2.2 Livestock Industry ~ 

Livestock includes animals and poultry raised for meat or dairy products as 
well as animals raised for other commercial purposes such as show horses. Fuel 
cycle technologies may impact these industries through changes in land use patterns 
(Le., decrease in land for pasture), through deposition of air emissions on plant 
surfaces followed by grazing, or through water emissions that may affect the 
quality of the animal's drinking water. Ambient air pollution levels in rural areas 
are usually far below. levels that could cause direct effects on animals, and no data 
demonstrating such impacts are available. Cattle and poultry are the principal 
livestock raised in the southeast; Approximately 76,570 acres within a 75-mile 
radius* of the southeasternisite is used as .pasture and about 19,480 acres for hay 
production. Vegetation at the southwestern site is used for grazing and browsing 
by domestic livestock and wildlife. - .  

. I  

.I 

2.3 NONBIOLOGICAL ENVIRONMENTAL CONDITIONS ' I  I 

a ,  ~. 

Included in this category are potential impacts on man-made structures, 
valued historic and archeological sites, and general changes in environmental 
aesthetics. 
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2.3.1 Buildings, Roads, and Materials 

Air emissions (primarily NO, and SQ) generated at different points in a 
fuel cycle, and the resulting formation of acidic compounds in the atmosphere, can 
have potential impacts in terms of enhanced weathering of exposed metal and 
stone. Acid deposition is generally identified as a regional impact caused by 
multiple sources, both mobile and stationary. The impacts of a specific point 
source such as a power plant are difficult to delineate. 

Vehicles transporting crude oil to the refinery sites or residual oil to the 
power plants may increase rates of deterioration of road surfaces. Impacts on 
roads would be dependent on the size of the trucks utilized, the number of trips 
made, and on the mileage driven. 

2.3.2 Archeological and Historical Sites 

Various aspects of the alternative energy technologies, including utilization 
of land for construction of roads, power plants, and transmission lines as well as 
impoundment of streams and rivers may result in the loss of valuable archeological 
and historically important sites. The southwestern site is in the San Juan Basin, an 
area rich in paleontological resources. The site would also occupy an area of 
archaeological and historic importance to Native Americans. The Bisti and De-na- 
zin Wilderness Study Areas and Cham Culture National Historical Park are located 
only a few miles from the proposed power plant. 

2.3.3 Asthetics 

Of concern in the development of any fuel cycle technology is the 
possibility of actual or perceived alterations in environmental asthetics through 
changes in the form, line, color, and texture of the landscape or seascape. 
Changes in air clarity (due to moisture content, hydrocarbons, or particulate 
matter) will affect perceptions of landscape elements and distances involved. The 
sensing of noxious odors from stacks, motor vehicles or transport vessels, changes 
in water clarity, taste and potability, the addition of process or wastewater effluents 
to local waters, and changes in noise due to machinery and vehicles, are some of 
the elements which can alter asthetic perceptions. Water availability can also be 
affmted by various stages in a fuel cycle, and can be a major issue in areas where 
water resources are limited. 
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3. OVERVIEW OF ENVIRONMENTAL IMPACTS OF THE OIL FUEL 
CYCLE 

Oil drilling, crude oil refining, energy generation from oil, and transportation 
and storage of crude and refined oil can have a variety of impacts on aquatic and 
terrestrial resources. Principal concerns have historically included landscape 
changes from drilling rigs and the impacts of oil spills on aquatic and terrestrial 
habitats. Large amounts of wastes and wastewaters associated with oil extraction 
and refining must be disposed of in an ecologicallylacceptable manner. More 
recently, regional and global effects of atmospheric pollutants: acid deposition, 
COz release, and heavy metals have become major ecological concerns. 

3.1 OILDRILLING 

The crude oil supplied to the Texas refinery would be produced onshore in 
southeast Texas in 1990 and offshore in the Gulf of Mexico in 2010; crude oil for 
the northwest New Mexico refinery would be produced onshore in southeast New 
Mexico in both 1990 and 2010. 

3.1.1 Land-Based Drilling 

The three major wastes from 
(water associated with the oil or 
cuttings. The constituents of 

oil drilling and extraction are "produced" water 
gas reservoir), drilling fluids or muds, and drill 
these three wastes vary from well to well, 

geographically, and over time. The primary pollution problem from onshore oil 
production is the disposal of produced water. Produced water and drilling wastes 
can enter surface waters or leach into groundwater which is a major source of 
drinking and irrigation-water in New Mexico. 'Approximately 88 % of the New 
Mexico population relies upon groundwater fordheir water supply (New Mexico 
Water Quality Control Commission 1990): The construction of*roads and canal 
dredging can also affect water quality. Spills and leaks of oil or wastes can enter 
the surface and groundwater systems. Noise associated with drilling and 
production operations is generally a local problem. 

c1 

Onsite treatment of drilling wastes includes evaporation in surface pits or 
ponds, underground injection, or treatment and discharge to surface waters. 
Following evaporation, solid wastes are disposed of in landfills or by landspread, 
roadspread, or pit burial (See sections 4 and 5 of this document for further details 
on on-site drilling waste disposal. See Appendix A for U. S. and state regulations 
on drilling waste disposal). Reserve pits (one per well) are used to accumulate, 
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store (prior to recycling), and dispose of spent drilling fluids (referred to as muds), 
cuttings, and associated wastes. More recently, mud tanks have been used for 
stomge and recycling and pits for disposal. About 63% of reserve pits are unlined 
and, as a result, seepage of liquid and dissolved solids into shallow freshwater 
aquifers may occur (U.S. EPA 1987). 

3.1.1.1 Produced Water 

Produced water is treated by gravity separators, gas flotation cells, and/or 
stored in retention ponds to separate the oil and water. Following treatment, 
onshore produced water is disposed of by release to surface waters (in coastal 
areas), underground injection, or evaporation in surface ponds or pits. Injection 
of produced water into underground pits is extensively practiced by the petroleum 
industry. In some states such as Texas, oil producers operating near the Gulf Coast 
are allowed to discharge produced water as well as other drilling-associated wastes 
into tidally affected surface streams. Produced waters contain elevated 
concentrations of certain petroleum hydrocarbons, particularly the lighter 
aromatics, e.g., benzene through naphthalene, which are more acutely toxic than 
the heavier hydrocarbons. In addition, produced water may contain additives such 
as biocides and detergents and have a very high biological oxygen demand (BOD) 
level. 

Concentrations of constituents of produced water effluents for 30 oil and 
gas platforms in the Gulf of Mexico were analyzed (US.  EPA 1991). Limits for 
constituents of offshore produced water were set based on the average values 
(Table 5.1-5, Section 5). The U.S. EPA (1987) has also set limits for effluent 
concentrations of onshore produced water (Table 5.1-6, Section 5). Only arsenic, 
benzene, boron, sodium, chloride, and mobile ions are regulated. 

Several states, such as Wyoming, allow the direct discharge of untreated 
produced water that is low in chlorides into dry bed streams or surface streams. 
Chronic discharge of low-levels of pollutants may be harmful to the receiving 
stream biota. At the Dallas oil field in central Wyoming, water produced with oil 
is separated and discharged at the rate of about 20,000 barrels per day into Little 
Pop0 Agie River, a recreational trout-fishing stream (Woodward and Riley 1983). 
The river flow ranges from 20 to 70 cu ft per second. The concentration of total 
hydrocarbons in the discharge was measured at 5.6 mg/L and resulted in 
concentrations of 46 to 85 pg/L within 1.4 km downstream. Concentrations in the 
sediments ranged from 979 to 2,515 mg/kg and were primarily from saturated 
hydrocarbons (C,* to q8). Naphthalenes were found in the stream water but not 
in sediments, and zinc was elevated in the sediments. Species diversity of 
macrobenthos, as measured by the Shannon-Weaver diversity index, was reduced 
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below the discharge. Plecqtera and Trichoptera were almost completely 
eliminated while Diptera increased. Changes in the macrobenthos communities 
could threaten the fishery resource. 

In laboratory studies, soluble oil components at concentrations less than 100 
p g L  were detrimental to cutthroat trout (Oncorhynchw Clark) (Woodward et al. 
1981, Woodward and Riley 1983). Maximum acceptable concentrations of oil-in- 
water were between 24 and 39 pg/L. Water samples collected from Salt Creek, 
Wyoming, which receives produced water effluents form the Salt Creek oil field 
were tested for toxicityf to Cerialaphnia dubia and the fathead minnow, 
Pimephules promelas (Boelter et al. 1992). Seven-day survival and growth tests 
resulted in reduced survival and reproduction of C. M i a  compared to the 
upstream control, but fathead minnows were not affected. Major inorganic ions 
ma+, IC', C1-, HCO,', and C0,'- appeared to account for the observed toxicity. 

produced water from offsho~ drilling has been successfully treated onshore in 
Alaska (Lysyj 1982). In this case, produced water w& subjected to heat, gravity 
separators, gas flotation cells, and retention ponds to separate the oil from the 
water. Effluent from the retention ponds was returned to the coastal waters. In 
excess of 90% of the oil was removed; however, high concentrations of dissolved 
nonvolatile organic matter (300400 mg C'L)  wen! present. Benzene, toluene, and 
xylenes averaged 3.7, 1.8, and 0.7 mg/L, respectively. These concentrations are 
not acutely toxic to freshwater organisms as indicated by U.S. EPA (1992b) Water 
Quality Criteria (benzene, 5.3 mg/L; toluene, 17.5 mg/L; and xylenes, no 
criteria). Criteria for chronic exposure to these three constituents have not been 
developed. 

3.1.1.2 Drilling Fluids 
i 

Drilling fluids are slurries composed primariry of barite (barium sulfate), clays, 
lignosulfonates, and lignites. They ire usually reused during drilling activities; 
spent fluids, ref& to ai muklscare discharged intermittently during well drilling. 
S e v d  Gulf states allow didharge of onshore drilling muds into nearby estuaries. 

3.1.1.3 DrillCuttings A 

Drilled'formation solids and silt are separated from fluids by a shale shaker 
screen and hydrocyclone and disposed of in landfills, by landspread, by 

'mg cahonk ,  1 mg C/L correeponds to approximately 1.16 mfi of oil 
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roadspread, or by pit burial. No ecological impacts are expected from the disposal 
of drill cuttings. 

3.1.1.4 Combined Wastes 

Because the three types of wastes are not treated individually, the following 
discussion refers to combined wastes. The U.S. EPA (1987) has documented the 
following cases of environmental impacts. Incidences in which damages were 
collected include (1) groundwater contamination following leaching from unlined 
waste disposal and reserve pits and from improperly operated injection wells, and 
(2) surface water and sediment contamination from the direct discharge of 
produced water and drilling mud and the inadequate or illegal disposal of oily 
water. Barium, sodium, iron, chlorides, and other ions have migrated into 
groundwater. Improperly plugged abandoned wells discharge oil which has 
contaminated land and entered surface water. These practices have led to 
contaminated domestic wells, degradation of wetlands, endangerment of estuarine 
fisheries such as oyster beds and crayfish, damage to crops, buildup of polycyclic 
aromatic hydrocarbons (PAHs) in stream and estuarine sediments, declines in fish 
populations and other populations of aquatic organisms, and fishkills downstream 
of operations. In addition, commercially harvested foods such as crabs and clams 
in coastal areas could accumulate heavy metals and PAHs. 

Tabb's Bay, Texas, which receives produced water as well as discharges 
from upstream industry, has become severely degraded by PAH Contamination. 
Another site, Petronilla Creek, which empties into Baffin Bay, contains high levels 
of chromium, barium, oil, grease, naphthalene, and benzene; no species of 
freshwater fish or vegetation are present. Discharges to Petronilla Creek are now 
prohibited. Other discharges to tidally-affected areas are permitted by the Texas 
Railroad Commission (TRC), but the U.S. EPA has not issued NPDES permits. 
Two cases of illegal disposal of drilling muds were also reported: in both cases 
reserve pits were breached allowing drainage into surface streams. New Mexico 
allows the disposal of produced water into unlined pits. Because of groundwater 
contamination in the northwestern part of the state, the amount of produced water 
discharged into unlined pits is limited to five barrels per day. In southeastern New 
Mexico, inadequate maintenance of a saltwater injection well resulted in 
contamination of ground water with salt (injection occurs at 10,000 feet). When 
used as an irrigation source for crops, crop damage resulted. 
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3.1.2 Offshore Drilling 

Approximately 17 wells on four platforms (four wells per platform) are 
needed to produce the 10,OOO barrels of crude oil per day for the 300-Mw oil-fired 
power plant (Wang 1992B). 

Impacts to coastal areas and marine environmental resources such as 
fisheries and endangered species at offshore drilling sites can result from oil spills, 
discharge of produced water and drilling fluids and cuttings, and chronic loss of 
oil. Pre-construction seismic surveys and the construction and operation of 
pIatforms and pipelines can interfere with commercial, recreational, and 
subsistence fishing activities. Long-term chronic effects during operation of the 
platform are also a source of concern. The construction of pipelines and navigation 
channels through intertidal zones and wetlands can permanently destroy aquatic 
habitat. In addition, onshore construction of support facilities can have potential 
adverse economic effects on tourism, recreation, and fishing. If oil spills reach 
shore, coastal areas, including wetlands, could be destroyed (Neff et al. 1987). 
Major activities that may impact coastal and marine areas during development and 
operation of an offshore oil facility are listed in Table D-2. 

The Gulf of Mexico continental shelf is an important winter spawning 
ground for sport and commercial fishes such as menhaden, Atlantic croaker, and 
mullet and invertebrates such as brown and white shrimp. It is also the year round 
habitat for ocean sunfish, oarfish, swordfish, king mackerel, and whales (Gates 
1985). 

Although baseline studies of the physical oceanography and ecology of the 
Gulf of Mexico Outer Continental Shelf have been ongoing (National Research 
Council 1990, 1992) there is a-paucity of information’on distribution of species and 
composition of comm before onset of oil drilling. The natural variability of 
ecosystems makes q tion of changes in the quantity and composition of 
marine communities difficult.. Animals and plants near the edge of their range or 
utilizing marginal habitats would be the most susceptible to reduction in numbers. 
Although local effects in-the area of drilling platforms have b k n  noted, overall 
effects on biodiversity are probably slight. Chronic pollution of- the marine 
environment is widespread but difficult to quantify. J Ecological impacts, 
particularly from a small incremental increase in pollution, are even more difficult 
to assess. Models of the fate and effects of chronic discharges may be useful but 
require further development. 

Large oil spills from platforms and well blowouts are rare occurrences but 
may have a significant short-term impact. Stock recruitment results in recover of 
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local fisheries within one to two years. More important than the short-term effects 
of these spills or well blowouts is the chronic low-level discharge of inert 
materials, hydrocarbons, and metals discharged with treated wastewater (Theodore 
and Buonicore 1980, Neff 1987). Chronic pollution may lead to subtle ecological 
changes and impairment of fishery resources. These studies have shown that early 
embryonic and larval stages are more sensitive to petroleum hydrocarbons than 

Table D-2. Mqjor activities in the development of an offshore oil and gas field and 
their potential effects on marine and coastal environments 

Activities Potential Effects 

Seismic surveying Noise effects on fishes and mammals - 
Rig emplacement 
Drilling 

Routine rig operations 
Rig servicing 

Platform fabrication 

Platform installation 

Drilling 

Completion 
Platform servicing 

Separation of oil and gas from water 

Fabrication of storage facilities and 

Offshore emplacement of storage 

Transfer to tankers and barges 

Construction of on-shore facilities for 

Pipeline operations , 

pipelines 

and pipelines 

transportation and storage 

Seabed disturbance due to anchoring 
Discharge of drilling fluids and cuttings; 

Deck drainage and sanitary wastes 
Discharges from support vessels and coastal 

risk of blowouts 

port development 

Land use conflicts and increased 
channelization in heavily developed areas 

Coastal navigation channels; seabed 
disturbance resulting from placement and 
subsequent presence of platform 

Larger and more heavily concentrated discharges 
of drilling fluids and cuttings; risk of blowouts 

Increased risk of oil spills 
Dredges and coastal port development; 

discharges from vessels 
Chronic discharges of petroleum and other 

pollutants 
Coastal use conflicts 

Seabed disturbances; effects of structures 

Increased risk of oil spills; acute and chronic 
inputs of petroleum 

Coastal use conflicts; alterations of wetlands 
in pipeline corridors 

Oil spills; chronic leaks 

From Neff et al. 1987. 

later larval and adult stages. Sublethal effects include developmental and 
behavioral changes, which increase susceptibility to disease and other stresses. 
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These effects occur at concentrations of petroleum much lower than those that 
result in acute toxicity. For example, abnormalities in egg development of fish and 
changes in behavior of invertebrates occur at concentrations as low as 1 ppb 
(Vandermeulen and Capuzzo 1983). 

The amounts and constituents of discharges associated with oil operations 
vary with the stage of oil production as well as the geologic formation. The most 
significant discharges associated with offshore oil operations are drilling fluids, 
drill cuttings, and produced waters (Menzie 1982, U.S. Department of the Interior 
1991a). The amounts and concentrations of constituents of drilling fluids and 
produced waters are dependent on the method of recovery and nature of the 
geologic formation. Leakage and spillage of crude oil also occur. The fate and 
toxicity of such discharges have been studied separately, but in reality, the 
discharges occur concurrently and effects must be considered together. 

Fisheries may be adversely affected by chronic petroleum discharges from 
offshore operations; the catch of fish off the coast of Louisiana has decreased 
concomitantly with the development of the petroleum industry. However, the 
decrease has been attributed to overfishing (U.S.  Department of the Interior 1991). 
Landings data from the Louisiana coast for several important commercial fisheries 
- shrimp, red snapper, and blue crab - indicated consistently lower catch-per-unit- 
effort than for the rest of the Gulf of Mexico. Since > 88% of the offshore 
platforms are located in this area, this represents a potentially significant impact 
from oil drilling (Petrazzuolo et d. 1985). However, natural variations of fish 
populations and the presence of contaminants from other sources make it difficult 
to detect or quantify potential impacts from oil production. 

According to the U.S. Department of Interior (1991), no permanent 
degradation of water quality is expected ,in the offshore coastal environment. 
Rapid dilution of discharged materials is expected to limit the extent of water 
quality degradation to within a few hundred meters of the source. 'However, if 
produd water is discharged into isolated coastal areas such .as shallow salt marsh 
environments with limited circulation, localized degradation of water quality may 
take place as long as the discharges continue. 

3.1.2.1 Produced Water 
! 

produced waters contain oil and grease which are removed before disposal, 
water soluble hydrocarbons, other organic ' chemicals, and trace metals. 
Radioactivity in the form of radium-226 and radium-228 has been associated with 
some produced waters. Treated produced water is discharged directly from 
offshore platforms into the surrounding water; in some cases, the produced water 
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is piped ashore, treated, and then discharged into nearshore or estuarine waters. 
On offshore platforms, produced water is treated by gravity separation and gas or 
air flotation before discharge overboard. These processes generally reduce the free 
oil present in excess of 90%. The U.S. EPA Best Practicable Treatment (BPT) 
and Best Available Technology (BAT) limits for oil and grease in produced waters 
are 79.16 and 3.96 mg/L, respectively (Table 8, Appendix B). The BPT 
guidelines are currently in effect. Produced water discharged to the ocean is 
rapidly diluted. 

Several studies listed concentrations of constituents of produced water 
effluents. The average free oil concentration in produced water from seven 
offshore platforms in the Gulf of Mexico off the Louisiana coast was 30 mg/L of 
water. Total aromatic hydrocarbons averaged 2 mg/L and dissolved organic 
carbon averaged 436 mg/L. The organic composition was complex; components 
originate from the crude oil as well as demulsifiers, defoamers, and flocculation 
reagents used to facilitate treatment. Four organic priority pollutants (benzene [ 1.1 
mg/L], toluene [O. 8 mg/L], xylenes/ethylbenzene [0.3 mg/L], and phenol [0.5 
mg/L]) and two metal priority pollutants (chromium [0.3 mg/L] and lead [0.6 
mg/L]) were found in all treated effluents; naphthalene, zinc, beryllium, cadmium, 
copper, silver, and nickel were found intermittently (Lysyj 1982). These 
concentrations of pollutants in treated produced water are below BPT guidelines. 
In another study (Neff et al. 1987) concentrations of benzene, toluene, xylenes, 
and ethylbenzene in a limited number of samples from the Gulf of Mexico were 
6.1, 7.4, 3.5, 1.2 mg/L, respectively. Concentrations of metals varied greatly 
from sample to sample. 

Neff (1987) reviewed the toxicity of produced water to estuarine and marine 
crustaceans and fish from the Gulf of Mexico. For whole produced water 
(hydrocarbon concentration 17.9 ppm), more than 88% of LCso values were above 
10,OOO mg/L and all were above 1,000 mg/L. The most toxic produced water 
samples had been treated with biocides. The most sensitive organism was the 
brown shrimp (Penaeus uztecus) with a 48-hour LCs, of 8,000 mg/L. By most 
toxicity classifications, produced water can be considered practically nontoxic and 
would not have an adverse impact on organisms in the water column around 
platforms. Chronic studies with produced water have not been undertaken. 

Water Quality Criteria have been set for acute and chronic exposures of 
marine organisms to many of the organic and trace metal constituents of produced 
water (US. EPA 1992b) (Table D-3). These limits are much lower than BPT and 
BAT limits for offshore produced water discharges. However, a comparison of the 
BPT and BAT concentrations with the Water Quality Criteria after 10,000-fold 
dilution (100 meters downcurrent of the discharge) shows that all constituent 
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concentrations would be below the acute and chronic criteria levels. 

Table D-3. Water quality criteria of produced water constituents for 
saltwater orRanisms (mg/L) 

Constituent Acute Chronic 

Benzene 5.1' 0.T 

Toluene 6.3' 5.0' 

Ethylbenzene 0.4' 

Phenol 5.8' 

Chromium 0 10.3' 

Chromium (VI) 

Led 

Naphthalene 

zinc 

1.1 

0.220 

2.35' 

0.095 

0.05 

0.0085 

0.086 

Beryllium 

Cadmium 0.043 0.0093 

Copper 0.0029 

Silver 0.0023 0.00092b 

Nickel 0.075 0.0083 

'Insutlicient data to develop criteria. Value presented is the lowest-observed-effect level. 
'Proposed criterion. 

? .  / +  . I  , 

I s. 
3.1.2.2 Drilling Fluids 

EPA (1991) estimates that, on the 6,926 barr,els p 
based drilling fluid may be discharged du first 100 daysof well drilling in 
the Gulf of Mexico. Since approximately 17 wells on four platforms (four wells 
per platform, each producing 600 bzqrels.per, day) are necessary to produce the 
needed 10,OOO barrels of crude per day, 117,742 barrels of drilling fluid would be 

f this, 81.06% or 95,441 barrels, would'be attribhd to gas 
r$oduction (see Section 5.1.2.1). 

ng fluids k e  regulated by the Environmental 
Protection Agency; discharges of oil-based drilling fluids into marine waters is 
prohibited. After treatment for removal of oil and grease, drilling fluids are 

e remiinder to 

Discharges of water-ba& 
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discharged directly into the ocean. These drilling muds contain a high BOD and 
chemical oxygen demand (COD) which may have a detrimental effect on aquatic 
organisms. Several metals of environmental concern because of their potential 
toxicity and/or abundance are found in drilling fluids: arsenic, barium, chromium 
III, cadmium, copper, iron, lead, mercury, nickel, and zinc. The metals found at 
concentrations significantly higher than in natural marine sediments include 
barium, chromium, lead, and zinc (Neff et al. 1987). 

Payne et al. (1987) among others (Neff 1987; US. Department of the 
interior 1991) reviewed dispersion models and field studies of the fate of drilling 
fluids and cuttings. Dispersion models for drilling fluids and drill cuttings 
adequately described short-term dispersion. In contrast, because of insufficient 
data on transport rates, current patterns and the long-term behavior of discharge 
constituents, models have not been successful in adequately predicting the long- 
term dispersion of discharges from platforms. 

Field studies showed only localized effects; far-field effects or long-term 
accumulations were restricted by the high dilution and dispersion rates. Despite 
different hydrologic parameters at different sites, plume dilution rates were fairly 
consistent, and the measured levels of suspended solids and particulate trace metal 
constituents were typically reduced to background concentrations within a few 
hundred meters of the discharge. The barite and associated heavy metals 
(aluminum, iron, chromium) tended to settle out of the discharge plume in the 
vicinity of the well, depositing in the sediment. The lighter materials in the upper 
part of the plume were transported with the prevailing currents; suspended solids 
reached background levels 1 ,000 to 2,000 meters downcurrent of the discharge and 
within 2 to 3 hours of discharge. Based on the several field dispersion studies, 
discharged drilling fluids are diluted 1,000-fold or greater within one to three 
meters of discharge and trace metals are diluted 10,000-fold 100 meters 
downcurrent from the discharge. At high discharge rates in the Gulf of Mexico, 
the greatest area of influence ranged up to one kilometer; the measured parameter 
was light Gsmittance. Sediments enriched in heavy metals were found around 
some platforms. 

Drilling fluids are of low acute toxicity. Petrazzuolo (1981, 1983) and the 
National Research Council (1983) reviewed the toxicity of 70 water-based drilling 
fluids to 70 species of marine organisms including phytoplankton, copepods, 
isopods, amphipods, gastropods, decapods, bivalves, echinoderms, mysids, 
polychaetes, and finfish. More than 95% of the tests had LC, values > lo00 ppm. 
None of the drilling fluids were acutely toxic at C 100 ppm. The most sensitive 
species were the estuarine copepod Acartia tonsa, the marine copepod Cenfropages 
typicus, larvae of the dock shrimp Pandalus danae, pink salmon fry 
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Onchorhynchus gorbuscha, larvae of the lobster Homarus amencanus, juvenile 
ocean scallops Placopecten magellanicus, and mysid shrimp (Mysidopsis sp., 
Neomysis sp., Acanthomysis sp., and Mysis sp.). The most toxic drilling fluids 
were those that contained hexavalent chromium, diesel fuel or surfactant. 

Studies of chronic or sublethal effects are better indicators of environmental 
impact than acute studies. Neff (1987) reviewed the sublethal effects of drilling 
fluids on marine organisms under chronic exposures. Several of the drilling fluids 
contained diesel fuel. Sublethal effects included altered chemosensory responses 
and behavior patterns, abnormal development, decreased viability, decreased 
feeding and food assimilation, altered respiration, and physiological effects. These 
effects were observed at concentrations as low as 10-100 ppm. Dilution of the 
drilling fluids to less than 10 ppm within three hours (an extremely short exposure 
time compared to chronic exposures) would render them nontoxic under chronic 
field-exposure conditions. 

Water Quality Criteria have been set for acute and chronic exposures of 
marine organisms to many of the constituents of drilling fluids (US.  EPA 1992b) 
(Table D4). As noted for produced water constituents, a 10,000-fold dilution 100 
meters downcurrent of the discharge would result in safe levels of drilling fluid 
constituents for saltwater organisms chronically exposed. 

3.1.2.3 Drill Cuttings 

Drill cuttings are discharged only during the initial phase of drilling. They 
are released directly to the sea floor (Menzie 1982), leading to potential sediment 
alteration and burial of benthic organisms (Petrazzuolo 1985). Depending on 
quantities discharged and hydrographic conditions, drill cuttings may settle out 
rapidly near the platform forming piles several meters high and 100-200 meters in 
diameter or may be dispersed immediately or following resuspension (U.S. 
Department of Interior 1991). 

3.1.2.4 Oil Spills from Well Operations 

Although oil discharged from offshore oil and gas operations contributes 
approximately 1% of oil inputs in the Oceans worldwide from all sources, 
nonetheless accidents at the platform are a major source of both public concern and 
potential environmental damage (National Research Council 1990).: Large spills 
from OCS platforms are rare; from 1976-1985, 99% of all spills in the Gulf of 
Mexico were less than 100 bqrels (Anderson and LaBelle 1990). Spill rates for 
platform spills greater than lo00 barrels were calculated since these spills are large 
enough to travel long distances in the oceans. According to Anderson and LaBelle 
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(1990), the spill rate per lo9 barrels of oil handled was 0.60. No spills over 1,OOO 
barrels occurred between 1981 and 1987. The average spill size was 18,046 
barrels. (Underwater pipeline spills are discussed in Section 3.4.) 

Table D-4. Water quality criteria of drilling fluid constituents for 
saltwater organisms (mg/L) 

Constituent Acute Chronic 

Ahuninum 

Antimony 

Arsenic 0 
Arsenic (V) 

1 .5' 

0.069 

2.3b 

Beryllium 

Cadmium 

Chromium 0 
Chromium (VI) 

Copper 

Iron 

Lead 

Mercury 

Nickel 

0.043 

10.3b 

1.1 

0.0029 

0.220 

0.002 

0.075 

- 
0.5' 

0.036 

0.0093 

0.05 

0.0085 

0.000025 

0.0083 

Selenium 0.3 0.071 

Silver 0.0023 0.00092' 

Thallium 2.13b 

Zinc 0.095 0.086 

'Proposed criterion. 
hufticient data (0 develop criteria. Value presented i s  the lowestobserved-effect level. 

The fate of oil released into the marine environment involves a number of 
factors: spreading, evaporation, dissolution, dispersion, emulsification, 
sedimentation, oxidation, and biodegradation. Oil spills in the ocean result in 
surface slicks that drift, spread, and weather in response to environmental 
conditions. Petroleum undergoes relatively rapid weathering; evaporative losses, 
dispersion, and dissolution into the water column occur within a few days to a 
week after a spill (National Research Council 1985). 
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Oil spills that come in contact with sensitive coastal and marine resources 
would probably cause the most direct and measurable effects on the environment. 
Crude oil spills at a distance of >' 60 miles from the Gulf shore do not normally 
pose an immediate threat to the coastline because of prevailing winds and currents 
and natural dispersion (U.S.  Department of the Interior 1991). 

Characterization of the local fishery resources and distribution of other 
ecosystem components in the vicinity of platforms are needed to assess impacts. 
Fish, particularly eggs and larvae which concentrate near the surface, may be 
Significantly impacted by oil. Many fish feed on benthic organisms which may be 
contaminated by oil in sediments or by accumulation of.toxic oil components. The 
number of marine mammals - sea otters, whales, sea lions - and turtles affected by 
a spill would be small. A reported oil spill of 90,000 to 119,000 barrels seven 
miles from Timbalier Bay, Louisiana, stressed both benthic populations and fish 
near the platform. Within a mile of the platform, density of both populations 
decreased by more than half compared with the density outside a two mile radius. 
Burrowing mantis shrimp were absent from the sediment within a few miles of the 
platform. Except for a few ducks near the coast where the oil had drifted, no dead 
organisms were found (Gates 1985). 

Injuries to marine and coastal resources from an oil spill can be estimated 
using the Natural Resource Damages Assessment Model for Coastal and Marine 
Environments (NRDAMKME) (EA and ASA 1987). The NRDAM/CME 
provides a "Type A" natural resource damage assessment under the Comprehensive 
Environmental Response, Compensation, and Liability Act of 1980 (CERCLA). 
CERCLA provides that damages are compensation for injuries to natural resources. 
Damages are measured in terms of "willingness to pay" using established market 
prices. 

The impact of coastal spills on natural resources -depends on the (1) 
characteristics of the environment in which the spill occurs, such as location and 
season of the incident; water depth, currents, temperature and (2) the natural 
resources at risk, which depends principally on the location of the spill. The model 
provides for selection among ten coastal or marine ecoregions .or provinces 
(Cowardin et al? 1979) in which spills may occur. In addition,- shoreline types 
within the Louisiananfprovince are provided for the eastern, central, and western 
Gulf of Mexico. Within each region, resources are distributed according to bottom 
type, water depth, and many other factors. 

? *  . 

The model is composed of a coupled system of numerical submodels for 
physical fates, biological effects, and economic damages. The physical fates 
submodel simulates the spreading on the sea surface, mixing, and degradation of 
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oil in the environment (equations for these processes can be found in EA and ASA 
1987). The physical fates submodel also has a chemical data base containing 
physical, chemical, and toxicological information on 469 oil and chemical 
substances. Evaporation into the atmosphere as well as distribution and 
concentrations of the oil on the water surface and concentrations in the upper and 
lower water columns and sediments are calculated. The user supplies site specific 
information on water depth, mean and tidal currents, wind speed and direction, and 
air temperature. The ou6ut of the model includes the concentration of the oil over 
time in the upper and lower water column and in bottom sediments and the surface 
area covered by the slick. For spills in intertidal areas, the area and length of 
shoreline affected is computed. The submodel provides for cleanup of spills. This 
information is fed to the biological effects submodel which calculates the effects 
of these concentrations on subtidal and tidal biota. 

The biological effects submodel receives input from the physical fates 
submodel, the toxicological section of the chemical data base, a biological data 
base, and user input. The biological data base contains information on biological 
abundance of various categories of finfish, shellfish, fur seals, and birds in the ten 
provinces. The submodel calculates injury to biota and public facilities in the 
appropriate province by season. The biological and physical injuries considered 

"direct, lethal effects on larvae, juveniles, and adult fish and shellfish, 
waterfowl, seabirds, shorebirds, fur seals, and lower trophic biota; 
indirect and long-term effects involving the eventual loss of fish and 
shellfish as a result of kills of larvae and juveniles, and birds, as a 
result of kills of lost broods; 
indirect effects resulting from kills of lower trophic level, non- 
commercial organisms (phytoplankton, zooplankton, and benthic 
biota); and 
direct effects resulting from oil or hazardous substances causing a 
closure of public recreational beaches, or a hunting or fishing area." 

The economic damages submodel uses information supplied by the user and results 
of the biological effects submodel to measure short-term and long-term losses to 
commercial and recreational fisheries, consumptive (hunting) and nonconsumptive 
(birdwatching) losses. Reduced productivity of the food chain,, causing future 
losses of commercial and recreational fisheries and birds, are included. The output 
from the economic damages submodel are included in Section 7. 

The NRDAMICME was applied to a hypothetical spill of medium crude oil 
from a platform located 50 km off the coast of Texas (Louisianian Province) on 
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June 1, 1990. We assumed 18,046 barrels were spilled. This is the average size 
of large oil spills which are defined as spills > 1,000 barrels (Anderson and 
LaBelle 1990). The spill ratelfor this size spill from platforms is 0.60 per lo9 
barrels of oil handled. The spill rate for spills of 10,000 barrels or greater is 0.24 
spills per lo9 barrels of oil handled. Some appropriate physical environmental 
parameters for the hypothetical spill are shown in Table D-5 (Reed et al. 1989; 
NOAA 1985). In addition, the bottom type in this province is mud and the 
shoreline is salt marsh. For maximum damages, we assumed that the spill would 
come ashore. Therefore, the model had to run twice, once for subtidal effects and 
once for intertidal effects. We also assumed that 20% of the oil was cleaned up 
from the water surface before reaching shore, 

Table D-5. Physical environmental parameters for crude oil spills 
Parameter Value 

Mean ocean surface current 0.1 mlsec 

Tidal velocity parallel to the ocean surface current 

Tidal velocity perpendicular to mean ocean current 

0.5 mlsec 

0.1 d s e c  

0.56 mlsec Mean wind speed at spill event 

Wind direction' 315" 

Depth of upper water column to pycnocline 10 m 

Depth of lower water column to bottom 20 m 

Air temperature 20°C 
from ocean current ' Counter-cloclrwise 

The biological data base contains information on biological abundance of 
various categories of finfish, shellfish, fur seals, and birds in the'ten provinces. 
Threatened and enllangered'species in the Galveston kea of the Gulf'of Mexico 
include piping plover, bald kgle, Arctic peregrine falcon, brown &lican; and 
Kemp's ridley, green loggerhead, and hawksbill sea turtles (Departmentof Interior 
1991). The output of thebiological model is in terms of injuries, i.e., 'lost catch 
and harvest of commercially and recreationally important species and 
nonconsumptive losses. The economic damages submodel places a dollar value on 
these losses. 
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3.1.2.5 Air Emissions 

Air emissions from offshore drilling are not expected to cause any national 
or state air quality standards to be exceeded, Accidental oil spills could cause 
short-term increases in volatile organic carbon concentrations near the spill, but 
these would be of short duration (U.S. Department of the Interior 1991). 

3.1.2.6 Other Impacts 

Construction activities can impact ocean floor and coastal areas. Dredging 
for pipeline channels can produce benthic disturbances. Salt marshes may be 
degraded by construction of pipelines, receiving terminals, and disposal of wastes. 
Wetland loss and saltwater intrusion may result from dredging of navigation 
channels and oil and gas transportation lines, filling or draining of wetlands for 
land use, and possibly, enhanced subsidence resulting from produced water 
withdrawals. A small amount of Louisiana or Texas coastal wetlands (e200 
hectares) may be lost to erosion caused by navigation activities needed to support 
offshore development (U .S .  Department of the Interior 1991). The construction 
of platforms and support activities may interfere,with commercial fishing activities. 
On the other hand, the presence of offshore platforms may enhance recreational 
fishing in some areas as fish and other marine organisms are attracted to oil 
platforms. Offshore platforms may detract from coastal aesthetics ( U . S .  
Department of the Interior 1991). 

3.2 CRUDEREFINING 

Petroleum refineries require land for tank farms to store crude oil and 
refinery products, and for process facilities including settling ponds, water 
treatment plants, and disposal sites for oily wastes. 

The Texas refinery site is in a heavily industrialized metropolitan area. 
Water to the site is provided by the city of Houston through a channel system from 
the San Jacinto River (Bland 1992). Treated wastewaters enter the Houston ship 
channel and Galveston Bay, both of which have been heavily impacted by the oil 
industry and other industrialization. Final process water from a typical refinery is 
monitored for water temperature, pH, COD, BOD, TOC, TSS, flow, oil and 
grease, total copper, total nitrogen, total sulfide, hexavalent and total chromium, 
and total phenolics (EPA 1992a). 

The Navajo, New Mexico, refinery is located on the east edge of Artesia, 
two miles from the P a s  River. The surrounding area is called "high desert;" the 
two main industries are agriculture and oil. Some of the water for the refinery is 
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bought from the city of Artesia and some is obtained from groundwater via artesian 
wells (Gray 1992). The presence of artesian wells indicates a deep, and therefore 
relatively protected, groundwater table. 

3.2.1 Wastes and Wastewaters 

A large amount of waste and wastewater is produced during crude refining. 
(See Section 5.9 for the amounts and types of wastes generated at refineries.) The 
discharge of wastewaters from refineries is regulated by the National Pollutants 
Discharge Elimination System (NPDES) and state programs. Liquid effluents from 
refineries contain water pollutants including BOD, COD, oil, phenols, and 
suspended and dissolved solids (Theodore and Buonicore 1980). Hazardous wastes 
are disposed of by land treatment, landfills, impoundments, or landspreading. All 
of these treatments have the potential for leaching of toxic constituents to ground 
and surface waters. At the Deer Park refinery, discharge or runoff to surface 
waters would incrementally increase the load of contaminants in the water and 
sediments of the already impacted Houston Ship Channel and Galveston Bay. In 
at least one case, groundwater in New Mexico was contaminated from leaching of 
aromatic volatile organic carbons and ethylene dichloride from a refinery lagoon 
(U.S. EPA 1987); however, the groundwater at the Navajo refinery may be well 
protected due to its depth. 

3.2.2 Air Emissions 

Air emissions from refineries include particulate matter, sulfur dioxide, 
carbon dioxide, hydrocarbons, nitrogen dioxide, polycyclic aromatic hydrocarbons, 
hydrogen sulfide, ammonia and trace elements (Section 5.5.1). Incremental 
increases in atmospheric concentrations of p r i m e  pollutants for the two refinery 
sites were not available at this time. lEffects oLn crops, forests,. and wildlife would 
not be relevantsat the Texas refinery because of the urban nature of the site. 

? 1 -  t >  

3.3 POWERGENERATION, 1 

, I s i  
, -!. 

The generation of power by oil-fired power plants will- impact the 
environment through the replacement ofexisting land resources by the generating 
facilities and associated support facilities, such as oil storage tanks, and by the 
release of gaseous and wastewater'emissions. The existing land' uses are forest, 
pasture, and crop production at the, southeastern'site and grazing territory. at the 
southwestern -site. The .building ofdroads to the remote southwestern site would 
bring increased public access resulting in greater recreational use and greater 
fishing and hunting (mule deer) pressure. Paleontological resources, Native 
American cultural resources, and wilderness and recreational resources are located 
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near the southwestern site (U.S. Department of Interior 1982). 

3.3.1 Air Emissions 

The burning of oil produces particulate matter, carbon dioxide, carbon 
monoxide, nitrogen oxides, sulfur dioxide, and hydrocarbons. Heavy metals are 
also present in the .flue gases. The emissions are a function of the combustion 
technology used, the composition of the oil, and the control devices in place. No 
data were available on air emissions of the 2010 gas turbine technology (Section 
5.6.3). Information on emission rates and incremental increases in atmospheric 
concentrations of primary pollutants for the 1990 steam-boiler technology is given 
in Appendix C. 

Air pollution can.damage plant tissue and cause decreases in production of 
MOPS and native vegetation. The extensive literature on the effects of air pollutants 
on plants has been summarized by Shiner et al. (1990). Gaseous and particulate 
emissions can also decrease visibility over vast areas. Aesthetic quality at parks 
in the Southeast and Southwest has been adversely affected by pollution-caused 
decreases in visibility. 

The soil at the southwestern power plant site does not qualify as agricultural 
land (U.S. Department of Interior 1982), so no impact on crops from air pollution 
is considered to occur at this site. Therefore, the following discussion will be 
restricted to the southeastern site. 

3.3.1.1 Carbon Dioxide 

Carbon dioxide is the most important greenhouse gas implicated in global 
warming. Ecological impacts of global warming are discussed in ORNL/RFF 
(1992). As noted in that report, greenhouse gases such as CO, do not have local 
site-specific effects, but rather regional impacts, such as changes in precipitation 
patterns. However, these changes are difficult to predict and may be beneficial or 
detrimental depending on prior conditions. This uncertainty in predicting regional 
climatic changes precludes any attempt at identifying and quantifying the impacts 
of a single GO, source such as an oil-fired power plant. 

Increases in atmospheric CO, may also stimulate photosynthesis, increase the 
growth of plants, and enhance the accumulation of carbon in the biosphere. This 
ihcrease in plant growth is a potential ecological benefit of fossil fuel combustion. 
However, at the present time adequate dose response functions are not available to 
quantify this impact, and other factors, such as interactions with fluctuating water 
and nutrient supplies, competition, and changes in predator-prey relationships are 
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not adequately known to predict impacts. Further discussion of this subject is 
given in O W R F F  (1992). 

3.3.1.2 Hydrocarbons 

Hydrocarbons are emitted from the power plant stack during the combustion 
process. Relative to the amount of energy produced, oil releases 0.001 Ib 
hydrocarbons (as CH,) per lo6 Btu (Sittig 1977, as reported in Watson and Etnier 
1981). In general, ambient levels of hydrocarbons are not directly toxic to plants 
or animals (Amdur 1986). 

Hydrocarbons released in the stack emissions also have the potential for 
reacting with NO, in the presence of sunlight to generate ozone and peroxyacetyl 
nitrate (PAN). Ozone formation is discussed in Section 3.3.1.4 and PAN in 
Section 3.3.1.3. 

3.3.1.3 NO, and Other Nitrogen Compounds 
. ,  

For the 1990 technology, the maximum annual increase in NO, concentration 
due to the power plant was calculated to be 0.44 pg/m3 (0.296 ppb) (Appendix C). 
In comparison, the average annual ambient concentration of NO, at the 
southeastern site was reported to be 23 pg/m3 (about 15 ppb). NO, emissions from 
the hypothetical 300-MW oil-fired power plant in 1990 represent about a 2% 
increase in the annual average. Emissions of NO, about 175 times greater than 
0.44 pg/m3 would have to occur before the current primary NAAQS of 100 pg/m3 
is reached. For the 2010 technology, the maximum annual increase in NO, 
concentration was calculated to be much lower, 0.04 pg/m3 (0.027 ppb) (Appendix 
C) 

Information on the effects of NO, on animals is limited to laboratory studies 
(Table D-6). Nitrogen dioxide is a deep lung irritant capable of producing 
pulmonary edema if inhaled in sufficient concentrations (Amdur 1986). It can also 
cause significant alterations in pulmonary function, and can increase susceptibility 
to respiratory -infection"by bacterial pneumonia or influenza virus. The lowest 
concentrations causing "adverse effects (primarily biochemical and structural 
changes in the respiratory system) generally range from 250 to lo00 ppb. 
Therefore, no significant direct ecological impacts would be expected to occur to 
terrestrial animals from air pollution from the operation of a'300-MW oil-fired 
power plant. 

There is no evidence that concentrations of NO, below 50 ppb have direct 
toxic effects on plants. Concentrations above 50 ppb may produce signs of reduced 
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Table D-6. Effects of nitrogen dioxide on laboratory animals' 
Species Exposure Effects 

Rat 

Rat 

Rat 

Rat 

Rat 

Rat 

Mouse 

Mouse 

Guinea pig 

Rabbit 

Dog 
Squiml  
monkey 

Squirrel 

1 ppm for 4 hours 

166 ppm for 1 hour 

88 ppm for 4 hours 

0.5 ppm for 4 hours or 1 
ppm for 1 hour 

10 or  25 ppm for 16 weeks 

0.8 or  2 ppm for life 

1.5 ppm for 18 hours; 14.5 
ppm 2 hours 

0.5 ppm, 6 or 18 hourslday 
for 6 months; 0.5 ppm 
continuously for 3 months 

5-13 ppm for 2-4 hours 

0.25 ppm, 4 hourslday for 6 
days 

25 ppm for 6 months 

10-50 ppm for 2 hours 

5 or  10 ppm for 1-2 months; 

Lipid peroxidation in lung 

LC, 

LC, 
Damage to mast cells (repaired within 24 hours) 

Emphysema-like lung damage 

Concentration-related cellular alterations in bronchiolar 
epithelium; 2 ppm induced moderate tachypnea, 
bloating, increased air retention, and 20% weight 
increase in lungs 

25% and 65% increase in mortality (1.5 and 14.5 ppm, 
respectively) following exposure to Streptococcus 
pyrogenes 

Increased mortality following exposure to Klebsiella 
pneumoniae 

Changes in pulmonary function 

Alterations in lung collagen 

Emphysema-like lesions 

Concentration-related lesions in alveoli and changes in 
pulmonary function; frank edema at 50 ppm (function 
recovered 24-48 hours post exposure 

Increased mortality following exposure to K. 
monkey 50 ppm for 2 hours pneurnoniae 

'Compiled from Amdur 1986 

growth in some species (ORNL/RFF 1992, Appendix D), and levels of 500 ppb 
and above may cause foliar injury (Taylor and Eaton 1966). 

NO, emissions from an oil-fired plant can also contribute to the formation of 
peroxyacetyl nitrate (PAN). PAN can be toxic to plants and animals. It causes 
silvering or bronzing of the underside of the leaves of broadleaf plants, yellow to 
tan bleached bands in the blades of grasses, and needle blight with chlorosis or 
bleaching in conifers (Heck and Anderson 1980). Concentrations which cause 
foliar injury depend on the species, exposure time, and other environmental 
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variables. In one study, foliar damage occurred in bean plants exposed for 1 hr to 
140 ppb or for 8 hr to 20 ppb (Jacobson 1977). Animals appear to be less sensitive 
to PAN. In mice, a 13-wk exposure to 1,OOO ppb caused only a slight irritation 
to the mucous membranes of the nasal cavity, 200 ppb produced no signs of 
adverse effects (Kruysse and Feron 1977). Information on ambient and 
incremental increases in PAN at the southeastern reference site was not available 
for evaluation. 

Based on these findings, ecological impacts of NO, at the southeastern site 
would be minimal and impacts of PAN are unquantifiable at this time. 

3.3.1.4 Ozone 

Ozone is a secondarily derived air pollutant formed by the reaction of 
hydrocarbons and NO, in the presence of sunlight. Maximum ozone formation 
occurs at a C:NO, ratio of 15:l (Arnts et al. 1981). Because background levels of 
hydrocarbons in the atmosphere range from 40 to 100 ppb in rural areas and are 
even higher in urban and industrial areas (Arnts and Meek 1980), ozone formation 
is largely controlled by the incremental increase in NO,. The peak 1-hr average 
increase in ozone within a 50-km radius of the hypothetical oil-fired power plant 
at the 1990 southeastern reference site was calculated to be 15.5 ppb, and the 
monthly 12-hr average was estimated to be 1 ppb (Appendix B). Background 
concentrations of ozone at the reference site were reported to be 55 ppb. The 
presence of the power plant would result in a 1.8 % annual average increase in 
atmospheric ozone. 

Ozone can adversely affect animals (Table D-7). Chronic bronchitis, 
bronchiolitis, fibrosis, and emphysematous changes have been observed in several 
species of laboratory anim $exposed to ozone concentrations slightly above lo00 
ppb, and extrapulmonary ts (Le.,. reduced activity, chromosomal aberrations, 
increased neonatal mortality,!and jaw abnormalities in offspring of exposed mice) 
have been observed at concentrations as low as 200 ppb (Amdur 1986). 
Insufficient infomiation is av$lable on the potential chronic effects following long- 

d aff&ts growth h d  yield. Broadleaf plants 
exhibit red-brown spots, bleached tan to white flecks, irregular necrotic areas and 
chlorosis; grasses exhibit necrotic flecks or streaks and interveinal chlorosis; and 
conifers exhibit brown-tan necrotic needle tips and chlorotic mottling (Heck and 
Anderson 1980). The effects of ozone on plants depends on many factors 
including concentration, exposure time, species, cultivar genetics, growth stage, 

I I <  term exposures. ' $ 1  r 

Ozone also damages plan 
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Table D-7. Effects of ozone on laboratory animals' 
Species Exposure Effmts 

Rat 

Rat 

Rat 

Rat 

Rat 

Rat 

Mouse 

Mouse 

Mouse 

Guinea pig 

Guinea pig 

cat 

Dog 

Monkey 

0.2 ppm for 3 hours 

0.25-0.5 ppm for 6 hours 

0.2,O.S. or 0.8 ppm 8 
hourstday on 7 
consecutive days 

0.5 to 0.9 ppm for up to 3 
weeks 

0.3 ppm for 1 hour 

0.2, 0.5, or 0.8 ppm 
continuously for 7 days 

20 ppm for 3 hours 

0.3 ppm for 1 hour 

0.08 ppm for 3 hours 

50 ppm for 3 hours 

0.34-1.8 ppm for 2 hours 

0.25,O.S. or 1.0 ppm for 
4-6 hours 

1-3 ppm, 8, 16, or 24 
hourstday for up to 18 
months 

0.2,O.S. or 0.8 ppm 8 
hours a day on 7 
consecutive days 

Degenerative changes in type I alveolar cells 

Threshold for edema formation 

Mild, but significant morphologic lesions at lowest 
concentrations. With continuous exposure, lesions 
reached a peak in 3-5 days and diminished. After 90 
days at 0.8 ppm there was obvious damage, but less 
severe than at 7 days. 

Morphologic lesions in respiratory bronchioles, in distal 
portions of the terminal bronchiolar epithelium, and in 
the alveolar duct and alveoli 

Tolerance - protection against subsequent exposure to 
otherwise lethal concentrations. Tolerance lasted 4-6 
weeks and protected against pulmonary edema but not 
against alterations in pulmonary function. 

Increased metabolic (enzyme) activity in lung tissue. 
Levels returned to normal when exposure ceased 

LC, 
Tolerance - protection against subsequent exposure to 
otherwise lethal concentrations. Tolerance lasted up to 
14 weeks and protected against pulmonary edema but 
not against alterations in pulmonary function. 

Enhanced mortality from subsequent exposure to a 
bacterial aerosol of streptococcus (Group C) 

LC, 
Decreased tidal volume, increased flow resistance (both 
reversible); concentration-related reductions in 
compliance 

Dose-related desquamation of the ciliated epithelium of 
all airways; alveolar damage, including swelling and 
denudation of the cytoplasm of type I cells 

Concentrationdependent thickening of the terminal and 
respiratory bronchioles (accompanied at highest conc. 
by infiltration of cells that reduced the caliber of the 
small airways) 

Mild, but significant morphologic lesions at the lowest 
concentrations. 

'compiled from Amdur 1986 
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environmental variables (soil conditions, meteorology, temperature, humidity) and 
pollutant interactions (SO,, acid deposition, and NO )* (ORNL/RFF 1992). 
Concentration and exposure time are the two most critical factors. For relatively 
short-term exposures, damage to plants can be seen at ozone concentrations of 50 
to 100 ppb. For example, a concentration of 80 ppb, 7 hr/day, five days/wk 
(intermittent, for a total of 420 hr) caused foliar damage and reduced growth of 
seedlings of four species of hardwood trees (black cherry, red maple, northern red 
oak, and yellow poplar) (Davis and Skelly 1992); a concentration of 100 ppb, 4 
hr/day, 5 days/wk for six weeks suppressed growth of seedling white and green ash 
(Chappelka et al. 1988); concentrations of 40-80 ppb, 5 hr/day, 16 days, reduced 
seed yield in soybeans (Reich and Amundson, 1984); and concentrations exceeding 
50 ppb damaged tobacco plants (Heggestad and Menser 1962, as reported in 
Menser and Heggestad 1966). 

In the presence of other pollutants such as SO,, NO,, and PAN, effects on 
plants can be additive, synergistic, or antagonistic. Available information on the 
combined effects of ozone and other primary air pollutants on plants is summarized 
in ORNWRFF (1992) as well as this appendix. 

Reduction in crop yields due to incremental increases in atmospheric ozone 
concentrations is considered a potential impact of an oil-fired power plant. Dose- 
response functions are available to quantify this impact (Section 5.3). However, 
data are generally not available for estimating the response of whole trees or tree 
stands to air pollutant stresses such as ozone. Consequently, empirical models and 
conclusive quantitative estimates of such responses do not exist. Existing process 
models relate to responses of tree seedlings and branches to air pollutants. These 
models are currently being modified to provide preliminary estimates of whole tree 
responses, which could then be used to extrapolate to’responses for entire stands 
of trees. 

I 

The ozone concentrations causing acute toxic efffects on plants and animals 
are generally greater than the ambient levels predicted for the hypothetical 300- 
M W  oil-fired power plant (56 ppb); hoyeverj subtle effects such as reduced crop 
yields are possible. 7 : , 

3.3.1.5 Sulfur Dioxide . * *  

4 I :I 

+ a  

On the basis of the amount of energy produced, oil combustion releases 1.0 
lb S02/106 Btu (Sittig 1977, as reported in Watson and Etnier 1981). The S;O 
emission factor used in this study is 30.94 grams per second for the 1990 
technology and 15.47 grams per second for the 2010 technology (Section 5.6.3). 
For the 1990 technology, the maximum 24-hr average increase in SO, was 
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calculated to be 20.1 pglm3, and the maximum annual average increase 0.347 
pglm3 (0.133 ppb) (Appendix C). The reported annual average ambient 
concentration of SO, near the southeastern reference site is 25 pg/m3 (9.54 ppb) 
(Appendix C). The addition of SO, from a single 300-MW oil-fired power plant 
would represent about a 1.4 % increase in the annual average. Emissions of SO, 
about 160 times greater than 0.347 pglm3 would have to occur before the current 
primary NAAQS of 80 pglm3 is reached. 

Information on the toxicity of SO, to laboratory animals is shown in Table 
D-8. The reported toxicity thresholds are all above the predicted maximum 
ambient concentrations resulting from the operation of the 300-Mw oil-fired power 
plant. 

The lowest concentration of SO, reported to be deleterious to plants (lichens) 
is >SO pg/m3 (Gilbert 1965, 1970; Barkman 1969; both as reported in Bradshaw 
1973). For most other species, thresholds occur at much higher concentrations. 
Bell and Clough (1973) reported a 50% reduction in growth of rye grass at about 
200 pg/m3 (76 ppb). Gupta et al. (1991) reported that soybeans were stressed by 
50 ppb (130 pg/mg. A concentration of 100 ppb (261 pg/m3, 4 hrlday for 5 days) 
caused a 13 % reduction in photosynthesis, a 28 % reduction in specific root nodule 
nitrogenase activity, and a 23% reduction in foliar nitrogen (Sandhu et al. 1992). 
Concomitant exposure to 450 ppm CO, compensated for the negative effect of the 
SO,. Sp may act synergistically with ozone to damage plants at low 
concentrations. In laboratory studies, a concentration of 240 ppb SO, and 30 ppb 
O3 damaged tobacco plants, but either substance alone did not (Menser and 
Heggestad 1966). Dochinger et al. (1970) reported that a synergistic interaction 
of SO, and ozone might cause the breakdown of chlorophyll a in the needles of the 
white pine (Pinus strobus). 

The U.S. EPA Criteria Document on particulate matter and sulfur oxides 
briefly discusses effects on natural ecosystems (U.S. EPA 1982). Deleterious 
effects depend on concentrations as well as durations. For example, injury to 
vegetation in the vicinity of a Sudbury, Canada smelter happened when the 
following concentrationdurations of SO, were reached or exceeded: 0.95 ppm for 
1 hour, 0.55 ppm for 2 hours, 0.35 ppm fgr 4 hours, or 0.25 ppm for 8 hours. In 
another area of Canada, species diversity in the forest ecosystem was not affected 
by two gas plants, but white spruce seedlings close to the plants were reduced in 
number. In addition, the species diversity in the moss community was decreased. 
Concentrations of SO, above 52 pglm’ (0.02 ppm) can induce changes in the 
performance of producers, consumers, and decomposers. Several of the studies 
also indicate that susceptibility to SO, injury is greater during warm, moist weather 
conditions when growth is most rapid and the photosynthetic rate is high. 



Ecological Impacts D-37 

3.3.1.6 Acid Deposition 

Incremental increases in atmospheric NO, and Sg? contribute to the 
formation of acid deposition. In the atmosphere NO, and SO, can react with strong 
oxidizing agents such as O,, OH, and I-$ Q to form HNQ and $I SQ both of 
which can be transported over long distances before being deposited as acid rain. 
Acid rain may impact both aquatic and terrestrial systems; however, the 
methodology is not yet available to assess the contribution of a single point source, 
such as a power plant, to environmental impacts. 

v. Terrestrial studies of acid deposition have focused on impacts 
on vegetation. As discussed in ORNWRFF (1992), acid precipitation does not 
appear to have significant impacts on crop yield (Shriner et al. 1990). No 
consistent reduction in yield was found in crops, in the eastern U.S., that were 
exposed to levels of acid rain representing average ambient levels @H 4.1-5.1) or 
rain events with relatively high acidity @H 3.0-4.0). The levels of acid deposition 
required to impact crop yield are for the most part between 10- and 100-fold 
greater than average ambient levels. Therefore, it is unlikely that a single 300-MW 
power plant would contribute significantly to reductions in crop yield through acid 
deposition; however, it should be noted that each incremental addition of 
atmospheric pollutants increases the probability of cumulative effects in the 
exposed region. 

Acid deposition, under some circumstances, may have beneficial effects in 
terrestrial systems; H$04 and HNO, can represent sources of sulfur and nitrogen 
which may be utilized as nutrients by some plants. Several field studies have 
documented that sulfur additions to the soil, either directly or through acid rain 
may be beneficial for plant !growth; Jones and Suarez (1980) reported that corn 
showed a positive response' to sulfur'additions to soil (9 kg/ha), and Irving (1986) 
reported a similar positive response-when tim>othy hay and rgd clover were treated 
with simulated acid rain. Furthermore, Noggle (1,980) reported that soybeans 
growing near a point source of atmospheric sulfur obtained 10 toJO% of their 
sulfur requirement from the atmosphere. 

I 
\ S i  
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. +  

As discussed in ORNL/RFF (1992), natural forests are not likely to benefit 
from atmospheric deposition of sulfur because deposition rates (> 10 kg/ha/yr.in 
polluted regions) are substantially higher then forest requirements for growth (1-2 
kg/ha/yr). Howeveq atmospheric deposition;rates for nitrogen (5-25 kg/ha/yr) are 
within the range of forest. requirements (1-5 kg/ha/yr), and therefore, may be 
beneficial to forests especially in areas where soils are deficient in nitrogen 
(Shriner et al. 1990). 
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TABLE 6 8 .  Effects of SO, on laboratory animals' 
Species Exposure Effects 

Rat 

Rat 

Rat 

Rat 

Guinea pig 

Guinea pig 

Dog 

Dog 

Dog 

Monkey 

Monkey 

10 ppm, 18-67 days, inhalation 

12 ppm, 4-6 minutes, direct 
exposure to trachea 

25,50,100,200, and 300 ppm, ten 
periods of 6 hours each 

0.1, 1.0, or 20 ppm for 70 to 170 
hours 

0.1 to 5.0 ppm for up to one year 
or more 

0.13, 1.01, or 5.72 ppm 
continuously for a year 

1 ppm for 1 year 

5 ppm, 21 hourslday for 225 days 

0.5 ppm sulfur dioxide and 0.1 
mg/m' sulfuric acid 16 hounlday 
for 18 months 

0.1 to 5.0 ppm for up to one year 
or more 

0.14,O.M, or 1.28 ppm 
continuously for 78 weeks; one 
group accidentally exposed for one 
hour to approximately 200 to 1000 

Thickening of mucous layer of trachea 

Cessation of ciliary beat; recovery a few 
minutes aAer exposure ceased 

Doserelated effects on trachea. At 300 ppm, 
notable epithelial damage and complete 
destruction of goblet cells. At 25 ppm, 
increased goblet cells and increased acid 
phosphatase activity in alveolar macrophages 

Interference with clearance of inert particles. 
"The most marked effects were seen with 
lower doses administered over a longer period 
of time" 

No pulmonary pathology 

No evidence of adverse effects on mechanical 
properties of the lung (t. vol., resp. rate, num. 
vol., flow resist., and work of breathing) 

Slowing of tracheal mucous transport 

50% increase in resistance; 16% decrease in 
compliance 

No impairment in pulmonary function 

No pulmonary pathology 

No detrimental alterations in pulmonary ' 
function detected in low conc. groups; 
accidental exposure resulted in deterioration in 
pulmonary function 

ppm 
' Compiled from Amdur 1986 

Deposition of HNO, in forests may have an indirect effect on forest health 
by modifying soil chemistry and thereby affecting plant nutrient status, symbiotic 
relationships, functions associated with the root system, and susceptiblity to disease 
and damage due to other environmental pollutants such as ozone; Recent studies 
have indicated that high nitrogen deposition rates in high-elevation forests in the 
eastern U.S. exceeded nitrogen requirements for growth and may cause nitrate 
leaching, soil acidification, and loss of essential soil cations such as calcium and 
magnesium (Van Miegroet and Cole 1984; Ulrich et al. 1980). Occurring over the 
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magnesium (Van Miegroet and Cole 1984; Ulrich et al. 1980). Occurring over the 
long life cyle of the forest, this alteration in soil chemistry would outweigh any 
short-term benefits of nitrogen fertilization of such soils (Brandt 1987; Abrahamsen 
1980). 

Regional 'modeling for the evaluation of acid precipitation on 
aquatic resources was undertaken as part of the 10-yr National Acid Precipitation 
Assessment Program (NAPAP 1991; see also Baker, et al. 1990; Turner et al. 
1990; Thornton et al. 1990). The models that were developed consisted of 
watershed chemistry models relating acid deposition to longterm changes in surface 
water quality, and biotic response models relating fish population status to acid- 
base chemistry. The output of the combined models was an estimate, on a regional 
basis, of the fraction of streams or lakes with long-term acid-base chemistry 
suitable for fish survival under different scenarios of future sulfur deposition. 
Responses differed by regions because of differences in watershed chemistry and 
fish sensitivity. In general, changes in fish densities were not modeled in these 
studies. 

As discussed in ORNL/RFF (1992), the NAPAP models are useful for 
making general regional comparisons for different projected acid deposition rates, 
but they are not considered useful in quantifying specific impacts because of 
uncertainties associated with the watershed chemistry and dose-response models 
and in the estimates of acid deposition on a local as well as regional scale. 

Most of the streams and reservoirs within a 50-km radius of the hypothetical 
300-MW oil-fired power plant at the southeastern reference site are well-buffered 
by carbonate rock and would not be affected by acidic deposition (ORNWRFF 
1992). However, many small streams drainingdhe ridges in the area originate in 
highly weathered soil with little buffering capacity and, during storms, these 
streams show pulses of acid runoff (Elwood and Turner 1989; Mulholland et al. 
1990). In addition, a small number of streams on the Cumberland Plateau to the 
west and within 50 kmkof the site:have a low acid neutralizing capacity (ANC) and 
are also potentially at risk from acid deposition. No streams within the study area 
were identified as being currently affected by acid deposition to the extent-that 
significant ecological changes were occurring. Therefore, the small incremental 
increase in acid deposition due to a single oil-fired power plant is not expected to 
have a major ecological impact. 

3.3.1.7 Particulates 

Particulate emission rates for the hypothetical 300-MW oil-fired power plant 
using 1990 technology were set at 1.28 grams per sec. The resulting atmospheric 
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concentrations at the southeastern site were calculated to be 0.83 pg/m3 for a 
maximum 24-hr average, and 0.014 pg/m3 for a maximum annual average. 
Ambient particulate concentration in the study area has been reported to be 108 
pg/m3 for the 2nd highest 24-hr average and 47 p g / d  for an annual average 
(particulate values from Appendix C). Operation of the power plant would result 
in an increase of about 0.03% in the average annual concentration. 

There is very little experimental data on the ecological effects of high 
particulate concentrations. However, in one study it was found that deposition of 
particulate matter on the leaves of oak trees caused an indirect loss of leaf 
chlorophyll (Williams et al. 1971). The particles clogged leaf stomatal pores 
which allowed a greater uptake and retention of SO,. The SO2 decreased pH levels 
within the leaf and resulted in hydrolysis of chlorophyll a to phaeophytin. 
Deposits of particulate matter on the leaf surface causing these effects ranged from 
4 to 175 pg/cm2. Deposition rates for ambient particulate matter and estimates of 
the fraction of ambient and incremental deposition resulting in contamination of 
foliar surfaces are needed to assess impacts from a single point source. 

In the vicinity of the power plant site, emissions of particulates and 
secondary aerosols may cause atmospheric haze, particularly during unfavorable 
meteorological conditions. Quantitative estimates of localized impacts are, 
however, not available. On a regional scale, visual range reduction caused by haze 
is a major form of visibility impairment throughout the United States. Visually 
important recreational areas located near the southeastern reference site include the 
Great Smoky Mountains National Park, Cherokee National Forest, and Nantahala 
National Forest. According to monitoring studies conducted by the National Park 
Service at Look Rock, TN, the average annual visual range in the Great Smoky 
National Park was 55 kilometers during 1980-1983 (Reisinger and Valente 1985). 
Located near the New Mexico site are Mesa Verde National Park, Chaco Culture 
National Historical Park, and Bandelier National Monument. Standard visual 
range in these areas exceeds 100 mi (161 km) (U.S. Department of the Interior 
1982). Haze is generally considered to be caused by multiple emission sources 
(U.S. EPA 1988). A single 300-MW oil-fired power plant is unlikely to have 
direct visibility impacts on distant recreational areas. 

3.3.2 Water Emissions’ 

Potential water emissions from an oil-fired power plant include cooling tower 
blowdown, boiler water discharges, and general utility wastewater. Water 
pollutants contained in the wastewaters include BOD, COD, TSS, TDS, oil and 
grease, chlorine, Zinc, copper, iron, and changes in pH (Section 5.2.2). Potential 
ecological impacts on surface water and groundwater are dependent on the type of 
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waste treatment and disposal system used at the facility. At the southwestern 
reference site the nearest river of sufficient size for discharge of power plant 
wastewaters is located about 40 miles away; consequently, waste treatment, 
recycling, and/or disposal in evaporation ponds are likely to be the methods used. 
Spills, leaks, and overflow and leaching from ponds may result in the loss of 
pollutants to the soil and subsequent groundwater contamination, but the incidence 
of these Occurrences is likely to be small. Moreover, the water table at the 
southwestern site is located 200-500 feet below the surface (New Mexico Water 
Quality Commission 1990); at this depth the groundwater is relatively protected 
from surface contaminants. At the southeastern reference site the proximity of a 
large river system would probably result in direct discharges of wastewaters to the 
river. 

3.3.2.1 Cooling systems 

The condenser cooling water system designed for both the 1990 and 2010 
technologies used at the southeastern reference site is a mechanical draft wet 
cooling tower. Corrosion inhibitors, biocides, and dissolved solids would be 
released into the receiving water body, the Clinch River, in cooling tower 
blowdown. Cooling tower blowdown ranges from 0.5 to 3% of the average 
condenser flow rate. Makeup water must be continuously added to compensate for 
blowdown, evaporation, and drift (U.S. Department of Energy 1983). For 
mechanical draft cooling towers makeup water amounts to 1.5-4.5% of average 
condenser flow rate or about 250 acre-ft per 10l2 Btu (about 1,800 acre-ft, or 5.9 
x l@ gal per year for a 3WMW facility) ( U . S .  Department of Energy 1983). The 
Clinch River has an average flow of 4,561 cfs (about 2 million gpm or about 1.1 
x 10l2 gal/yr) (Project Management Corporation 1975-77); therefore, makeup 
water would account for 0.05% of river water flow. River flow velocity is 
controlled by turbine operation at Melton Hill dam. Discharges during low or no- 
flow periods could have very localized environmental impacts..‘ Site-specific 
information on frequency and volume of the’blowdown and concentrations of the 
component chemicals is ‘needed to fully assess-ecological impacts. Overall, the 
high rates of dilution are expected toiminimize impacts. ‘ . I ’  

I _  

1 

3.3.2.2 Wastewater < 1  I 

’ 54 ‘  * 1 :  . 
For an oil-fired power plant, the principal components of the wastewater 

discharge are boiler blowdown, washwater from chemical cleaning of boiler tubes, 
air preheater washwater, and boiler fireside washwater (Section 5~2’. 1). Chemicals 
contained in wastewater consist of those added to the boiler makeup water to avoid 
problems with deposits and corrosion. The extent of pretreatment of makeup water 
depends on the chemical characteristics of the intake water. Suspended solids are 
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usually removed by coagulation and filtration and, if necessary, water hardness is 
reduced by an ion exchange process which replaces calcium and magnesium with 
sodium (from sodium chloride). Additional chemicals which may be added to the 
boiler water for oxygen scavenging, phosphates and caustic soda for corrosion 
control and chelates to limit boiler fouling. 

Wastewaters from an oil-fired power plant are expected to contain varying 
pH, high dissolved solids, high COD and BOD and metals such as iron and copper 
(U.S. Department of Energy 1983). Technologies are available for zero-discharge 
waste treatment systems; however, it is likely that at the southeastern reference site 
treated wastewaters will be discharged into the Clinch River. As noted above for 
cooling tower blowdown, site-specific information on the volume of the wastewater 
discharges and concentrations of the component chemicals is needed to fully assess 
ecological impacts, but the high rates of dilution with the river water are expected 
to minimize impacts. 

3.4 TRANSPORTATION AND STORAGE 

3.4.1 Crude Oil 

. Oil spills may occur during the transportation and storage of crude oil and 
crude oil products. Crude oil produced onshore near the two refineries would be 
transported to the refineries by small pipelines or trucks. The major impacts from 
pipelines occurs during their construction. Since the scale and probability of spills 
from onshore pipelines is minimal, onshore crude oil spills will not be considered 
in this report (Section 5.4). 

Crude oil produced offshore in 2010 would be pumped from the Gulf of 
Mexico to a refinery near Houston through underwater pipelines that are laid on 
the bottom of the &. The pipelines are made of high-quality steel pipe welded 
together; the pipeline is usually covered with a protective coating and a layer of 
cement. Pressure pumps and compressors are placed along the pipeline at intervals 
to maintain a constant flow of oil. Near shore, or at depths of less than 200 feet, 
trenches are dug to contain the pipeline. Although there is local environmental 
disruption in coastal areas from dredging during placement of the pipelines, 
underwater pipelines have proved to be reliable and environmentally safe (Gates 
1985). 

Open ocean oil spills of < 1,000 barrels do not cause appreciable 
environmental damage. (Most information on offshore spills combined platform 
spills, pipeline breaks, and seeps.) Between 1964 and 1988, there were 21 spills 
of 1,OOO barrels or more from offshore operations on federal leases on the Outer 
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: . 
Continental Shelf. The number of barrels spilled ranged from 1,456 to 160,638. 
The most serious causes of accidents were anchor damage to pipelines and well 
blowouts (U.S. Department of Interior 1989). From 1964 to 1980 the average spill 
rate for pipelines was 1.6 spills per billion barrels produced (Lanfear and Amstutz 
1983). According to Anderson and LaBelle (1990), the average spill size was 
18,046 barrels for platform spills and 26,450 barrels for pipeline spills. Through 
1987 spill rates were slightly lower: rates per lo9 barrels of oil handled were 0.60 
and 0.67, respectively. Oil spill rates for platforms in state waters were not 
located. As in the case of platform spills, pipeline spills may impact local 
fisheries, but recovery is expected within one to two years. 

The NRDAMKME can be used to estimate injuries to marine and coastal 
resources from an underwater pipeline break. A break near the platform, 50 
kilometers from the coast of Texas, would produce the same impacts as a platform 
spill. See Section 3.1.2.4 for the model description and Section 7.2.2 of Volume 
1 for injuries to fisheries and other marine resources. 

In experimental studies, crude oil added at rates of 1, 2, 4, and 8 liters/ 
m-2 to enclosed plots in the Barataria Basin of Louisiana was not toxic to marsh 
grass (Sparfinu alfemiora) or sediment anaerobic bacteria. The added oil did not 
remain on the surface, but adhered to dead plant material on the marsh surface and 
in the sediments (Delaune et al. 1979). 

Crude oil added to seawater separates into an oily layer and a water soluble 
fraction (WSF). With gentle mixing the oily layer mixes with water forming an 
oil-in-water dispersion (OWD). Studies on the toxicity of these mixtures to three 
estuarine crustaceans and three estuarine fish were performed by Anderson et al. 
(1974) (Tables D-9 and D-10). The lowest concentration acutely toxic (48-hr TLm 
or LC& to both shrimp (Mysidopsis almyra) and fish (Menidia beryllina) was 8.7 
ppm (mg/L)* 

3.4.2 Residual Oil 

3.4.2.1 Water Transportation 

Residual oil would be transported by tanker barges from the Deer Park 
refinery to the Clinch River site, a total distance of 1,320 miles. The proposed 
route is along the Gulf Coast from Houston, Texas to Mobile, Alabama, possibly 
utilizing the Gulf Intracoastal Waterway. From Mobile the barges would travel 
through the Tennessee-Tombigbee waterway and up the Tennessee and Clinch 
Rivers to the Clinch River site. One barge carrying 70,000 bbl every 7.8 days 
would be necessary to supply the southeastern power plant (calculations made from 
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Section 4.2.15.1). The most probable causes of inland barge accidents are 
collisons with bridges or other vessels and -groundings. Barges in coastal areas 
would be vulnerable to storms. Spills could also occur during loading and 
unloading operations. 

Residual oil #6 is a viscous black liquid with a specific gravity of 0.95. It 
is insoluble in water and .usually floats on water. After 24 hours, 11 ppm may be 
in solution. Accidental spills are a potential danger to aquatic life and waterfowl; 
they result in fouling to shoreline and municipal and industrial water intake 
closures. The Coating action of the oil is hazardous to waterfowl, plankton, algae 
and fish (CHRIS 1992, OHM/TADS 1992). 
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I .  TABLE D-9. Oil bioassays on three estuarine crustacean species 
Mysidopsis almyru Pakremonetes pugio Penaeus aztecus (postlarvae) 

48 h 24 h 48 h 96 h 24 h 48b 96 h Od.type Value 24 h 

South Louisiana crude 
I 8 .  

37.5 1,700 1,650 200 >lo00 >lo00 >lo00 O W '  TLm (ppm)' .165 

>19.8 >19.8 'Tpn @pm)d 11.7 8.7 >16.8 >16.8 >16.8 19.8 
t f i 

WSP 

Kuwait crude 

O W '  TLm@pm)' 72 63 13,500 9,m 6,000 

WSP TLm (ppm)d 8.2 6.6 >10.2 >10.2 >10.2 - 
. .  . .  

'Oil-in-wa@r-dispersion 
water-soluble fraction 
'Concentration expressed as ppm oil added to water 
dConcentration expressed as ppm total oil-hydrocarbons in aqueous phase as determined by infrared analysk 

From Anderson et al. 1974 
. . .* . r  



TABLE D-10. Oil bioassays on three estaurine fish species 

Cyprinodon voriegohrr Menidh beryllina Fundulus similus 

24 h 48 h 96 h 24 h 48 h 96 h 24 h 4J3h 96 h Oil type Value 

South Louisiana crude 

a TLm(ppm)’ 80,000 33,000 29,000 7,6000 5,ooO 3,700 6,610 6,000 6,000 

WSP 8.7 5.5 TLm (ppm)” >19.8 >19.8 >19.8 9.7 16.8 16.8 16.8 

Kuwait crude 

O W ‘  TLm (ppm)’ >80,000 >80,000 >80,000 20,000 15,OOO 9,400 17,500 14,800 14,800 

>10.4 >10.4 >10.4 WSP TLm(ppm)d - 6.6 6.6 6.6 

’Oil-in-water dispersion 
water-soluble fraction 
‘Concentration expressed as pprn oil added to water 
%oncentration expressed as ppm total oil-hydrocarbons in aqueous p;we as d-ed by infrared analysk 

_ -  From Anderson et al. 1974 
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Barge transportation accidents can occur at any point on the route. It is 
assumed barges travel close to the coastline or within the interacoastal waterway. 
The greatest impact from a spill of #6 residual oil at sea is probably to zooplankton 
in the immediate vicinity of the spill. Visual observations at the site of the Argo 
Merchant spill in shoal waters off Nantucket, Massachusetts, showed greatest 
impact on free-floating plankton (Kerr 1977). The oil did not reach the coast. 

Impacts close to coastal areas would be much greater, with potential 
impacts on beaches, coastal vegetation, waterfowl, fish, and invertebrates. The 
coating action of the oil would be more destructive to wetland plants and biota than 
toxicity. On March 5 ,  1980, the barge Ethel H. collided with the oil tanker 
Southwest Cape in New York Harbor, resulting in a spill of #6 fuel oil. The 
beaches of nearby Sandy Hook, New Jersey were covered with oil and tar balls. 
No further details of the accident were located (Gates 1985). 

Injuries to marine and coastal resources can be estimated using the National 
Resource Damages Assessment Model for Coastal and Marine Environments 
(NRDWCME). In December, 1986, a spill of #6 fuel oil occurred in the lower 
Savannah River at the Garden City Terminal, Savannah, Georgia (Brown 1989). 
A malfunctioning valve in the Amazon Venture allowed an estimated 500,000 
gallons (12,000 barrels) of the oil to be discharged into the Savannah River during 
offloading operations. Efforts to contain the spill were relatively unsuccessful and 
strong river and tidal currents quickly spread the oil throughout the lower Savannah 
River and into numerous channels and wetlands in the Savannah National Wildlife 
Refuge. The oil remained on the water for approximately two weeks. There were 
no observable fish kills resulting from the spill, and only a few oiled birds were 
found; however, the most significant effect was the oiling of approximately 8,OOO 
acres (3,200 hectares) of tidal marsh grasses throughout the lower Savannah River. 
Closure of the intake gates to the ’Savannah National Wildlife Refuge’s 
impoundment system prevented the oil from reaching that location; however 
vegetation along approximately 58 miles of shoreline within. the refuge had a heavy 
coating of oil. .These impacts resulted in the’ temporary closing (2-3 weeks) of the 
refuge to hunting and fishing and the closing ofeshellfishing season in coastal 
waters downstream of the refuge by the State of Georgia. The Natural Resources 
Damage Assessment Regulations were applied following this accident. This was 
the. first successful implementation of the WDA regulations. The. damage 
assessment process considered loss of use of wetlands, replacement services of the 
wetlands, damagei to fish-and wildlife, loss of hunting and fishing da$, and other 
damages. A settlement was reach’ed which provided damages to the U.S. 
government and the states of Georgia and South Carolina. 
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Using the NRDAWCMA model, Opaluch and Grigalunas (1989) partially 
assessed the economic risk of large (> 1,000 barrels) crude oil spills for natural 
resources in the Eastern, Central, and Western Gulf of Mexico which constitute the 
Louisiana Province. Their assumptions and environmental parameters are provided 
in the paper. Their assessment did not include injury to public beaches, private 
facilities, or the cost of cleanup. They did not summarize injury to fisheries and 
biota. Costs varied with area of the Gulf coast, ranging from $1 1.40 per barrel of 
oil spilled in the Western Gulf of Mexico (corresponding to the offshore Texas site) 
to $37.60 in the Eastern Gulf of Mexico. Cost per billion barrels of oil developed 
ranged from $6OO,OOO in the Western Gulf of Mexico to $3,000,000 in the Eastern 
Gulf of Mexico. 

Several inland river spills have taken place; however, none involving #6 
residual oil and river barges were located. Areas along the spill pathway that may 
be impacted include municipal and industrial water intakes, discharges, locks and 
dams, and river terminals. On Jan. 2, 1988, a major spill occurred near the Ohio 
River in which a storage tank containing > 3.8 million gallons of #2 diesel oil 
collapsed, spilling nearly 800,000 gallons of fuel into the Monongahela River 25 
miles upstream from Pittsburgh (Clark et al. 1990). (Diesel #2 contains 60% 
saturated hydrocarbons and 40 % mono- and polycyclic aromatic hydrocarbons 
(API 1988a,b, cited in Cronk et al. 1990) and is lighter, but more toxic to aquatic 
organisms than #6. The Monongahela and Allegheny Rivers meet at Pittsburgh to 
form the Ohio River. Normal procedures for controlling oil spills were only 
partially successful (about 30 percent was recovered with booms and vacuums), 
and the fuel began to mix with the water. The oil also passed through several locks 
and dams and thus mixed vertically in the water column. The spill moved down 
the Ohio River toward Louisville, passing 39 municipal water intakes along the 
way. The intake valves were usually shut down until successful treatment of the 
contaminated water was possible. By January 4, the spill had moved 20-30 miles 
downstream from the origination of the Ohio River at Pittsburgh. On January 5, 
the slick was approximately 28 miles long, and oil was as deep as 16 feet. By 
January 27, the spill had reached Louisville, Ky, 600 miles downstream, but diesel 
oil concentrations had returned to background levels. 

At Cincinnati, flows in the Ohio River normally range from 35,000 to 
220,000 cfs. At the time of the spill, the flows were 95,000 cfs. Several days 
after the spill, the temperatures dropped into the single digits, causing freezing in 
the upper 100 mi of the Ohio River and slowing the flow to 25,000 cfs and the rate 
to <0.5 mph. On January 19, the Ohio River Valley experienced heavy rainfall 
and an extended warm spell and the river flows increased to >200,000 cfs and the 
rate to 3.1 mph. Ohio and Pennsylvania officials estimated that 10,000 fish and 
2,000 ducks were killed. 
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Data on the toxicity of #6 fuel oil is important for predicting effects on 
aquatic organisms. The 48-hour median tolerance limit of #6 fuel oil for juvenile 
American shad in saltwater was approximately 2400 ppm. No effects occurred at 
1300 ppm. Ninety-six hour LCso values for the marine species, menhaden and 
grass shrimp, were 10 and 26 ppm, respectively (CHRIS 1992, OHM/TADS 
1992). Ninety-six hour LCso values were 160 ppm for a diatom, 5.1 ppm for a 
marine copepod, and 130 ppm for the Atlantic silversides (Hollister et al. 1980). 
Toxicity data for freshwater organisms were not located. 

3.4.2.2 Land Transportation 

Tank trucks will be used to transport residual oil from the Navajo refinery 
site to the southwestern power plant site, a distance of 450 miles. Oil spill rates 
of 4.5*10a bbl/l@ bbl-mile have been calculated (Appendix B). The yearly 
transport of 3,260,000 barrels of oil over a distance of 450 miles results in 
1,467,000,000 bbl-mile and a yearly spill rate of 660 barrels. Assuming the 660 
barrels were divided over several small spills (three trucks at 220 barrels each is 
most likely), the impact due to spillage and spill cleanup in the sandy desert 
environment would be minimal, The most significant ecological impact would 
occur if a spill directly enters a stream; however, such effects would be localized 
and oil from a single truck would be diluted, even in the smallest average stream. 

3.4.3 Air Emissions 

Exhaust emissions from trucks hauling the fuel oil to the power plant and 
returning to the refinery, barges, and pumping equipment consist of hydrocarbons, 
NO,, CO, particulates, SO,, and COz. These emissions are not expected to have 
direct ecological impacts, but they would contribute to overall changes in air 
quality; therefore, they must be considered in relation to similar emissions from the 
power plant itself. Potential ecological effects of these emissions are discussed in 
Section 3.3. 

3.4.4 Road Deterioration 

The hypothetical 300-MW southwestern power plant would require 3.26 
million barrels of residual oil in 1990 (Appendix B). This oil will be, hauled 'to the 
power plant in trucks each having the capacity of 200 barrels; thus about 45 tank 
trucks per day or>16,300 delivery trips per year would be required. *It is assumed 
that the average haul distance would be 450 miles; total roundtrip distance would 
be 7,335,000 miles. Most of this traffic will be on public roads. Therefore, 
excessive road deterioration is likely to occur. 
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3.4.5 Traffic Noise 

As noted above, 16,300 truck deliveries would be required per year to 
furnish .the oil to the power plant at the 1990 southwestern reference site. 
Assuming that the deliveries are made 5 days per week and 8 hours per day, the 
deliveries to and from the power plant would average about 7.8 per hour. 

3.5 SUMMARY AND SELECTION OF KEY IMPACTS 

Although quantitative information on many of the potential environmental 
impacts of the oil fuel cycle is limited, some general qualitative conclusions can be 
made based on the available data. Impacts from the oil-fuel cycle involve: (1) 
effects of wastewater and discharges from offshore drilling on local biota and 
regional fisheries, (2) the impact of a crude oil spill on marine and coastal 
resources, (3) the potential changes in crop yield from ozone formation from power 
plant emissions of hydrocarbons and NO,, (4) damage to coastal wetlands and 
marine resources from potential spills of residual oil during transport along coastal 
areas, and (5) damage to freshwater aquatic resources from potential spills of 
residual oil during barge transport through the Tennessee-Tombigbee River system. 
Most quantitative data is available on the potential impact of ozone on crop yield 
at the southeastern 'site. However, the greatest ecological impact is to aquatic 
resources and biodiversity from marine and freshwater oil spills. 

4. QUANTIFICATION METHODS 

Methods for deriving quantitative relationships between levels of 
environmental stress and ecological impacts are reviewed in ORNL/RFF (1992, 
Appendix D). These methods can be divided into three general categories, (1) 
empirical modeling using statistical analysis of measured data, (2) mechanistic (or 
process) modeling which predicts steady-state conditions or dynamic fluxes from 
known physical, chemical, or biological relationships, and (3) expert judgement 
based on field and laboratory data. All three approaches are required to assess the 
ecological impacts of alternative fuel technologies. Reasonably well understood 
impacts such as the effects of ozone on crops and the effects of oil on water quality 
and aquatic organisms can be partially quantified using both types of models as 
well as expert judgement. Highly site-specific effects can be quantified from site- 
specific data, but generic, predictive models do not exist. Poorly documented 
effects (such as changes in biodiversity or recreational opportunity) and poorly 
understood sources cannot be quantified using any of these approaches. 
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5. EVALUATION OF KEY IMPACTS 

5.1 EFFECTS OF OFFSHORE OIL DRILLING AND PRODUCTION ON 
COMMERCIAL FISHERIES AND BENTHOS 

Commercial fishing in the Gulf of Mexico is an important economic 
component of the United States. Commercial landings of all fisheries in the Gulf 
of Mexico during 1989 totaled nearly 1.8 billion pounds and were valued at about 
$649 million (US. DOC/NOAA/NMFS 1990). This was a 18 percent decrease 
in landings and a 7 percent decrease in value from 1988 landings. Although losses 
of fisheries resources are difficult to distinguish from natural variation, there has 
been a general decrease in landings in the Gulf of Mexico since the development 
of the petroleum industry. The decrease has been attributed to overfishing. 

Oil spills from platforms and well blowouts produce regional short-term 
environmental impacts, but spill rates are low, especially for large spills (> 1 ,OOO 
barrels). Recovery via recruitment of fishery stocks takes from one to two years. 
On the other hand, discharges of produced water, drilling fluids and drill cuttings 
from drilling platforms continuously add solid material, hydrocarbons, and metals 
to the sediments and hydrocarbons to the water column over the life of the well. 
These materials are diluted in the water, but can potentially produce sublethal 
effects on sensitive stages of aquatic organisms. Dispersion models for platform 
wastewaters adequately describe short-term dispersion; in contrast, because of 
insufficient data on transport rates, current patterns, and the long-term behavior of 
discharge constituents, models have not been successful in adequately predicting 
the long-term dispersion of discharges from platforms (Payne et al. 1987). 
Dilution factors of 1,000 within one to three meters of the discharge and 10,000 
within 100 metersedowncurrent of the discharge have been measured in field 
studies. The combination of discharges of produced water, drilling fluids and 
cuttings, and oil from four oil platforms containing 16-17 wells would produce 
only chronic ecological impactsxin a local area (within 1,500-2,000 meters of each 
well site) and result in an *extremely small incremental impact-on commercial 
fisheries of the Gulf. 

> .  

The greatest measured impact -from platform discharges is to benthic fauna. 
Local benthic fauna abundance and diversity were severely reduced within 100-200 
meters of an oil separator platform off the,coast of Texas (Armstrong et al. 1979). 
Although data are insufficient to quantiry .these incremental impacts on saltwater 
organism, these localized, continuous emissions should be of concern in an area 
experiencing decreased fisheries landings and increased oil development. 
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5.2 IMPACTS OF PLATFORM OIL SPILLS ON COASTAL AND 
MARINE RESOURCES 

Oil spills in marine and coastal areas due to spills of crude oil from 
platforms would cause a direct and measurable ecological impact. Although effects 
would be site-specific and costs would depend on the economic value of the land 
and presence or absence of finfish and shellfish fisheries and wildlife, in general, 
these areas are considered valuable natural resources. 

Injuries to marine and coastal resources from an oil spill can be estimated 
using the Natural Resource Damages Assessment Model for Coastal and Marine 
Environments (NRDAMKME) (EA and ASA 1987). The NRDAMKME 
provides a "Type A" natural resource damage assessment under the Comprehensive 
Environmental Response, Compensation, and Liability Act of 1980 (CERCLA). 
A "Type A" assessment is a standard and simplified procedure in contrast to a 
"Type B" procedure which is used in individual cases. CERCLA provides that 
damages are compensation for injuries to natural resources. Injuries can be 
estimated for commercially and recreationally harvested fish, lower trophic biota 
(the food source for other animals), birds, fur seals, and public beaches. Damages 
are measured in terms of "willingness to pay" using established market prices. 

The biological effects submodel calculates injury to biota and public 
facilities in the appropriate province, in this case the Louisianian Province (Gulf 
of Mexico) by season. The biological and physical injuries considered are: 

"direct, lethal effects on larvae, juveniles, and adult fish and 
shellfish, waterfowl, seabirds, shorebirds, fur seals, and lower 
trophic biota; 
indirect and long-term effects involving the eventual loss of fish and 
shellfish as a result of kills of larvae and juveniles, and birds, as a 
result of kills of lost broods; 
indirect effects resulting from kills of lower trophic level, non- 
commercial organisms (phytoplankton, zooplankton, and benthic 
biota); and 
direct effects resulting from oil or hazardous substances causing a 
closure of public recreational beaches, or a hunting or fishing area." 

The biological data base contains the following information on biological 
abundance of various categories of finfish, shellfish, fur seals, and birds in the 
Louisianian Province in spring (Tables D- 1 1 to D- 13): 
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Table D-11. Adult biomass (grams wet weight per square meter) 
Species/Category Spring Summer Fa11 Winter 

Anadromous Fish 
Subtidal 0.0010 0.0010 0.0010 0.0010 
Intertidal 0.0000 0.0000 0.0000 O.oo00 

Subtidal 1 1.4205 1 1.4232 1 1.4205 10.3178 
Intertidal 0.0000 0.0000 0.0000 0.0000 

Subtidal 0.0209 0.0303 0.0209 0.01 16 
Intertidal O.oo00 0.0000 O.oo00 O.oo00 

Planktivorous Fish 

Piscivorous Fish 

Top Carnivores 
Subtidal 0.0134 0.0134 0.0134 0.0134 
Intertidal 0.0000 0.0000 0.0000 O.oo00 

Demersal Fish 
Subtidal 0.0098 0.0098 0.0098 0.0098 
Intertidal 0.0380 0.2500 0.2100 0.2300 

Semi-Demersal Fish 
Subtidal 0.6367 0.6367 0.6367 0.6367 
Intertidal 0.0000 o.oo00 0.0000 O.oo00 

Mollusks 
Subtidal 0.0009 0.0009 0.0009 0.0009 
Intertidal 5.2000 5.2000 5.2000 5.2000 

Decapods 
Subtidal 0.4315 0.4315 0.43 15 0.4315 
Intertidal 4.4000 4.4000 4.4000 4.4000 

Squid 
Subtidal 0.0086 f 0.0086 0.0086 0.0086 
Intertidal O.oo00 o.Ooo0 , o.Ooo0 O.oo00 
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Table D-12. Larvae (numbers per square meter) 
S peciesiCategory Spring Summer Fall Winter 

Anadromous Fish 
Subtidal 
Jntertidal 

Planktivorous Fish 
Subtidal 
Intertidal 

Piscivorous Fish 
Subtidal 
Intertidal 

Top Carnivores 
Subtidal 
Intertidal 

Demersal Fish 
Subtidal 
Intertidal 

Semi-Demersal Fish 
Subtidal 
Intertidal 

Mollusks 
Subtidal 
Intertidal 

Decapods 
Subtidal 
Intertidal 

Squid 
Subtidal 

0.0000 
O.oo00 

21.0000 
0.0000 

2.1000 
o.Ooo0 

2.1000 
0.0000 

0.5000 
0.0000 

2 * 0000 
0.0000 

2 * 0000 
0.0000 

0.0016 
o.oO0o 

0.0000 

0.0000 
o.oO0o 

l o . m  
0.0000 

2.0000 
0.0000 

0.0000 
0.0000 

1 .oooo 
0.0000 

3.0000 
0.0000 

20.0000 
0.0000 

0.0042 
O.oo00 

0.0000 

0.0000 
0.0000 

1 .OooO 
0.0000 

0.1000 
0.0000 

0.0000 
o.oo00 

0.1000 
O.oo00 

1 .moo 
0.0000 

2.0000 
0.0000 

o.Ooo0 
O.oo00 

0.0000 

O.oo00 
O.oo00 

2 1 . m  
o.ooO0 

o.ooO0 
O.oo00 

0.0000 
o.oo00 

1 .oooo 
o.oO0o 

2.oooo 
O.oo00 

o.oo00 
O.oo00 

O.oo00 
O.oo00 

O.oo00 
Intertidal 0.0000 0 9 0000 0.0000 0.0000 
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Table D-13. Mammals and birds (numbers per square kilometer) 
SpeciesKategory spring Summer Fall Winter - 

* Fur Seals 
Subtidal 
Intertidal 

Seabirds 
Subtidal 
Intertidal 

0.00 0.00 0.00 0.00 
0.00 0.00 0.00 ’ 0.00 

2.30 2.30 2.30 2.30 
0.00 0.00 0.00 0.00 

Waterfowl 
Subtidal 0.00 0.00 0.00 0.00 
Intertidal 5450.00 2190.00 2520.00 23,900.00 - 

- Table D-14. Productivity (grams carbon per square meter per day) 
Category spring Summer Fa11 Winter 

Primary Producers 
Subtidal 0.6800 0.6800 0.6800 0.6800 
Intertidal 0.0380 0.0380 0.0380 0.0380 

Zooplankton 
Subtidal 0.0879 0.0879 0.0879 0.0879 
Intertidal o.oO0o 0.0000 O.oo00 O.oo00 

Benthos 
Subtidal 0.048 1 0.0841 0.0841 0.0841 
Intertidal 0.0080 0.0080 0.0080 0.0080 - 

The NRDA-WCME was applied to a hypothetical spill of 18,046 barrels of 
m,edium crude oil from a platform located 50 km off the coast of Texas on June 1, 
1990. For maximum damages, it was assumed that the spill would come hhore, 
thus impactingLsubtidal as well as intertidal biota. It was assumed that 20% of the 
oil was cleaned up from the water surface on the day following the spill. Based on 
direct kills of adults and young, reduced weights of adults and young, and loss of 
primary and zooplhkton productivity, the model calculated a total catch losses in 
grams (Table D-15). This results in catch losses of 3,978,452 pounds of finfish 
arid 33,779 pounds of mollusks and decapods over the next 20 years. In addition, 
approximately 140 adult seabirds and 3000 adult shorebirds would be directly 
killed. No ducks or geese were lost. 
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Because oil spills are episodic rather than continuous events, ecological 
impacts should not be annualized. Rather, the probability of such an event 
occurring given the site and time specific data for crude oil supplied to a 300-MW 
power plant should be considered. Using Anderson and LaBelle's (1990) spill rate 
of 0.60 spills per billion barrels handled, the probability of a major spill occurring 
during the handling of the yearly 3.66 million barrels needed for the power plant 
is 0.0022 (spillsl3.66 million barrels). 

Table D-15. Lost catch of fish and invertebrates 
Lost catch 

Species Category (n) 
Auadromous Fish 

subtitld 
intertidal 

Planktivorous Fish 
subt idal 
intertidal 

Piscivorous Fish 
subt idal 
intertidal 

Top Carnivores 

Demersal Fish 

Semi-Demersal Fish 

Mollusks 

subtidal 
intertidal 

subtidal 
intertidal 

subt idal 
intertidal 

subt ichl 
intertidal 

Decapods 
subtidal 
intertidal 

3,650 
0.00 

112,000,000 
0.00 

23,100,000 
0.00 

1,630,000,000 
0.00 

3,640,000 
35,900 

41,800,000 
0.00 

21,300 
6,700,000 

65;200 
8,540,000 

Squid 
subtidal 8,470 
intertidal 0.00 
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5 3  EFFECTS OF O Z O d  ON AGRICULTURAL CROPS 

The effects of air pollutants on crops has been reviewed and summarized 
by Shriner et al. (1990). Adequate data for the evaluation of crop yield reductions 
are available only for ozone. Reductions up to 56% have been reported depending 
ox1 crop species, location, and ozone level. 

The response of plants to ozone depends on many factors including 
concentration, species, cultivar genetics, growth stage, environmental variables 
(soil conditions, meteorology, temperature, humidity) and pollutant interactions 
(SOz, acid deposition, and NO3 (ORNLJRFF 1992). Because of the lack of data 
for many of these variables, uncertainties exist in the reliability of the available 
exposure-response functions for all possible scenarios. Choice of an exposure 
pmmeter may also be critical factor. Exposure of plants to ozone is usually 
reported in terms of 7-hr or 12-hr seasonal mean concentrations. The mean values 
represent daily periods during the growing season (9 a.m. to 4 p.m. and 9 a.m. to 
9 p.m. standard time) which are thought to correspond to the periods of highest 
plant sensitivity and highest ozone levels. However, there is some evidence that 
a seasonal mean of daily 1-hr maximums may be a more appropriate measure of 
exposure (ORNL/RFF 1992). 

The analysis of ozone-induced incremental changes in crop yields due to the 
operation of the proposed 300-MW oil-fired power plant was accomplished by 
using literaturederived ozone-exposure plant growth response functions, reported 
ambient ozone 'levels for the southeastern reference site, and estimations of 
incremental ozone increases attributed to the operation of the 1990 and 2010 oil- 
fired power plants at the' southeastern site. Insufficient data were available to 
calculate incremental increases in ozone at the southwestern reference site. 

a .  Y ,  I f' 

~ ORNL/RFF (1992), the ozone exposure-plant response 
functions used in alysi's-were those'developed by Heagle'et al; (1988) from 
field data generated from' the National Crop Loss *Assessment Network (NCLAN) 
(see also Heck et al; 31988; Shriner ecd. 1990).: These studies provided crop yield 
losses for major cultivars ,'for We '  sdsonal * mean ozone concentrations 
rrptsentative of the range'of ambient ozone levels i the United States (Table D- 
16). For a given predicted increase in ozone; crop 1d loss for a particular crop 
can be estimated by interpolation of the data presented in Table D-16: ,For the 
southeastern reference 'site the existing ambient ozone level within the 
determined to be 55 ppb (12-hr seasonal average, 9 a.m. to 9 p.m., May through 
September), and the incremental increase in the 12-hr seasonal ozone level 
associated with the 1990 technology was calculated to be 1.0 ppb, and that for the 
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Table P16. Crop yield losses estimated to result 
from various ozone concentration (in percent) 

Mean ozone concentration during the growing season 

crop 40 50 60 70 80 

Soybeans 
(Average of 22 experiments 5.6 10.1 15.5 21.5 28.4 
with about 10 cultivars) 

Tobacco 
(Average of 2 experiments) 5 .O 9.0 13.0 18.0 23.0 

wheat 
(Average of 5 experiments 9.0 15.0 20.8 26.8 33.2 
with 3 cultivars) 

Corn 
(Average of 3 experiments 1.7 3.7 6.7 10.3 15.7 
with mixtures of 5 cultivars 

Hay 
s (Red clover, the main type of 9 19 31 44 59 

hay grown in the casestudy 
area) 

2010 technology was calculated to be 0.1 ppb (see Appendix C). 

The approach used to estimate crop losses was the same as that developed 
in O W R F F  (1992). Losses in crop production were calculated for the counties 
surrounding the plant. Data for entire counties and an infinite number of sites 
within each county was assumed. This procedure allowed for the use of a single 
increased ozone level averaged over the entire area, rather than for site-specific 
increases; it avoided the need to deal only with portions of counties falling within 
the 50-km perimeter of the study area; it provided results which are more generally 
representative of the reference site; and it allowed for the easy computation of the 
hypothetical crop losses in any county within the region (ORIWRFF 1992). 
Counties lying about half or more than half within 50 km of the site were selected. 
Crop loss for each county was estimated, and then total losses for all counties was 
determined. The total county area (acres) was used to determine the proportional 
crop losses on acreage within 50 km of the power plant. The percent crop loss 
associated with existing ambient ozone levels (55 ppb) was subtracted from that 
associated with the estimated 1990 increased ozone level (1.0 ppb) occurring 
during power plant operation. 
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Applying the ambient and predicted ozone levels 
during power plant Operation at the 1990 southeastem site to the exposure-response 
functions given in Table D-16 gave the results shown in Table D-17. 

Table B17. Percentage crop loss due to increased ozone 
(1990 southeastern reference site) 

Loss due to 
Cr0I.M crop laps (%) power plant (96) 

soybean8 
existing ambient 
predicted 

Tobacco 
existing ambient 
predicted 

wheat 
existing ambient 
prediCtCd 

12.8 
13.3 

11.0 
11.4 

17.9 
18.5 

0.5 

0.4 

0.6 

Corn 
existing ambient 5.2 
predicted 5.5 0.3 

The crops listed in the preceding table are those for which county-level 
production data were available for the southeastern reference site (Tennessee 
Department of Agriculture 1990). Data for 1988 was used to estimate ozone- 
induced crop losses for all crops except corn, because production of these crops in 
1989 [the latest year reported by the Tennessee Department of Agriculture (1990)l 
was poor. Corn production data for 1989 were used because this year appeared to 
be representative of average conditions for corn. 

Crop production and 
power plant are shown in Table D-18. 

ated 10s- associated with the 1990 oil-fired 
7 -  

The total acreageioccupied by the seven counties reported above is 
1,672,648, CompCuBd to theilarger acreage of 1,940;761 acres within 50 km of the 
power plant site. Tiie numerical vilues of the crop losses within these xien 
munties must be increased proportionally to yield estimated crop losses within a 
50-km radius of the power plant at the southeastern site. These estimated losses 
are shown in Table D-19. 
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Table D-18. Crop production and the estimated crop losses 
(1990 southeastern reference site) 

Soybeans Wheat Corn Tobacco 
County Acres (1,000s bu) (1,000s bu) (1,000s bti) (1,000s lb) 

Anderson 
production 
loss 

BIount 
production 
loss 

Campbell 
production 
loss 

Knox 
production 
loss 

Loudon . 
production 
loss 

Morgan 
production 
loss 

Roane 
production 
loss 

Anderson, Roane, 
and Campbell" 

production 
loss 

185,200 
a 

347,516 
38 

0.19 

253,373 
a 

228,969 
6.3 

0.032 

142,247 
14 

0.07 

342,810 
20 
0.1 

172,533 
a 

3.98 
0.020 

a 

186 
1.119 

a 

16.5 
0.099 

51 
0.306 

13.2 
0.079 

a 

7.84 
0.047 

15 
0.045 

345 
1.035 

32 
0.096 

89 
0.267 

80 
0.240 

84 
0.252 

28 
0.084 

170 
0.680 

798 
3.192 

593 
2.372 

587 
2.348 

730 
2.920 

78.3 
0.313 

297 
1.188 

Total loss 0.412 1.65 2.019 13.01 

'Soybean and arheat producfhn s l a ~ d c s  for these counties were not reported by the Tennessee Department of Agriculture 
(1990) because l e a  than 500 acres of the respective crop were planted. Total production for all non-reported counties in 
d i t  W ,  to which these counties belong, was: 19,900 bu of soybeans for 15 non-reported counties and 18,300 bu wheat 
for 7 counties - these data were used to obtain the rough estimates given. 
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Table D-19. Estimated crop losses due to increased ozone 
(1990 southeastern reference site) 

Soybeans Wheat Corn Tobacco 
(1,000s bu) (1,000s bu) (1,000s bu) (1,0009 Ib) 

Total loss in 7 counties 0.412 1.65 2.019 13.01 

Loss within a 50-km 
radius of the power plant 0.478 1.914 2.343 15.095 

Applying the ambient and predicted ozone levels 
during power plant operation at the 2010 southeastern site to the exposure-response 
functions given in Table D-16 gave the results shown in Table D-20. 

Table D-20. Percentage crop loss due to increased ozone 
(2010 southeastern reference site) 

Loss due to 
crops Crop loss (%) power plant (%) 

Soybeans 
existing ambient 
predicted 

existing ambient 
predicted 

Tobacco 

wheat 
existing ambient 
predicted 

12.8 
12.85 

11.0 
11.04 

17.9 
17.96 

0.05 

0.04 

0.06 

Corn 
existing ambient 5.2 
predicted 5.23 0.03 

The crops listed in the preceding table are those for which county-level 
production data were available, for the southpstern reference site (Tennessee 
Department of bgriculture 1990). Data for 1988 was used to estimate ozone- 
induced crop losses' for all crops except corn, because production of these crops in 
1989 [the latestyear rep0 by the TennesseecDepartment of Agriculture (1990)l 
was 'pr .  Coni'producti ata for:l989 'were,used,bedause this year'appeared to 
be representative of ave conditions for corn. ': 

Crop production and estimated losses associated with the 2010 power plant 
are shown in Table D-2 1. The total acreage occupied by the seven counties is 
1,,672,648, compared to the larger acreage of 1,940,761 acres within 50 km of the 



D-62 Ecological Impacts 

power plant site. The numerical values of the crop losses within these seven 
counties must be increased proportionally to yield estimated crop losses within a 
50-km radius of the power plant at the southeastern site. These estimated losses 
are shown in Table D-22. 

Table D-21. Crop production and the estimated crop losses 
(2010 southeastern reference site) 

Soybeans Wheat Corn Tobacco 
County Acres (1,000s bu) (1,000s bu) (1,000s bu) (1,000s Ib) 

Anderson 
production 
loss 

Blount 
production 
loss 

Campbell 
production 
loss 

Knox 
production 
loss 

Loudon 
production 
loss 

Morgan 
production 
loss 

Roane 
production 
loss 

Anderson, Roane, 
and Campbell' 

production 
loss 

185,200 
a 

347,516 
38 

0.019 

253,373 
a 

228,969 
6.3 

0.003 

142,247 
14 

0.007 

342,810 
20 

0.01 

172,533 
U 

3.98 
0.002 

a 

186 
0.112 

a 

16.5 
0.01 

51 
0.031 

13.2 
0.008 

a 

7.84 
0.005 

15 
0.004 

345 
0.104 

32 
0.01 

89 
0.027 

80 
0.024 

84 
0.025 

28 
0.008 

170 
0.068 

798 
0.319 

593 
0.237 

587 
0.235 

730 
0.292 

78.3 
0.031 

297 
0.119 

Tofd loss 0.041 0.166 0.202 1.301' 

'Soybean and wheat production statistics for these counties were not reported by the Tennessee Department of Agriculture 
(1990) because lese than 500 acres of the respective crop were planted. Total production for all non-reported counties in 
d i i  #6, to which these counties belong, was: 19,900 bu of soybeans for 15 non-reported counties and 18,300 bu wheat 
for 7 counties - these data were used to obtain the rough estinlntes given. 
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Table D-22. Estimated crop losses due to increased ozone 
(2010 southeastern reference site) 

Soybeans Wheat Corn Tobacco 
(1,000s bu) (1,000s bu) (1,000s bu) (1,000s lb) 

Total loss in 7 counties 0.041 0.166 0.202 1.301 

Loss within a 50-km 
radius of the power plant 0.048 0.193 0.234 1.51 

5 4  EFFECTS OF TRANSPORTATION OIL SPILLS ON MARINE 
AND COASTAL RESOURCES 

Oil spills in marine and coastal areas due to barge transportation accidents 
would cause a direct and measurable ecological impact. Although effects would 
be site-specific and costs would depend on the economic value of the land and 
presence or absence of wildlife and fisheries, in general, these areas are considered 
valuable natural resources. This evaluation considers effects and damages due to 
a spill of #6 residual oil in a Gulf of Mexico coastal area. 

Ecological impacts to marine and coastal resources can be estimated using 
case studies and models (Brown 1989, Opaluch and Grigalunas 1989, Trudel et al. 
1989). The Natural Resource Damage Assessment Model for Coastal and Marine 
Environments (NRDAWCME) (EA and ASA 1987) provides a "Type A" natural 
resource damage assessment under the Comprehensive Environmental Response, 
Compensation, and Liability Act of 1980 (CERCLA). Injuries can be estimated 
for commercially and recreationally harvested fish, lower trophic biota (the food 
source for other animals), birds, fur seals (not present in the Gulf of Mexico), and 
public beaches. 

Information on the effects of an accidental spill of #6 residual oil on the 
coastal wetlands of Georgia can be used to identify impacts of barge accidents 
along the Texas, Louisiana, and Alabama coast. In 1986, approximately 12,000 
b;mls of oil were discharged into the estuarine Savannah River, resulting in oiling 
off 58 miles of shoreline and 8,000 acres of tidal marsh gisses (Brown 1989). 
Hunting, fishing, and presumably other recreational activities were shut down. 
Shellfish beds were closed. This case was the first successful implementation of 
the NRDA regulations. The damage assessment process consider& loss of use of 
wetlands, replacement sekices of the wetlands, injury to fish and wildlife, loss of 
hunting and fishing days, and other injuries. A settlement was reached which 
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provided damages of $1.2 million to the U.S. government and the states of Georgia 
and South Carolina. 

Using the NRDWCMA model, Opaluch and Grigalunas (1989) partially 
assessed the economic risk of large (1,000 barrels) crude oil spills for natural 
resourceS in the Eastern, Central, and Western Gulf of Mexico which constitute the 
Louisiana Province. Their assumptions and environmental parameters are provided 
in the paper. Their assessment did not include injury to public beaches, private 
facilties, or the cost of cleanup. Costs varied with area of the Gulf coast, ranging 
from $11.40 per barrel of oil spilled in the Western Gulf of Mexico to $37.60 in 
the Eastern Gulf of Mexico. Cost per billion barrels of oil developed ranged from 
$600,000 in the Western Gulf of Mexico to $3,000,000 in the Eastern Gulf of 
Mexico. 

5.5 EFFECTS OF OIL SPILLS ON FRESHWATER AQUATIC 
REsouRcE!s 

The Tennessee-Tombigbee waterway and the Tennessee and Clinch Rivers 
serve several functions: navigation, recreational fishing (bass, catfish, and crappie), 
other recreational activities, and municipal and industrial water sources. It is 
estimated that barges carrying 70,000 barrels of oil every 7.8 days would traverse 
this system. Information on accidents rates of inland oil-carrying barges was not 
located. With location of data on river flow rate, number of locks and dams, and 
predicted size and rate of spills, simple dilution models can be adequate to predict 
concentrations of oil and thus calculate effects on aquatic resources. In addition, 
information on park visitors and creel censuses would aid in quantifying 
recreational costs. Costs to municipalities for water replacement would be site- 
specific. Lack of an appropriate model and time constraints did not permit 
modeling of this type of spill. 

5.6 CONCLUSIONS 

This evaluation of the ecological impacts of the oil fuel cycle is based on 
a very specific set of parameters which place limits on the range of possible 
impacts and on the magnitude of these impacts. The major limiting factors in this 
assessment are the size and location of the facilities, the location of oil production 
and refining and the method of transport of both crude and refined oil. The size 
determines the magnitude of point source emissions from the power plant, as well 
as the incremental amount of wastes and discharges from oil drilling, refining, and 
transportation. Location of the power plant and the refineries is important in 
determining whether the emissions from a single facility (which in themselves may 
be too small to have any impacts) would contribute, on an incremental basis, to 
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cumulative impacts caused by other sources and defined by ambient conditions. 
Therefore, the conclusions discussed below must be considered in terms of the size 
(300-Mw) and location of the power plant. 

Under the scenario created for this study, the parts of the oil fuel cycle that 
is likely to have the greatest potential for ecological impacts are oil spills, either 
from a platform or during transportation of crude or residual oil. The spill of large 
amounts of crude or residual ,oil can result in significant impacts on aquatic 
resources. In a coastal area, natural resources such as beaches, wetlands, fish 
nursery areas, bird sanctuaries, etc., may be impacted. Commercial shellfish and 
shrimp fisheries would be at risk, as well as recreational fishing. The aesthetic 
quality of the area would be impacted as oil may remain on beaches for up to two 
years. In the river system, recreational fishing, other recreational activities, 
municipal and industrial water supplies, etc., would be impacted. The coating 
action and toxicity of the oil would result in fish and bird mortality. Populations 
would be replaced in a generation or two, but biodiversity would be temporarily 
reduced. These impacts could be modeled. The impact of chronic discharges to 
the marine environment from offshore oil production are localized and pre-drilling 
surveys are not available. However, the causes for the general decline in the Gulf 
area commercial fisheries, particularly off the coast of Louisiana, attributed to 
overfishing, needs further clarification. Even localized and small increments of 
pollutants to an already stressed ecosystem can be considered significant. Potential 
air emissions from the oil-fired power plant, which were evaluated only for the 
1990 technology at the southeastern site, were projected to be quite small and no 
direct ecological impacts were identified. The concentration of sulfur in the oil is 
very low and therefore the contribution of the power plant to acid deposition is 
negligible. Emission of NO, contributes to the formation of atmospheric ozone 
which results in a small incrementaleimpact on crop yield (when added to the high 
ambient levels of ozone that already stress the system). The amount of ozone 
predicted from the 2010 technology. is one-tenth that of the 1990 technology. 
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