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Abstract 

Internal disruption in a tokamak has been simulated using a three-dimensional magneto- 

inductive gyrokinetic particle code. The code operates in both the standard gyrokinetic 

mode (total-f code) and the fully nonlinear characteristic mode (Sf code). The latter, 

a recent addition, is a quiet low noise algorithm. The computational model represents a 

straight tokamak with periodic boundary conditions in the toroidal direction. The plasma 

is initially uniformly distributed in a square cross section with perfectly conducting walls. 

The linear mode structure of an unstable m = 1 (poloidal) and n = 1 (toroidal) kinetic 

internal kink mode is clearly observed, especially in the Sf code. The width of the current 

layer around the z-point, where magnetic reconnection occurs, is found to be close to the 

collisionless electron skin depth. This is consistent with the theory in which electron iner- 

tia has a dominant role. The nonlinear behavior of the mode is found to be quite similar 

for both codes. Full reconnection in the Alfven time scale is observed along with the 

electrostatic potential structures created during the full reconnection phase. The E x B 

drift due to this electrostatic potential dominates the nonlinear phase of the development 

after the full reconnecton. 
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I. Introduction 

. Gyrokinetic particle simulation14 is generally considered to be a useful tool for simu- 

lating the low frequency microinstabilities in a tokamak plasma. Since the high frequency 

phenomena are eliminated in the gyrokinetic formulation by averaging over the gyro-orbit 

of individual particles, only the phenomena with frequencies less than the ion gyrofre- 

quency are included in the system of gyrokinetic equations. Therefore, we can simulate 

the low frequency phenomena by using an explicit time integrating algorithm with large 

time steps. Also, we can use considerably larger grid size compared with a standard parti- 

cle code in which spatial grid size must be equal to or less than the electron Debye length 

in order not to excite unphysical aliasing modes.5 These properties make it possible to 

incorporate full tokamak geometry into the code to simulate realistic transport phenom- 

ena in tokamaks. This is the approach taken by the "Numerical Tokamak Projectyy6-* for 

the purpose of identifying the key physics issues associated with "anomalous" transport 

in tokamaks. For example, drift-wave fluctuations driven unstable by trapped particlesg 

and ion temperature gradient drift instabilitylO are simulated for full tokamak geometry 

with gyrokinetic particle codes. 

Although the thermal noise level of gyrokinetic particle simulation is far lower than 

the standard particle code," we still need more than 106-8 particles to simulate a full 

torus. This is because the saturation level for the important modes are usually not much 
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higher than the thermal noise level which, in .am, is inversely proportional to the square 

root of the number of particles used in the simulation. Recently there has been an inno- 

vation in particle simulation techniques, which drastically reduces the thermal noise level 

due to the discreteness of individual particles. It is called the Sf method and it was first 

independently proposed by Dimits12 and K0t~chenruether.l~ In the standard particle sim- 

ulation, the Klimontovich equation is solved by following the particle orbit with constant 

weights (charge and mass) under the influence of the self-consistent fields. For the new 

Sf method, the deviation Sf from the equilibrium distribution function fo is simdated 

by following the characteristics of the particles with variable weights. Detailed accounts 

of the methods for the partidy linearized and fully nonlinear gyrokinetic equations are 

given by Refs. 14 and 15, respectively. The application to the three-dimensional toroidal 

system can be found in Ref. 10. 

Because the nonlinear E x  B advection associated with the microinstabilities is believed 

to be chiefly responsible for the anomalous transport in tokamaks, the use of gyrokinetic 

particle codes mentioned above has so far been limited to electrostatic simulations. How- 

ever, there is another class of modes in tokamaks such as the MHD modes with kinetic 

modification that have yet to be explored by gyrokinetic particle codes. The resonant 

particle destabilization of internal kink modes fishbones" ) ,16 toroidicity induced Alfven 

eigenmodes (TAE),17 the stabilization of sawteeth in the case of auxiliary heating ("mon- 

ster sawteeth"),18 sawtooth collapse on the fast time scale,lg the physics of q (safety factor) 

< 1 on axis after the sawtooth crash20-22 are some of the examples. The phenomena asso- 

. 
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ciated with all these modes can not be simply explained by the conventional MHD theory 

or the standard MHD simulation. Although fluid simulation codes that include kinetic 

effects may also be used, we believe that the gyrokinetic particle approach, which is free 

of the closure problems, is better suited for these types of global simulation. 

The sawtooth collapse in tokamaks is not a very well understood subject. For example, 

some of the existing t h e ~ r i e s , ~ ~ , ' ~  based on the nonlinear development of the m = 1 

(poloidal) and n = 1 (toroidal) internal kink mode, predict a full reconnection process in 

which original hot core region is pushed out and disappears while a m = 1 island grows 

and fill out the q < 1 region. Thus, the original equilibrium with the central safety factor 

40 less than unity is transformed to a state with qo N 1. For the treatment of the physics 

inside the current layer where magnetic reconnection occurs, Kadomtsev assumes electron 

collisions23 while Wesson uses electron inertia.24 Also, the importance of the electron 

inertial effect for the collisionless reconnection have been recognized in astrophysics. 25 

Since these predictions are still controversial, in this paper, we intend to address some of 

these physics questions by simulating the m = 1 and n = 1 kinetic internal kink mode 

in a straight tokamak model using a modified version of the three-dimensional magneto- 

inductive gyrokinetic particle code.8 The code is based on the nonlinear gyrokinetic 

formalism developed by Hahm et a1.2 for finite+ plasmas. For simplicity, we have limited 

ourselves to the straight tokamak model without the toroidal effects, and also neglected 

the finite Larmor radius effects for the ions ( p i  = 0). Thus, the ions are treated as 

drift kinetic particles just as the electrons. The ion polarization density response is now 
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included in the gyrokinetic Poisson equation. Moreover, we do not include the physics 

of energetic ions which may have strong influence on the development of the m = 1 and 

n = 1 mode. However, even with these simplifications, nonlinear physics associated 

with kinetic internal kink modes is still needed to be resolved. We expect that the 

inclusion of the full dynamics of drift kinetic electrons will have a crucial effect on the 

kinetic modification of the m = 1 and n = 1 modes. The simulation results (especially 

reconnection time and the current layer width around the reconnection point) will be 

compared with the theory given by W e ~ s o n ) ~ ~  which predicts that the first stage of the 

sawtooth crash operates on the Alfven time scale and the width of the current layer is 

of the order of the collisionless electron skin depth c/wpe7 where c is the speed of light 

in vacuum and wpe is the electron plasma frequency. In addition, this paper is intended 

to make two important points. The f i s t  one is to demonstrate that gyrokinetic particle 

simualtion can indeed simulate low-frequency MHD modes. The second point is to show 

the usefulness of the nonlinear characteristic method (Sf method) in the three-dimensional 

magneto-inductive gyrokinetic particle code. This aspect is especially important when the 

instability is very weak and the mode amplitude is very small in the linear phase of the 

instability. 

Very recently, it has been pointed out that there can be a state with 40 less than 

unity after the sawtooth collapse.26 Biskamp and Drakez7 have demonstrated that there 

is a second stage following the first full reconnection phase. In this second stage, a 

reconnection prccess takes place driven by the strong flows generated during the first 
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reconnection phase. As a result, a region with qo < 1 is re-established. Our simulation 

results show the similar trend, Le., the central safety factor goes down to 0.95 after the 

reconnection, whereas the original central safety facter is 0.85 before the reconnection. 

The outline of the paper is as follows. The basic formulation of the gyrokinetic model 

is summarized in Sec. 2. The bf method is described in Sec. 3. Sections 4 and 5 present 

the simulation studies of the linear and nonlinear phenomena of the kinetic internal kink 

mode (sawtooth collapse), using the standard gyrokinetic (total- f )  code and the Sf 

code, respectively. The result for the re-organization of the qo < 1 region after the full 

reconnection phase is also presented in Sec. 5 .  The conclusions and discussions are given 

in Sec. 6. 

11. Gyrokinetic Formulation 

Let us first summarize the gyrokinetic formulation used for the three-dimensional 

kinetic internal kink mode simulation. The basic equations are based on the formulation 

given by Hahm et al..2 To the lowest order in the long wavelength limit, the gyrokinetic 

equations are derived using the ordering of 

where w is a characteristic frequency of a mode, w& is a ion cyclotron frequency, pti is a 

thermal ion gyroradius, L is a characteristic length of the gradient of macroscopic quanti- 
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ties like density, temperature, or magnetic field, kII and kl are wave numbers parallel and 

perpendicular to the magnetic field, respectively, 4 is a potential, 2"' is a electron tem- 

perature, 6B is the variation of the magnetic field from a constant longitudinal magnetic 

field B,, and E is the smallness parameter. This ordering is valid for the low-frequency 

phenomena in the bulk plasma in tokamaks. Electrons are treated in the drift kinetic 

approximation. In this paper, we also neglect the finite gyroradius effect of the ions, i.e., 

k l p t i  N 0, because we want to simulate large scale MHD modes. There is a possibility 

that ion gyroradius effects may play a important role especially in the region of magnetic 

reconnection. Such an effect is outside of the scope of the present paper. 

The gyrokinetic simulation reported in this paper has been carried out in a straight 

tokamak model in the 2, y, z coordinates with a rectangular box of L,, L,, and L,. The 

box is surrounded by the perfectly conducting walls in the x and y (poloidal) directions 

and, in the z (toroidal) direction, periodic boundary conditions are assumed. The box is 

uniformly filled with plasma particles initially and a strong and constant magnetic field 

is applied in the z direction, B = Bob. We only keep the field line bending terms in 

the equations of motion and the compressional effects on the toroidal magnetic field is 

neglected in the low-beta approximation. The poloidal magnetic fields, 

are produced by the current in the z-direction, where A, is the z component of the vector 

potential. The electrostatic electric field EL is given by the gradient of the electrostatic 
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potential, 

EL = -Vb. (3) 

The bounded boundary conditions are used for q5 and A,, where they are set to zero at 

the walls. There is also a inductive electric field in the z direction, ET,(= -dA,/dt) .  

The guiding center position xi" and the velocity vzj along a magnetic field for j-th 

particle is advanced in time with the self-consistent electromagnetic fields produced by 

the particles themselves, where the superscript (T represents the species. It should be 

noted that, in the gyrokinetic ordering, the parallel velocity is always in the direction 

parallel to the local magnetic field and so is  ET^, the induction electric field. EL, the 

electrostatic field, gives rise to the E x B drift across the external magnetic field for the 

particles as well as their parallel acceleration along the local magnetic field. Thus, the 

equations of motion for the j-th particle are given by2 

and 

duo- qo 23= 
d t  m, ---(EL * b* + ETr) , (5) 

where m, is the mass, qo is the charge, and b* is the unit vector along the magnetic field, 

VA, x b 
BO 

b * = b i -  

The calculation of the induction electric field is the most complicatecl part in a magneto- 

inductive code. However ETz does not appear explicitly in the system of equations if the 
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angular momentum p ,  is used.2 More specifically, if we use 

to replace the velocity v,j and also introduce a generalized potential given by 

the equations of motion given by (4) and (5) can be replaced by the following equations: 

dzu V Q x b  
dt  BO 
3= w,jb - > 

The electrostatic potential 4 is determined by the gyrokinetic Poisson equation, 

(9) 

where EO is the permitivity of vacuum, wpi is the ion plasma frequency, S is the delta 

function, and V I  is the gradient operator perpendicular to the longitudinal magnetic 

field, and qe = -e. The second term in the left-hand-side of the above equation represents 

the ion polarization shielding effects, which usually dominates the first (Debye) term. In 

the p ,  formulation, the calculation of A, is somewhat complicated because we can not use 

W, to calculate the current density. The Ampere's law in the p ,  formulation becomes 
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where po is the vacuum permeability, no,, is the equilibrium number density (eno, = qinoi). 

The particular form of the equation, where the dominant terms are moved to  left-hand- 

side, is to facilitate the iterative scheme for calculating A, using the usual fast Fourier 

transformation technique, where we utilize the A, obtained in the previous step as the 

initial guess. Note that once A, is obtained in each time step we can obtain vzj from 

pz j .  Eqs. (9) to  (12) form a self-consistent set of equations in which the total energy ET 

conserves. The energy conservation for the simulation system is given by 

(16) 
1 

EB = - x k : I A z k ( 2 ,  
2 k  

where EK is the kinetic energy of particles, E, is the electric field energy, which is the sum 

of the conventional electric field energy and the ion sloshing energy, and EB is a magnetic 

field energy. The ion sloshing energy is identical to the fluid kinetic energy in the MHD 

terminology. The first term on the left hand side of Eq.(15) is negligible, hence EE is 

essentially the fluid kinetic energy. 
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111. Formulation of Sf Method 

In general, the kinetic equation we are solving in the particle simulation is of the 

Klimontovich type, where the phase space distribution is represented by individual par- 

ticles. Therfore, it is natural that the thermal noise level is determined by the number of 

particles used in the simulation. This noise level, which is associated with the fluctuating 

field energy can be estimated by the fluctuation dissipation theorem.ll This is indeed the 

case when we solve the gyrokinetic Vlasov equation, 

using the total f scheme.l This scheme can be viewd as a sampling technique for solving 

the equation, for which markers in the phase space are used to represent particle trajec- 

tories evolving in time according to the self-consistent fields. On the other hand, the Sf 

method uses the marker only to account for the deviation from a prescribed equilibrium 

and, therefore, is noise free at t = 0. To do so, we have to first decompose the distribution 

function into the equilibrium distribution fob and the perturbed distribution Sf,, 

where we have assumed only x and y dependences for fob, i.e., z is an ignorable coordinate 

for the equilibrium quantities. To represent the perturbation, we introduce a weight w; 

for each marker. Although each marker still retain the same charge, qu, and the same 
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mass, mu, the perturbed distribution 6fg can now be expressed in terms of w;,s as 

The time dependence of w; is given by Parker and Lee15 as 

where the initial weights should be lw;(t = 0)l << 1 and the initial distribution is given 

by the markers as, 

fou = f U @ ,  y,p,,t = 0 )  = CS[Z - zq(t = O ) ]  Scp, - g j ( t  = O ) ]  - (21) 
i 

For the electron equilibrium distribution foe, we have assumed a shifted Maxwelliaa dis- 

tribution with a drift velocity of vD(z, y) in the direction of the external magnetic field, 

where vte is the electron thermal speed. As for the ion equilibrium distribution foi, a 

Maxwellian distribution without a drii velocity is assumed, 

where wti is an ion thermal speed. Azo is the initial equilibrium A, obtained from 

Using the equillibrium distributions given by Eqs. (22) and (23), Eq. (20) becomes 
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and 

With the weighted charge density as the source term, the gyrokinetic Poisson’s equation 

becomes 

e Qa 
2 w .  v24+ +v:rj5 = -Cw; S(Z  - 2;) - - c w ;  S(Z  - Zi) . 

wci E o  j E o  j 

The corresponding Ampere’s law can then be written as 

which can then be solved iteratively. 

The calculations for the field energies, € E  and €B, are the same as the total-f case and 

are given by Eqs. (15) and (16), respectively. Kinetic energy €K in the Sf formulation 

becomes, 
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where Ne and Ni are the total numbers of electrons and ions, respectively. We can also 

calculate the kinetic energy by using the markers as given by Eq. (14). It is to be noted 

that the conservation properties for the Sf method improves with the number of particles 

used and the success of the Sf method depends on how well the assembly of markers 

representing the velocity distribution function. In general, the random (thermal) start 

used in the usual particle simulation works well for the Sf method. However, the quiet 

start technique using the bit-reversed numbersz9 for determining positions of particles in 

the phase space is best suited for the Sf simulation. 

IV. Simulation Results of Total-f Code 

Let us first show the simulation results using the total-f code for simulating 

the kinetic internal kink mode in a straight tokamak with a square cross section. The 

dimensions for the simulation system are L, x L, x L, = 64AL x 64Al x 32All, where A, 

and All are the grid sizes perpendicular and parallel to the longitudinal magnetic field, 

respectively and All is a factor of 1000 longer than A,. The total number of particles 

used in the simulation for each species is N = 8,388,608. As for the equilibrium current 
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density Jzo, we have used the profile given by Strauss,28 

J , O ( z , p ) = ~ [  PO (zn;,’+(t)2] A o s i n ( E ) s i n ( F )  . 

The corresponding Azo7 and q profiles for this current density is 

where K is an elliptic integral of the first kind. The central Q value is chosen to be 0.85 

in the simulation. Thus, this equilibrium q profile is generated by the electron current 

in the z direction. The drift velocity €or the electrons in the center is 0 . 3 2 ~ ~ ~  which is 

small enough without exciting the velocity space instability artificially. Only the modes 

with n = 0 and n = f l  were kept in the simulation, since retaining the higher n modes 

would require a significant reduction in the time step, At, used in the simulation because 

of the kpt,At < 1 restriction.’ The significance of this approximation will be discussed 

in the next section. The initial velocity distribution functions given by Eqs. (22) and (23) 

are generated by using the bit-reversed numbers.29 However, the difference of the results 

between using the quiet start and the thermal start techniques in the total-f code is quite 

small, although the former gives a slightly better noise property initially. 

The other simulation parameters are: w,-,/wpe = 1 , c / w p  = 4 A l  , u t e / w A  = 0.25, 

A, = psi = J T e / m i / W & ,  mi/me = 1836 , T,/Te = 1 , p = ( ~ + ~ / t ~ A ) ~ ( m ~ / m i )  = 0.000034 , 

At = 1.743~:~ = 0.00932Lz/uA, where u A  = c(w&/wpi) is the Alfven velocity, and the 
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corresponding Alfven time is 'TA = L,/vA. The finite size Gaussian particles are used, 

where the particle sizes are us = A , ,  uy = A , ,  and a, = All in 2, y, and z directions, 

respectively. The number of total time steps is 2200. The total CPU time was 23.8 hours 

on the SX-3/24R vector/parallel supercomputer by NEC with '2 CPU units. (However, 

the simulation has been carried out using only one processor.) 

The time evolution for the various energies, defined in Eqs. (13)-(16), are shown 

in Fig.1, where only the deviations from their respective initial values normalized by 

the initial total energy ET,-, are plotted. In the growth phase, magnetic field energy EB 

decreases in time, while the ion sloshing (fluid kinetic) energy &E and EK (mainly from 

the parallel electron kinetic energy) increase rapidly. The parallel kinetic energy of the 

ions does not change throughout the simulation. Thus, the magnetic field energy is 

released to the 3uid kinetic energy and the electron kinetic energy as a result of the 

magnetic reconnection. We will call this time period, before &E reaches maximum and 

EB becomes minimum, the full reconnection phase. After the full reconnection phase, €E 

starts to decrease and E* begins to increase, while EK stays more or less unchanged in 

time. Hence, one may conclude that the energy that went to the fluid kinetic energy in 

the full reconnection phase is now reverted back to the magnetic field energy. 

The energy conservation is fairly good and the deviation at the end of the simulation 

is less than 7 x of the total energy. We believe this small deviation is due to the 

poor resolution of the plasma response associated with the short wavelength oscillations. 

A smaller time step in the simulation can improve the conservation property. However, 
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we do not expect that an improvement in energy cnservation would have any effect on 

the reconnection physics. 

The time evolution of the magnetic field structure at the cross section z = 0 is depicted 

in Fig.2. The Roman numerals in the figure correspond to the different stages of the 

development shown in Fig.1. We followed the 14 magnetic field lines and plotted them 

when they moved across the z = 0 surface. The starting points for the traces of magnetic 

field lines are equally spaced and are symmetric with respect to the center of the plasma. 

Here, at t = 0, each of the magnetic surface actually is consisted of two field lines. The 

position of the q = 1 magnetic surface is clearly distinguished by the position of the 

magnetic island at time I. The outermost three magnetic surfaces are outside the q = 1 

surface, and we can see no change in them from time I to 111. However, from time IV to 

VI, only the outermost two magnetic surfaces are unchanged. At the q = 1 surface, we 

can see the x-point where magnetic reconnection occurs due to the motion of core plasma 

moving toward the wall. The width of the magnetic island increases in time and the core 

plasma is pushed to the x-point and finally disappears. The process is quite similar to 

the Kadomtsev and/or Wesson full reconnection p r o c e ~ s . ~ ~ , ~ ~  

The contour plots for the electrostatic potentials at different stages of the reconnection 

process are shown in Fig. 3. (The Roman numerals in the figure correspond to those shown 

in Fig. 1.) Here, the solid and dotted lines represent the positive and negative potentials, 

respectively, whereas the bold solid contour is the zero potential. In the early phase of 

the instability, the amplitude for the coherent mode structure is quite small compared 

18 



with the fluctuations associated with the thermal noise. Therefore, we can clearly see the 

mode pattern of the kinetic internal kink mode only after the amplitude of the mode is 

sufficiently large (time IV to VI). (In the next section, we will show that the unstable 

mode pattern can be clearly seen even in the early phase of instability by using the Sf 

method.) Since the direction of the E x B drift is along the contour of the electrostatic 

potential and its magnitude is proportinal to the perpendicular gradient, there is a non- 

vanishing flow to the z-point. It is important here to note that the coherent mode pattern 

of the electrostatic potential maintains its large amplitude even when full reconnection 

process is almost finished (time VI). After the full reconnection, q is constant and becomes 

almost unity in the newly formed core region. Hence, in this core region, the mode pattern 

and magnetic field structure are almost completely synchronized and the variation of the 

electrostatic potential along the magnetic field is negligibly small. This mode pattern can 

be expected to persist giving rise to a plasma flow in this shearless region due to the E x B 

drift even after the full reconnection phase. This flow will push the peripheral plasma 

into the central region. Thus, a further reformation of the magnetic field structure can 

be expected in this phase. 

Figure 4 shows the time evolution of the current density SJ, = J,  - J,o at the z = 

0 cross section. SJ, is normalized by the maximum value of the equilibrium current 

density. To eliminate the numerical noise, we have averaged SJ, over a period of f87wZ'. 

Therefore, SJ, is approximately the n = 1 helical component of the current density. We 

can see the current layer near the 2-point, along the q = 1 surface, in which the direction 
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of the current is opposite to that of the initial current. The width of the current layer 

is about c/wpe, which is consistent with the theoretical ~ r e d i c t i o n . ~ ~  The width of the 

current layer is also displayed in Fig.5, where Fig.5(a) shows the contour plot of SJ, at 

z = 0 at time IV shown in Fig.1, and Fig.5(b) shows SJ, along the cut I, which cross 

the x-point and the center of the system of Fig.5(a). The current layer width of c/wW is 

clearly visible. 

The growth rate of the instability is calculated from Fig. 6 ,  where the time evolution 

of the amplitude of the electrostatic potential, defined by - 4 1 ~ * ~ ) / 2 ,  at the z = 0 

surface is plotted. The measured growth rate is about 7 = 0.30~;~. The full reconnection 

time of Wesson is given by 

(34) 
wpe 1 1 

TA, 7 = rl--- 
c 2 I r l - q o  

where is the radius of the q = 1 magnetic surface. Since the growth rate is propor- 

tional to T - ~ ,  the theoretically predicted growth rate is y = 0.24 7i1. Hence, the total-f 

simulation gives good agreement. 

V. Simulation Results of Sf Code 

Simulations using the Sf code have been carried out with the same parameters 

as those for the total-f code except for the number of particles. In this case, we use 

Ne = N; = 524,288, which is only one sixteenth of the particles used for the total- 

f code. The initial velocity distribution has again been generated by using the bit- 
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reversed numbers29 and the initial weights are set to be zero for all particles. Therfore, 

the instability develops from the residue numerical noise. For this set of simulation, the 

number of time steps is 5500 and the total CPU time is 5.0 hours on the SX-3/24R. 

The time evolution for the various quantities associated with the energy conservation 

[Eqs. (13),(15),(16), and (30)] due to the instability is shown in Fig.7. Compared with 

the total-f code results (Fig. l), the conservation properties deteriorate somewhat in this 

case. This is because of the reduction in the number of particles used in the simulation. 

Nevertheless, the time history of €E is almost identical for both cases. The time depen- 

dence of EB is also nearly identical up to the time when it reaches its minimum, and a 

slight difference is developed afterwards. The major difference is observed in EK. Hence, 

the relative error in the total energy is 8 x which is about ten times larger than the 

total-f case. We believe this difference mainly comes from high energy electrons and has 

no consequence to the physics. This is consistent with the finding by Parker and Lee15 

that the conservation of total energy is critically dependent on the number of particles 

used in the simultion and is difficult to achieve in the 6 f code, but the basic physics trend 

remains intact. We have indeed observed the tendency that energy conservation improves 

with the increase in the number of particles used in the simulation, but the physics results 

remain unchanged. We should also point out that, the 6f code takes longer time to run 

because of the low noise level at t = 0. To remedy the situation, one can introduce a large 

perturbation at the beginning of the simulation so that the instability can grow to large 

amplitude in a shorter time. 
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The magnetic field structures as a function of time from the Sf code are shown in Fig.8. 

They are almost identical to the total-f code results in Fig. 2. However, the reduction 

of the thermal noise has a dramatic effect on the electrostic potential as shown in Fig.9. 

Compared with the results from the total-f in Fig. 3, it is striking that we can now see 

the mode patterns of the unstable kinetic internal kink mode even in the very early stage 

of the time evolution of the instability. These obviouly are the linear eigenmodes (time I 

to  I11 ). The time sequence of the snap shots for SJ, is shown in Fig.10. Again, the low 

noise feature of the Sf code is apparent. Namely, only the time evolution of the unstable 

internal kink mode is depicted in the simulation and the numerical noise is considerably 

smaller. With such a clear signal, we can see the modification to the linear mode pattern 

in the nonlinear phase of the development. Fig.ll(a) shows the contour plot of SJ, at 

z = 0 at time I specified in Fig.7, and Fig.ll(b) gives the amplitude of SJ, along the cut 1 

of Fig.ll(a), which crosses the z-point and the center of the system. Again, we see clearly 

the current layer width of c/wpe even when the mode amplitude is quite small. This is 

the advantage of the Sf method. 

The time evolution for the mode amplitude of the electrostatic potential from both 

codes is shown in Fig.6, where the mode amplitude has grown by an order of 101-2 for the 

total-f code and 104-5 for the Sf code. The measured growth rate is y = 0.447i1 for the 

Sf code, which agrees well with the Wesson’s e ~ t i m a t i o n . ~ ~  The linear phase lasts for a 

very long time in the Sf code. When the mode amplitude becomes large, the growth rate in 

the Sf case reduces slightly because of the nonlinear effects (for example, the m = 1 island 
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width is relatively large compared with the minor radius of q = 1 surface); the growth rate 

in this stage is almost identical to the results for the total-f code. However, the growth 

rate measured from the total-f code contains the nonlinear effecta and that is why it is 

slightly less than the true linear growth rate given by the Sf code. The maximum mode 

amplitudes are almost identical for both cases. The comparisons presented here serve to 

demonstrate the usefulness of the b f code. 

Above simulations are carried out by including only n = 0 and n = f l  modes. To 

verify the validity of neglecting higher n modes, we have executed the simulation with the 

Sf method including n = 0, n = fl, and n = f 2  modes. We have chosen At = O.87wz1 

which is half of the value for the case of n = 0 , f l .  The time dependence of various 

energies is shown in Fig.l2(a), which is similar to that of Fig.7 where only n = 0 and 

n = f l  modes are included. In the full reconnection phase the results for both cases are 

almost identical although the maximum &E is slightly higher when n = 0, f l ,  f 2  modes 

are included. The growth rate y = 0.43~;~ for the case of n = O , f l , f 2  is essentially 

the same as y = 0.447i1 for the case of n = 0 , f l .  Fig.l2(b) shows the components of 

€E for n = O , f l , f 2 ,  respectively. We can see n = f l  are dominant; however, we can 

see a small contribution of n = f 2  modes. The energy going to n = 0 mode is negligible. 

The corresponding time evolution of the magnetic field structure, electrostatic potential 

profile and SJ, (not presented in the paper) are similar to the previous case in the full 

reconnecton phase. Hence we can conclude that the inclusion of only n = 0, f l  modes is 

suffecient to simulate the full reconnection phenomena. 
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Finally, let us describe some of the nonlinear phenomena after the full reconnection 

when the modes of n = O , f l , f 2  are included. Fig. 13 shows the time evolution of the 

magnetic field structure in the post full reconnection phase, whereas Fig.14 shows the 

electrostatic potential profile. The Roman numerals in Figs.13 and 14 correspond to the 

different stages of the development shown in Fig.12. It is clear that the potential profile 

created in the full reconnection phase survives for a longer time. Due to the E x B motion 

driven by this potential, the plasma in the peripheral region at the opposite side of the 

original 2-point comes into the core region. The magnetic reconnection again forms the 

new core plasma, The central q value now becomes 0.95, which is below unity but is 

higher than the initial value of 0.85. These results are similar to the results of Biskamp 

and Drake.27 In the case only including n = O , f l ,  we also observed the newly formed 

qo = 0.95 region. However, after this time, the two cases start to differ from each other 

because the m = f2 modes are generated which demand the inclusion of n = f 2  modes 

because q E 1.. We have also done the simulation including up to n = f 3  modes. It is 

found that energy going to n = f 3  modes is quite small but the mode structure seems 

to be sensitive to the inclusion of n = f 3  modes after the formation of the core region 

of q < 1. Hence, if we plan to investigate the phenomena long after the full reconnection 

phase, it may be necessary to include several additional n modes. 
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VI. Conclusions and Discussion 

The internal disruption of a tokamak is simulated by a three-dimensional magneto- 

inductive gyrokinetic particle code. In addition to a standard gyrokinetic code (total-f 

code), a code using the nonlinear characteristic method (Sf code)15 is developed and 

is applied to the problem, where a straight tokamak model with a square cross section 

surrounded by a conducting wall is employed. In the toroidal direction, the periodic 

boundary conditon is used in the model. The linear mode structure of an unstable m = 1, 

n = 1 kinetic internal kink mode has been clearly observed especially in the Sf code 

because of its low noise nature. The width of the current layer around the 2-point, where 

magnetic reconnection occurs, is found to be close to c /wp.  This is consistent with the 

Wesson's prediction24 in which electron inertia has a dominant role. The characteristic 

time for the full reconnection also agrees with the theory. Full reconnection is observed 

in the simulation. After the full reconnecton, the q-value around the new magnetic axis 

is almost unity. The nonlinear behavior of the mode is found to be quite similar for both 

codes. The simulation results support a two-phase model of Biskamp and Drake.27 As 

a result of full reconnection there remains the electrostatic potential structure inside the 

q=l  surface. When the full reconnection phase is finished, q N- 1 in the newly formed 

core region. Hence, the electroststic mode pattern and the magnetic field structure are 

almost completely synchronized. As a result, there is almost no change in the electrostatic 

potential along the magnetic field. Therefore, the mode pattern survives for a long time. 
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Since there is a plasma flow in this shearless area due to the E x B drift even after the 

full reconnection phase, the flow pushes the peripheral plasma outside the q = 1 surface 

into the central region. A further change in topology of the magnetic field structure is 

observed due to this new phase of magnetic reconnection. Consequently, the central safety 

factor then goes down to 0.95, which is slightly closer to the original central safety facter 

of 0.85. Further simulation is being conducted to study this phenomena and the results 

will appear elsewhere. 

Finally, let us discuss the system size used in the simulation. The choise of c/wP = 4 

for the skin depth to simulate a computational domain of 16c/w, x 16c/wp, x 8000c/w, is 

due to the fact that we must have the necessary resolution to treat the current layer physics 

near the 2-point. Although realistic simulation may need a bigger simulation volume, 

we believe the results presented here have captured the dominant physics of the kinetic 

internal kink mode. The results presented here have demonstrated the effectiveness of 

using the gyrokinetic particle simulation to investigate the kinetic modifications on MHD 

modes. It also pointed out the fact that more powerful massively parallel computers are 

needed for more realistic simulations, in which a system with uneven grid to account for 

the skin depth near the q 1~ 1 surface may be necessary, 
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Figures 

Fig.1 Time evolution for the perturbed quantities associated with kinetic (EK) ,  electric 

field (€E), magnetic field (EB) ,  and total (ET)  energy. Each represents its deviation 

from the initial energy level and is normalized by the initial total energy ETO. (€E 

is identical to  the fluid kinetic energy.) Total-f code. 

Fig.2 Time evolution for the magnetic field structure at z = 0 cross section. The number 

corresponds to the time sequence in Fig.1. Total-f code. 

Fig.3 Time evolution for the electrostatic potential contours at z = 0 cross section. The 

number corresponds to the time sequence in Fig.1. Total-f code. 

Fig.4 Time evolution of the perturbed current density, SJ, = J ,  - J,o, at the z =-- 0 

cross section. The data is time-avareged with a width of f87w,’. The number 

corresponds to the time sequence in Fig.1. Total-f code. 

Fig.5 Contour plot of SJ, at z = 0 cross section (a) and its profile along the cut I (b) at 

time sequence IV in Fig.1. The cut crosses the center of the box and the z-point in 

(a) and the collisionless electron skin depth is shown in (b). Total-f code. 

Fig.6 Time dependence for the amplitude of the electrostatic potential taken at z = 0 

cross section from the total-f and Sf codes. 

Fig.7 Time dependence for the perturbed quantites associated with kinetic (EK) ,  electric 

field (EB) ,  magnetic field (EB),  and total (ET) energy. Each represents its deviation 
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from its initial energy level and is normalized by initial total energy €TO. (EE is 

identical to the fluid kinetic energy.) Sf code. 

Fig.8 Time evolution for the magnetic field structure at z = 0 cross section. The number 

corresponds to the time sequence in Fig.7. Sf code. 

Fig.9 Time evolution of the electrostatic potential contour at z = 0 cross section. The 

number corresponds to the time sequence in Fig.7. Sf code. 

Fig.10 Snap shots for the time evolution of the perturbed current density, SJ,, at z = 0 

cross section. The number corresponds the time sequence in Fig.7. Sf code. 

Fig.11 Contour plot of SJ, at z = 0 (a) and its profile along the cut E (b) at time sequence 

I in Fig.7. The cut crosses the center of the box and the 2-point as shown in (a) 

and the collisionless electron skin depth is shown in (b). Sf code. 

Fig.12 Time evolution for the perturbed quantities associated with (a) EK, € E ,  EB, ET 

and (b) n = O , f l , f 2  components of &E. Each represents its deviation from the 

initial energy level and is normalized by the initial total energy €TO. Sf code with 

n = 0, fl ,  f2 modes. 

Fig.13 The magnetic field structure at z = 0 after the full reconnection phase. Sf code 

with n = 0, fl ,  f 2  modes. The number corresponds to the time sequence in Fig.12. 

Fig.14 Contour plots of the potential at z = 0 after the full neconnectin phase. Sf code 

with n = 0, fl, f 2  modes. The number corresponds to the time sequence in Fig.12. 
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