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Executive Summare 

Multiphase flow in fractured porous media is a complex problem. W e  
the study of single phase flow in a fractured or a layered medium can be pursued 
by some kind of averaging process, there is no meaning to averaging two-phase 
flow when capillarity is an active force. For a two-layer system comprised of high 
and low permeable layers, the perfoxmance of gas-oil gravity can be less efficient 
than the homogeneous low permeable medium. On the other hand, heterogeneity 
may enhance water imbibition due to capillarity. Due to the above and various 
other complexities, current tools for predicting the performance of frslctured 
hydrocarbon reservoirs are not reliable. Based on the research work canid out at 
the Reservoir Engineering Research Institute, and some other Institutions, a good 
deal of progress has been made in recent years. But still we axe a long way from 
good predictive reservoir models. In this final report, we summarize some of our 
achievements i n  the understanding of multiphase flow in fractured media Since 
some of the features of two-phase flow in fractured and layered many axe similar 
due to the capillary forces, the work includes propss  in both types of media. 
There are some basic issues of flow in both fractured and unfractured media that 
are currently unresolved. These issues include: 1) new phase formation such as 
the formation of liquid phase in gas condensate reservoirs, and gas phase fomation 
in solution gas drive process and 2) composition variation due to thermal 
convection and diffusion processes. In the following, a brief summary of our 
findings in the last three years during the course of the project is presented. 

In Chapter I, we present the laboratory data and then analyze the data on 
the effect of viscous displacement in fractured media, The incentive for the work 
is that in certain fractured reservoirs where a fluid is injected, a pressure gradient in 
the fractures is established. The viscous pressure gradient may result in additional 
oil recovery. The experimental data show that up to 10 percent extra recovery 
may be obtained when the fracture pressure gradient is 0.1 psi& 

Chapter II presents a mathematical model to study crossflow between 1) a 
fractm and a matrix of hctured media; and 2) the less and more permeable 
layers of a layered media. The incentive for the work in this chapter is to 
understand how an injected fluid flows through frslctured media. The examples 
selected for the layered media show that most of the oil is fmt transferred from the 
low permeability to the high permeability layer and then produced. The examples 
fbr fractured media reveal a significant contribution of crossflow to recovery 
PerfOrmanCe. 

In Chapter ID, we discuss eo-current and counter-current imbibition in a 
water-wet matrix block. The work is based on the mathematical analysis of the 
process. Despite the general belief, our theoretical and experimental studies 
indicate that cocurrent imbibition may be the dominant mechanism in water 



displacement of fractured media. In counter-cmnt imbibition, oil is forced to 
flow in the two-phase region; in co-current imbibition, oil can flow in the single 
phase. This study reveals that co-current imbibition is much more efficient than 
counter-current imbibition. The conclusion from the study is that the use of 
imbibition data by immersing a single block in water and its scale-up provide 
pessimistic recovery information. 

Chapter IV presents an experimental study of gas-oil gravity drainage in 
layered media. In a previous theoretical study, we discovered that gas-oil gravity 
drainage in layered media has important features that are different fiom drainage in 
homogeneous media. As an example, while in homogeneous media, the process 
efficiency is high, in layered media, the recovery efficiency may be low. The 
capillary contrast between different media reduces drainage rate. From the 
analysis of the experimental data, it is concluded that unlike homogeneous media, 
where drainage characteristics are often weekly related to gas relative permeability, 
drainage in layered media can be sensitive to gas phase mobility. 

In Chapter V, the dual-porosity model for the simulation of fractured 
reservoirs is modified to account for reinfiltration and capillary continuity 
concepts. In this work, the results for a single gridcell is presented. The proposed 
method requires fine grid simulation of a three-block stack The information is 
then used to construct the drainage curves of different gridcells that may contain a 
large number of matrix blocks. Variation of capillary pressure, block height, and 
permeability of various blocks within a gridcell are accounted for without the need 
for fine grid simulation. 

Chapter VI presents a simple and clear problem formulation which 
accounts for 1) thermal convection, 2) thermal diffusion, 3) moIecuIar diffusion, 
and 4) pressure diffusion. The formulation is aimed towards the understanding of 
fluid distribution in both fractured and unfractured reservoirs. Field data indicate 
that fluid distribution in fractured reservoirs are' very different from unfractured 
reservoirs. In this chapter, only the combined effat of pressure, thermal, and 
molecular diffusion in the one-D vertical case is studied. The results show that 
thermal diffusion can both enhance or weaken the segregation in a hydrocarbon 
reServOK. 

Chapter MI deals with the study of solution gas drive in light and heavy oil 
reservoirs. A new high pressure visual coreholder is used to observe the formation 
of new gas phase and its pattern of growth. We used 11-API and 35-API gravity :' 

crudes in the study. The most important conclusion of the work is that solution 
gas-drive for the heavy oil is much moxe efficient than the light oil. The bubble 
density (number of bubbles per unit volume) is very high for the heavy oil. Other 
conclusions from this work are 1) the number of bubbles is a function of the rate 
of pressure decline; the higher the rate of pressure decline, the higher the number 



of bubbles, and 2) the nucleation in porous media is an instantaneous nucleation 
process. 

Chapter VIII discusses a phenomenoIogical network model for critical 
condensate saturation. The model reveals that critical condensate saturation is a 
function of surface tension and contact angle hysteresis. On the other hand, 
residual oil saturation does not have such a dependency. The model will provide a 
fiamework for our future study on gas phase mobility which is the most important 
parameter of gas well defiverability. 
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CHAPTER I 

Viscous Displacement in Fractured Porous Media 

Abbas Firoozabadi 
Tore Marketset 
Birol Dindoruk 

Reservoir Engineering Reseasch Institute 

SUMMARY 
In some fractured reservoirs, a gas pressure gradient of the order of 3-5 kPa/m may be 

established in the fractures due to flow. Such a pressure gradient could result in recovery 
enhancement of the matrix oil. Several tests are conducted to study viscous displacement in 
fractured porous media with artificial fractures. These tests are analyzed by using a fully- 
implicit finite difference simulator with appropriate fracture capillary pressure. The results 
show that there is considerable recovery improvement due to viscous displacement. For a 
gas pressure gradient of 3 kPa/m, the matrix oil recovery increases by 10 percent of PV in 
one of the tests. 

INTRODUCTION 
In fractured porous media comprised of matrix blocks and a fracture network, gravity 

and capillary forces affect the two-phase flow in the matrix blocks and the fractures. Capil- 
lary forces play a major role in the interaction between the matrix blocks via the capillary 
continuity mechanism.l Gravity forces affect the drainage performance of the matrix blocks 
and the reinfiltration process.2 In addition to capillary and gravity forces, in certain cases, 
viscous forces are expected to &e& the production performance of fractured reservoirs. 

Gas injection in some fractured reservoirs with low oil viscosity (say 0.2 mPas and an 
effective permeability to matrix permeability ratio of less than say 30) may result in a 
small pressure gradient in the fractures between an injection and production well. The gas 
pressure gradient in the fractures away from the well could be of the order of 3-5 kPa/m. 
Such a pressure gradient in the fractures improves matrix oil recovery by reducing the matrix 
capillary threshold height for gravity drainage and the capillary end effect in the horizontal 
direction. There is no published data in the literature on viscous displacement in fractured 
porous media. 

The purpose of this work is to: 1) provide experimental data on viscous displacement 
in fractured porous media for gas-oil displacement processes, and 2) analyze the data to 



examine the nature of displacement improvement from viscous forces. In the following, we 
first discuss the experimental setup and present the data, and then analyze the data using 
a finite difference simulator. 

EXPERIMENTAL 
The apparatus schematic is depicted in Fig. 1. It consists of a glass-walled case with 

metal top and bottom plates supported by metal framing. The metal framing allows the 
0.95 cm-thick glass plates to be forced against the rock faces. Design allows the setup to 
be tilted through 240" about a central horizontal axis. The glass case was sealed using fuel 
resistant room temperature vulcanizing fluorosilicone rubber. The bottom and the top end 
plates were made of 2.54 cm and 0.64 cm thick aluminum plates, respectively. Both plates 
provided connections for vacuum, ventilation, gas injection, fluid loading and drainage (see 
Fig. 1). A valve mounted 6 cm above the bottom face of the coreholder allows gas to flow 
out freely without interfering with liquid flow. The liquid is produced from the outlet at the 
bottom plate. 

Peripheral accessory equipment consist of vacuum pump, vacuum gauge, heat tapes, bal- 
ance, gas bottle, gas mass flowmeter and controller, pressure transducer, multiloop controller 
with proportional, integral, and derivative (PID) control capabilities, resistance temperature 
detector (RTD), air conditioning unit, convection oven, and a personal computer (PC). The 
RTD, air conditioning unit, convection oven, pressure transducer, and the gas mass flowme- 
ter and controller are interfaced to the multiloop controller. The multiloop controller is 
interfaced to the PC. A computer program allows logging of pressure, gas flow rate, and 
temperature. The same program also simultaneously provides temperature control of the 
laboratory room (24.5 f 0.2%). The balance is also interfaced to the PC. Another com- 
puter program allows logging of mass flow rate data. Constant gas flow rate is provided by 
the gas mass flowmeter and controller. By utilizing PID control capability of the multiloop 
controller, the injection pressure can be also held constant while gas injection flow rate varies. 

Matrix-Fracture Configurations and Properties 
Two different matrix-fracture configurations are used to study viscous displacement in 

fractured porous media (see Fig. 2). Both configurations are assemblies of matrix blocks and 
matrix slabs of the Berea sandstone. Block areal dimensions are 15x30 cm, and 60 cm in 
height. Slab dimensions are 3.75~30 cm areal, and 60 cm in height. In both configurations 
(see Fig. 2a and Fig. 2b), the rock faces are in direct contact. To ensure uniform fractures 
and tight mounting in the coreholder, the rock material is grinded to a dimensional tolerance 
of f 2 5  microns. Care is taken to ensure all faces are normal (90") to adjoining faces. 

In Fig. 2a, the slabs in the middle contain 7 vertical fractures; three fractures from the 
space between the opposing faces of the matrix slabs and four fractures in the space between 
the glass walls and the slab faces. Visual observations led us to conclude that the four 
fractures between the glass walls and matrix slabs are thinner than the fractures between 

2 



matrix slab faces. For the top and bottom matrix blocks of Fig. 2a, in each four corners a 
large channel allows free flow of injected gas without any appreciable pressure drop. These 
channels have a prism shape; the base triangle dimensions are 4 x 4 x 5.6 mm (see Fig. 2c). 
Therefore, both top and bottom matrix slabs are only subject to gravity drainage. 

For Fig. 2b, the fractures for the top and bottom matrix slabs are similar to the fractures 
of the middle slabs of Fig. 2a. The middle matrix block is surrounded by four large corner 
fractures to free allow free flow of gas. Fig. 2c provides a top view of the matrix block(s) 
showing the corner fracture channels. 

The effective permeability of the fracture/matrix configurations of Fig. 2a is 6.22 pm2 
and that of Fig. 2b is 4.15 pm2. The effective permeabilities were measured by single phase 
liquid flow of normal decane. The effective permeability across the matrix blocks are very 
large (due to channels); one may imply that calculated effective permeabilities correspond 
to the slab/fracture assemblies. The average permeability of the Berea sandstone used in 
this work is around 0.87 pm2. The hydraulic fracture aperture between the matrix slabs is 
estimated to be around 150 microns for configuration “a” and 125 microns for configuration 
“b” of Fig. 2. These values are calculated from kj = t:/12, where t f  is the fracture aperture, 
and kf is the intrinsic fracture pe~neability.~ The aperture of the fracture space between the 
glass wall and the matrix slab is assumed to be tf/2. Note that the hydraulic aperture is 
affected by the matrix grain size and how are the fractures created. 

The pore volume of the matrix/fracture configurations of Figs. 2a and 2b are 17,830 cm3, 
and 18,150 cm3, respectively. The dead-volume including corner channels, valve, fittings 
and tubing, and dead-space at the outlet is estimated to be 70 cm3. The fracture volumes 
(which includes horizontal and vertical fracture between rock and slabs, and vertical fractures 
between rock and glass) are 164 and 208 cm3 for configurations a and b, respectively. The 
fracture volume is established from the early drainage behavior of the matrix-fracture system. 
The porosity of the Berea sandstone is 22 percent. For both configurations in Fig. 2, the 
glass-walled case extends 2 cm above the top rock matrix face. The open space ensures 
uniform distribtion of gas at the entrance. 

Test Procedure 
The rock material were evacuated to remove adsorbed fluid and then saturated with nor- 

mal decane (see Fig. 1) at 24.5”C. Viscosity and density of normal decane at this temperature 
and atmospheric pressure are 0.866 mPas and 0.724 g/cm3, respectively. A period of two 
days was allowed to achieve full saturation with liquid normal decane. The rock matrix was 
submerged in the liquid with about 2 cm of excess liquid ( X  900 cm3) above the horizontal 
face of the top slab/block. Downward flow of this liquid, until the liquid level reached the 
horizontal face of the top block gave the effective permeability of the matrix-fracture system. 
Negligible resistance in the inlet and outlet connections was assumed. Gravity drainage by 
atmospheric pressure was allowed until both the vertical space between the rock and the 
glass was empty before nitrogen gas injection was initiated. The viscosity of nitrogen at 
room conditions is 0.0183 mPas. The produced liquid was accumulated in a container and 
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recorded by a PC. Separate outlets were provided for liquid and gas. Gas injection pres- 
sure was measured at the inlet of the system and recorded by a PC (outlet pressure was 
atmospheric). For every test, the drying of the rock material and saturation was repeated. 

Test Results 
A total of eight tests were conducted. In the first four tests, the matrix-fracture config- 

uration of Fig. 2a was used. The other four tests were conducted with configuration of Fig. 
2b. Most tests were conducted at a constant injection rate; only one test was performed at 
a constant pressure drop across the system. In every test, except one, the matrix-fracture 
configuration was held vertical. The liquid production and the injected gas were measured 
in every test. In addition, slab saturations were measured at the end of two tests. In the 
following, the results are presented. 

Matrix-Fracture Configuration of Fig. 2a 

Test l a  - Gravity Drainage - Free gravity drainage provides a reference to examine the effect 
of viscous forces on displacement from the other tests. Fig. 3 displays the production and 
rate data for Test la for free gas-oil gravity drainage. The initial flow rate is around 3,200 
cm3/hr, but after 3 minutes the drainage rate decreases to about 1,640 cm3/hr. During this 
period, the fluid in all the fractures is drained as can be observed through the glass case. 
Matrix desaturation may also occur during this period. As the fractures become empty, film 
flow along vertical faces of the matrix blocks.and matrix slabs continues to about t = 10 min. 
The film flow along vertical faces of the matrix are described in Ref. 4. From t = 10 min 
to the end of the test only the matrix desaturates. The drainage rate at 15, 500 and 3,000 
minutes are 735, 169, and 17.5 cm3/hr, respectively. At the end of the test (t =18,509 min - 
about 12.8 days) the drainage rate decreases to 2.8 cm3/hr. The cumulative production at 
t =3,000, and 18,509 min are 5,041 and 6,549 cm3 corresponding to matrix liquid saturations 
of 71.7 and 63.3 percent, respectively. Therefore, the liquid recovery at the end of Test la is 
36.7 percent. 

Test 2a - Gas Injection at 60,000 cm3/hr and Gravity Drainage - In the previous test, there 
is no forced gas injection; air replaces the drained liquid. In Test 2a, nitrogen is injected at 
a rate of 60,000 cm3/hr from t =0.5 to t =5,432 min at the inlet, and the pressure at the 
outlet is held at atmospheric pressure. In the first half minute, gravity drainage is allowed 
to occur and bulk of the liquid in the fractures is produced. At t =5,432 min, gas injection 
is stopped and the system is allowed to drain by gravity to t =8,732 min. Fig. 3 shows 
the production and rate data and Fig. 4a provides the inlet pressure data. At the start of 
nitrogen injection, the production rate is over 10,000 cm3/hr but decreases rapidly to 4,200 
cm3/hr at t =1.2 min. The production rate further decreases to 1,439 cm3/hr at t =6 min. 
At t =15 min, the rate reduces further to 1,284 cm3/hr which is higher than the 735 cm3/hr 
gravity drainage rate in Test l a  at the same time. Fig. 3b reveals that the production rate 
for Test 2a is higher than Test la to t =500 min; thereafter the rates become nearly identical. 
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The production rate at the end of gas injection (i.e., t =5,432 min) is 8.6 cm3/hr. Then 
the system is allowed to drain by gravity to t =8,372 min when the injection is stopped. 
From t =5,432 to t =6,092 min, there is no production. Production at a rate of 1.9 cm3/hr 
begins at t =6,092 min. At t =6,213 min, it increases to 3.5 cm3/min and at the end of the 
test, rate is 3.1 cm3/min. The cumulative production at the end, t =8,372 min, is 6,602 cm3 
which corresponds to an average liquid saturation of 63.0 percent. Fig. 3a implies that the 
matrix desaturates substantially due to viscous forces. 

Fig. 4a depicts the inlet pressure versus time. The pressure decreases rapidly from a 
maximum of 8.71 kPa at t =1.2 min to 3.51 kPa at t =4 min. From then on, the pressure 
decreases slowly to 2.3 kPa at t =5,432 min when the gas injection is stopped. Therefore, a 
steady state gas pressure gradient of around 3.8 kPa/m is established in this test. 

Test 3a - Gravity Drainage and Gas Injection at 60,000 cm3/hr - In this test, the system is 
allowed to drain by gravity to t =3,217 min, and then nitrogen is injected at a flow rate of 
60,000 cm3/hr. Cumulative production and rate data are shown in Fig. 3. The inlet injection 
pressure is displayed in Fig. 4a. In the gravity drainage period, the drainage performance 
is almost the same as the first test. At t =3,217 min, just before the start of gas injection, 
the drainage rate is 14.9 cm3/hr, and the cumulative production is 4,913 cm3. When gas 
injection starts, the rate rapidly increases to 332 cm3/hr. The production rate at the end of 
the test at t =10,054 min is 4.6 cm3/hr which is slightly lower than Test l a  at the same time. 
The cumulative production at the end is 6,707 cm3 corresponding to 37.6 percent recovery. 

At  the start of gas injection, pressure at the inlet increases very rapidly to 2.55 kPa, then 
after 5 minutes stabilizes at 2.40 kPa which is about 0.15 kPa higher than Test 2a at the 
same time. It decreases to 2.34 kPa at t =6,000 min, and decreases very slowly towards the 
end. 

From Fig. 3, it is observed that at the end of Test 3a, the drainage performance ap- 
proaches Test 2a. If we extrapolate the drainage performance of Test 2a to 10,000 min, the 
difference in cumulative production of Tests 2a and 3a would be about 180 cm3, or 1 percent 
of PV. 

Test 4a - Gas Injection at AP=2.1 kPa - This test is performed at a constant injection pres- 
sure of 2.1 kPa, and therefore the rate of gas injection varies. Note that the injection pressure 
is 0.2 kPa lower than the injection pressure at the end of Test 2a. Fig. 5 shows the injection 
rate; rate fluctuations are due to very small pressure fluctuations around the set value of 
2.1 kPa. The fluctuations in pressure are caused by change in the resistance of the system 
and the time lag in the rate adjustment to keep AP constant. However after some time, the 
injection rate becomes nearly constant - the average gas injection rate approaches 51,000 
cm3/hr. 

In this test, the results are similar to Test 2a, but both the cumulative production and 
rate at corresponding times are somewhat lower. This is to be expected since both injection 
rate and the injection pressure are also less. 

At the end of Test 4a, the experimental setup was dismounted and the slabs were weighed. 
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The liquid saturation of the three slabs were 46.7, 45.0, and 44.0 percent. The liquid satu- 
ration of the fourth slab was not measured. As will be discussed later, the saturation data 
imply the strong influence of viscous displacement in fractured porous media. 

Matrix-Fracture Configuration of Fig. 2b 

Test l b  - Gravity Drainage - This test is similar to Test la in which gravity drainage is al- 
lowed to take place. Fig. 6 displays production and rate data. Similar to Test la, the initial 
rate is high, around 4,415 cm3/hr. The high initial rate is mainly due to fracture desatura- 
tion. The rate at t =15 rnin decreases to 813 cm3/hr. At t =500, 3,000, and 11,473 min, the 
corresponding rates are 217, 22, and 5.0 cm3/hr. The cumulative production at t =3,000 
and 11,473 rnin are 6,210 cm3 (65.8 percent matrix saturation), and 7,697 cm3 (57.6 percent 
matrix saturation). There is a substantial difference between the gravity drainage recovery 
of Tests l a  and lb. The main reason is the high capillary threshold height of the bottom 
matrix block in Fig. 2a. As we will discuss later, the gravity drainage threshold height of 
the bottom matrix block in configuration "a" is about 53.5 cm whereas that of the bottom 
slabs in configuration "b" is around 31 cm. Test l b  will be used as a reference for the other 
tests described next. 

Test 2b - Gas Injection at 60,000 cm3/hr - In the first minute, free gravity drainage is al- 
lowed to take place. Gas injection starts at t =1 min, when the gas/liquid interface in the 
fracture reaches the bottom face of the lower slabs (see Fig. 2b). Production and rate data 
are shown in Fig. 6. After an initial rate increase due to injection, the rate decreases rapidly 
to 1,753 cm3/hr at t =6 min. At t =15, 500, and 3,000 min, the production rate becomes 
1,489, 219, and 23.5 cm3/hr, respectively. 

Pressure data are shown in Fig. 4b. There is a rapid decrease from a maximum of 11.04 
kPa at t ~ 1 . 6  min to 5.72 kPa at t =4.8 min. From then on, the pressure decreases very 
slowly to 3.52 kPa at 20,216 rnin when the experiment is stopped. At the end, the rate is 
2.3 cm3/hr and the cumulative production is 10,186 cm3 (average liquid saturation of 43.9 
percent). Comparison of production data of Tests 2a and 2b shows a similar effect of viscous 
displacement on recovery. In this test, the gas pressure gradient in the fractures is around 
2.93 kPa/m at steady state conditions. 

Test 3b - Gravity Drainage and Gas Injection at 60,000 cm3/hr - First the system is drained 
by gravity to t =14,700 min. Then, nitrogen is injected at the top inlet at a rate of 60,000 
cm3/hr to the end of the test ( t  =24,840 rnin). During the gravity drainage period, Test 
3b is nearly identical to Test lb. Prior to nitrogen injection at t =14,700 min, the rate 
is 4.2 cm3/hr, but it increases to 2000 cm3/hr when nitrogen is injected. Then the rate 
drops rapidly. The production from t=14,700 to 24,840 min is about 1,700 cm3 which is a 
significant recovery resulting mainly from viscous displacement. Injection pressure data are 
shown in Fig. 4b. 
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Test 4b - Tilted Stack with Gravity Drainage and Gas Injection at 60,000 cm3/hr - In this 
last test, the matrix-fracture configuration of Fig. 2b is tilted 45" along the side edge. From 
the start to 17,340 min, gravity drainage is allowed to take place. From t =17,340 min to the 
end at t =27,420 min, nitrogen at a rate of 60,000 cm3/hr is injected at the top inlet. The 
production and rate data for Test 4b are shown in Fig. 6. The rate of drainage is initially 
less than Tests Zb and 2b due to the effect of gravity. But in later stages, the rate and even 
cumulative production become close to the vertical tests. 

At t =17,340 min, prior to nitrogen injection the rate is 3 cm3/hr. When nitrogen is 
injected, the rate increases to 400 cm3/hr but drops very rapidly. As Fig. 6 shows, nitrogen 
injection results in a substantial increase in recovery; 1,600 cm3 from t =14,T00 to t =27,420 
min. 

Inlet pressure response is very similar to Test 3b. Injection increases very rapidly to 3.9 
kPa and drops fast to a value of about 3.6 kPa (see Fig. 4b). 

At  the end of Test 4b, the saturations of the slabs were measured by weighing. The 
measured saturations of the three slabs in the top are 0.293, 0.298, and 0.299. The average 
saturation of the three slabs in the bottom are 0.668,0.690, and 0.678. Since these saturations 
are very close, the average saturations of fourth slab at the top and bottom are assumed to 
be 0.297, 0.678 respectively. From the overall material balance, the average liquid saturation 
of the matrix block at the center (see Fig. 2b) is calculated a 0.440. 

The above tests reveal that viscous displacement in fractured porous media can have a 
significant effect on matrix oil recovery. Next we will analyze the tests using a finite difference 
simulator. 

NUMERICAL SIMULATION 
In a previous study, we simulated gas-oil gravity drainage in fractured porous media5; the 

results showed that fracture capillary pressure is an important two-phase flow parameter for 
a matrix/fracture system. We proposed the following expression for the fracture capillary 
pressure, 

where SOTj is the residual liquid saturation of the fracture medium, P,' is the fracture 
threshold capillary pressure, and of is the slope of the logarithmic term. The residual liquid 
saturation in a fracture is generally low and the simulated results do not show high sensitivity 
to this parameter5. We assume Sort = 0.01 in this study. Parameter nf is used to change 
the slope of the capillary pressure around the residual liquid saturation; nf = 2 provides a 
sharp change and seems to be an appropriate value for both this study and the work of Ref. 
5. 

Effective fracture permeability in the direction perpendicular to fracture planes can be 
expressed by,6 

kf = 3.45 x lO5Rl2& (2) 

7 



where R is film aspect ratio in the fracture, Z is the shape factor of the liquid bridge and E 
is the half-fracture aperture (in microns). Ref. 6 provides the details of Eq. 2. In this study, 
R=l and 2=7.5 are used to estimate fracture permeability and is assumed to be constant 
due to the short desaturation period for fractures. 

In Ref. 5, as well as in this study, parameters of and Pcf of the fracture capillary pressure 
model are obtained from history matching of one set of data for a given system. 

For configuration “a” of Fig. 2, matrix slabs were located between two matrix blocks. 
The matrix block at the top is designated by A, the four slabs in the middle by B, and the 
bottom matrix block by C. For configuration “b” of Fig. 2, the four slabs designated by B are 
used in the top, the matrix block A in the middle and a set of four bottom slabs designated 
by D. The dimensions of the matrix blocks and slabs are provided in Table 1. 

The capillary pressure of the Berea sandstone for the normal decane/air fluid system has 
been measured previously7. The model of Bentsen and Anli’ given by, 

describes matrix rock capillary pressure well. The measured threshold capillary pressure, 
P&, in the previous study is around 2.8 kPa which is equivalent to a gravity-capillary 
equilibrium threshold height of about 40 cm. Parameter a, is in the range of 0.97 to 1.24 
kPa5. 

Liquid relative permeability of the Berea sandstone has been estimated previously5. We 
will use the expression, 

3.5 s o  - Sorm 
krom = ( 1 Sorm ) (4) 

without any adjustment. In Eq. 4, Sorm=O.26 is the residual oil saturation of the Berea 
sandst one. 

Next, we will analyze the tests described above using the Eclipse finite difference simulatorg 
with the implicit scheme. In the numerical studies, 10 grids per section (block or slabs) in 
the vertical direction were used with smaller grids near the fractures to capture the satura- 
tion and pressure changes near the boundaries of the rock matrix. The gridding data are 
N, = 9, NY = 3, N, = 35; Ax = 0.01, 3.74, 0.01, 3.74, 0.01, 3.74, 0.01, 3.74, and 0.01 cm; 
Ay = 0.01, 30, 0.01 cm; AZ = 0.5, 0.5, 8 x 7.375, 0.5, 0.1, 0.5, 8 x 7.375, 0.5, 0.01, 0.5 
8 x 7.375, 0.5, 0.01, 0.5 cm. The top and bottom two grids (i.e., N, = 1, Nt = 34 and 
35) are not part of the fractured porous media, and are initiallly saturated with gas while 
the rest of the system both the rock matrix and the fractures are initially saturated with 
the liquid. The two bottom grids are are assigned very high permeabilities and are imposed 
with P, = 0. This gridding structure is used for configurations “a” and “b” of Fig.2 with 
appropriate porosities and permeabilities. Liquid film flow along the matrix and slab walls4 
dominates the flow process in the early period of drainage (t 5 10 minutes). Film flow was 
not considered in the numerical simulation. 

Cumulative production, rate, pressure, and average block/slab saturation data were 
matched. Saturation measurements were available only for Test 4a, and Test 4b. All the 

8 



tests were performed using the coreholder in the vertical position, except Test 4b, where the 
coreholder was tilted 45' along a long edge. 

Matrix-Fracture Configuration of Fig. 2a 
Test l a  - Gravity Drainage - The major unknown quantity in the numerical simulation is the 
fracture capillary pressure. By matching the production and rate data of Test la, fracture 
capillary pressure and other parameters were estimated. The capillary pressures of the matrix 
block A and slabs B are very similar to the measured data of Ref. 5. For matrix block C, 
the threshold capillary pressure is significantly higher. Table 2 provides the parameters of 
the matrix capillary pressure which are also obtained by history matching. 

The parameters of the fracture capillary pressure are shown in Table 3. These parameters 
correspond to an aperture of 30 microns5. The fracture aperture in this context differs from 
the hydraulic fracture aperture which is based on the inferred permeability from the flow 
parallel to the fracture planes. The aperture of 30 microns is based on the experiments 
analyzed in Ref. 5 where the blocks were separated from each other by 50 and 100 micron 
spacers. In Ref. 5, the 50 micron aperture was assigned to the fracture capillary pressure 
which gave the best match to the experiment with 50 micron spacers. The Pcj of the test with 
100 micron spacers was calculated by dividing the Pcj corresponding to 50 micron spacers 
by 2 which was the ratio of the assigned apertures of the two separate tests. For those 
tests with the blocks or slabs in direct contact, there is no similar yard-stick. The nature of 
capillary pressure continuity of the direct-contact experiments is not fully known; Pcj is a 
function of surface roughness, grain size and probably the weight of the top blocks. Due to 
the deformation of the spacers under the weight of the top blocks, the exact fracture aperture 
was not known even for the tests where spacers were used. Among all the parameters, the 
surface roughness of the matrix blocks and slabs is the most important factor for the nature 
of capillary continuity in the direct contact experiments. Roughness of the fracture surfaces 
and the number of contact points are related to cementation as well as the size of the sand 
grains. For example, fine sand grains have diameter of 64 to 125 microns. Such diameters 
are the same order as the fracture apertures considered here. 

In the simulation of all the experiments, the fracture permeability in the direction parallel 
to fracture planes was assigned a value of 2000 pm2. This permeability is estimated from 
Poiseuille's law for tj=150 microns. The fracture permeability in the direction perpendicular 
to fracture planes is estimated from Eq. 2 and the values are listed in Table 3. 

Comparison of the production data and the simulation results are shown in Fig. 7. Both 
cumulative production and rate data show good agreement with the simulation results. Cal- 
culated saturation profiles at various times are shown in Fig. 8. As can be seen, the bottom 
block (block C) drains much less than the top block and middle slabs. The main reason is 
the high threshold capillary height of the bottom block. Calculated average block and slab 
saturations at the termination of the experiment from top to bottom are 0.453, 0.455, and 
0.985, respectively. Desaturation of the top block and the middle slabs to the same value is 
mainly attributed to different fracture and matrix capillary pressures. 
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Test 2a - Gas Injection at 60,000 cm3/hr and Gravity Drainage - In the numerical simula- 
tion of this test, all the quantities from Test la were used. Figs. 9 and 10a show the 
comparison of the simulated results and measured data. Considering the complexity of the 
problem, the agreement between the production and pressure data and the simulation results 
shown in these two figures is very good. As stated above, in the numerical simulation, the 
early film flow in the fracture planes is not accounted for and, therefore, the measured early 
drainage rate is higher than simulation results. 

The calculated saturation profiles at various times are shown in Fig. 11. Although the 
shape of the saturation profiles of the top block and middle slabs are different, they both 
produce to a liquid saturation of 0.51 at 90.4 hours, whereas the top block and middle slabs 
produce to a liquid saturation of 0.55 at 90.5 hours in Test la. The calculated average 
saturation of the bottom block at the termination of the experiment is 0.92 (at t =90.5 hrs). 
This saturation value is less than the corresponding saturation value of Test la (0.987) at 
90.5 hours. Due to capillary continuity, the vicous force results in desaturation of all the 
blocks and slabs. 

As nitrogen injection proceeds, the top block and the middle slabs are stripped by nitrogen 
beyond the gravity drainage production. However, the amount of extra production from these 
segments is not as much as the bottom block (the bottom block has more producible oil than 
the top block and the middle slabs due to the effect of capillary threshold pressure). 

The second part of the experiment undergoes saturation direction change. The matrix 
imbibition capillary pressure data are not available, and therefore, the simulation is not ex- 
tended to the end of this test. 

Test 3a - Gravity Drainage and Gas Injection at 60,000 cm3/hr - Similar to the numerical 
simulation of Test 2a, the simulation results for Test 3a are performed without parameter 
adjustment. Fig. 12 shows that the simulation results for both cumulative production and 
rate are in excellent agreement with data. The kick in rate (at t = 53.6 hr) is due to nitrogen 
injection. Comparison of the calculated and measured injection pressures shown in Fig. 10b 
reveals a good match. The sudden increase in pressure is also reflected in the rate history 
with a corresponding sharp peak. At the early stage of the nitrogen injection, nitrogen mo- 
bilizes the liquid in the matrix, and the mobilized liquid fills the fractures causing higher 
pressure drop than nitrogen-filled fractures. But , desaturation of the fractures is rather fast 
due to limited supply of the excess liquid (excess as compared to gravity effect), and high 
permeability of the fractures. 

Calculated saturation profiles of the blocks and slabs are shown in Fig. 13. A pro- 
nounced effect of nitrogen injection at t = 53.6 hr on liquid production can be observed from 
the progress of saturation profiles. At  the end of the experiment, the saturation profiles are 
about the same as the saturation profiles of Test 2a (Fig. 11). The difference between the 
liquid productions of Test 2a and Test 3a is minor (about 2 %). This means that nitrogen 
injection can accelerate the production at late stages of gravity drainage. 
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Test 4a - Gas Injection at AP = 2.1 kPa - In our simulation study, we could not impose 
AP = 2.1 kPa throughout simulation period due to a very low value of AP; instead we im- 
posed a multi-rate injection scheme to keep the pressure drop somewhat constant. In order 
to implement multi-rate injection, we used the injection rate history that is shown in Fig. 
14. As seen from this figure, the injection rate history is divided into separate segments with 
injection rates of 22,500 cm3/hr (O< t 5 5.4 min), 45,000 cm3/hr (5.4< t 5 613 min), and 
51,000 cm3/hr ( 6 1 3 ~  t 5 11,256 min). The rates are the average values of the corresponding 
time intervals. 

The comparison of the production and pressure data and simulation results are shown in 
Figs. 15 and 1Oc. The match between the simulation results and the pressure data at late 
times could have been improved by discretizing the rate further (considering the rate fluctu- 
ations). However, since our main purpose is to understand the mechanisms of displacement, 
this was not carried out. 

The calculated saturation profiles at various times are shown in Fig. 16. For this test, the 
average block and slab saturations are measured at the termination of the experiment. The 
measured and calculated values are shown in Table 4. Note that the middle slabs desaturate 
more than the top matrix block. The non-monotonic saturation behavior of the middleslabs 
is due to the influence of viscous forces on displacement. In the design of the configuration 
of Fig. 2a, gas pressure gradient in the fractures is mainly imposed on the middle slabs. As 
a result, these slabs can drain more than the top matrix block. 

It should be noted that consistant numerical simulation of the experiments presented in 
this paper is a real challenge. As independently measured sets of data increase, prediction be- 
comes more difficult. Nevertheless, the predicted production, rate, pressure, and saturation 
results are in good agreement with measured data. 

Matrix-Fracture Configuration of Fig. 2b 
Test l b  - Gravity Drainage - As in Test la, the fracture capillary pressure is obtained from 
the match of production data. The Pi’ and af parameters of the fracture capillary pressure 
(see Table 3) correspond to an aperture of 26 microns which is 13 % less than the corre- 
sponding aperture of the configuration in Fig. 2a. Similar to Test la, the 26-micron fracture 
aperture value is for the purpose of correlating fracture capillary pressure. 

The comparison of the production data and the simulation results is shown in Fig. 17. 
The agreement between the data and the simulation results is very good. The production 
response of Test l b  is somewhat different from Test la. The main reason for difference is the 
threshold height of the bottom block (see Table 2). Calculated saturation profiles are shown 
in Fig. 18. This figure provides the desaturation history of the top, middle, and bottom 
segments. As can be seen, the bottom block is desaturated more than the bottom block of 
Test la (Fig. 2). Calculated final average saturations are 0.336, 0.460, and 0.805, for the 
top, middle, and bottom segments, respectively. 

Test 2b - Gas Injection at 60,000 cm3/hr - The only difference between Test l b  and Test 
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2b is the injection of nitrogen from the top at a rate of 60,000 cm3/hr (the same as Test 2a). 
The fracture capillary pressure is available from the simulation of Test lb. Fig. 19 shows 
that the simulation results are in agreement with the production data. 

The simulation and pressure data are shown in Fig. 10d; the agreement is very good. 
Comparison of the pressure responses of Tests 2a and 2b indicates that the pressure drop in 
both tests is consistent with the single phase permeability measurements of each configura- 
tion. The permeability ratio of Test 2alTest 2b is approximately the same as the stabilized 
pressure ratio of both tests (Test 2a/Test 2b : 6.22 pm2/4.15 pm2 M 3.52 kPa/2.28 kPa). 

Calculated saturation profiles are shown in Fig. 20. Comparison of this figure with Fig. 
18 reveals that the bottom slabs and the middle block drain significantly by viscous forces 
as compared to Test lb. Note that the capillary threshold height of the bottom slabs has 
reduced significantly due to viscous forces (compare Figs. 18 and 20). The calculated aver- 
age saturation values for the top, middle, and bottom sections are 0.312, 0.365, and 0.665, 
respectively. 

Test 3b - Gravity Drainage and Gas Injection at 60,000 cm3/hr - Measured and simulation 
results for this test are shown in Fig. 21. The gravity drainage portion of the production 
data is the same as Test 2b showing the reproducibility of the experiments. The response to 
nitrogen injection is fast and rate increases to about 2000 cm3/hr from 4.2 cm3/hr. However, 
the peak rate drops rapidly. The match between pressure data and simulation is also good. 
Fig. 22 provides the calculated saturation profiles to show the progress of drainage with 
respect to time and space. The extra desaturation due to injection is not significant for the 
top slabs of the stack. This may be due to high desaturation prior to gas injection. Similar 
to Test 2b, forced injection results in significant additional recovery from the bottom slabs 
due to the reduction in the capillary threshold height. Fig. 10e shows the comparison of the 
measured and simulated injection pressures. 

Test 4b - Tilted Stack with Gravity Drainage and Gas Injection at 60,000 cm3/hr - Due to 
the non-symmetrical orientation of the slabs and the blocks with respect to the gravity di- 
rection, the matrix is additionally gridded in the direction perpendicular to the fractures 
between the slabs. 

For this test, the fracture capillary pressure from Test l b  did not yield a good match of the 
data and simulation. This could be the result of the changes of contact properties between 
the blocks and slabs or other effects. Due to tilting, some blocks and especially the slabs 
slightly slid over each other crushing some of the surface sand grains. The gravity drainage 
portion of this experiment is used to obtain Plf and of (see Table 3). The corresponding 
aperture value (20 p )  is about 20 % less than the aperture value found from Test l b  (26 p).  

As shown in Fig. 23, the production data match the simulation results before and after 
nitrogen injection. The injection pressure match is shown in Fig. l O f ;  the pressure response 
is very similar to other tests with a peak at the beginning of injection, then a stabilized 
response at later times. 

The calculated saturation profiles are shown in Fig. 24. Similar to Test 4a, the average 
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saturation of the slabs was measured at the end. The measured saturations are compared 
with simulation results in Table 4. Agreement between data and calculated results is very 
good. Maximum deviation belongs to the saturation value of the middle block. Average 
saturation of the middle block is inferred from the overall material balance and the saturation 
measurements of the slabs. Therefore, it has some uncertainty with respect to the other 
slabs. Similar to Test 4a, the measured average block and slab saturations reveal the effect 
of viscous forces to displace additional liquid. The middle matrix block and the bottom slabs 
of this test desaturate significantly due to nitrogen injection; especially, the bottom slabs 
desat urate beyond capillary/gravity equilibrium. 

DISCUSSION AND CONCLUSIONS 
In the experiments that was simulated above, due to high hydraulic fracture aperture120 

to 150 microns, a large amount of gas was injected to establish a pressure gradient of some 3 
to 3.8 kPa/m in the fractures. In some naturally fractured reservoirs containing a light oil of 
0.2 mPa-s, fracture aperture is of the order of 10 to 30 microns. Therefore, the gas rate for 
the same gas pressure gradient in the fractures is much less than those of the tests conducted 
in this work. We performed a numerical simulation for the system of configuration of Fig. 
2b with a fracture aperture of 20 microns. Both gravity drainage and gas injection schemes 
were modeled. Results revealed that gas injection rates of 10 to 20 times less than the rates 
of the tests will provide comparable additional recoveries. All the tests except one, were 
conducted with the coreholder in the vertical direction and therefore the enhancement in 
recovery from viscous forces is compared to gravity-capillary conditions. The test with 45" 
tilt reveals that the reduction of end effects by viscous forces also enhances the recovery. 

The two main conclusions of this study are: 

1. Viscous displacement in some fractured porous media can result in significant addi- 
tional recovery beyond the gravity-capillary equilibrium. 

2. Viscous displacement in fractured porous media is mainly influenced by gas pressure 
gradient across the displacement length. This gradient in a fracture depends on the 
fracture aperture and the injection rate. 

NOMENCLATURE 

hh = matrix threshold height for gravity/capillary equilibrium, cm 
Z = liquid film shape factor ' 
km = absolute permeability of matrix, pm2 
kf = absolute permeability of fracture, pm2 
k,,, = matrix relative permeability of liquid (oil) phase 
1 = half fracture aperture, micron 
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L, = 
L, = 
L, = 
nf = 
N, = 
N3, = 
N, = 
Pm = 
Pcf = 
P& = 
Pc“r = 
R =  
so = 
SmYn = 
SG-rf = 

tf = 
- t - 

thickness of the block in x-direction, cm 
thickness of the block in y-direction, cm 
height of the block (z-direction), cm 
exponent in Eq. 1 
number of grids in the x-direction 
number of grids in the y-direction 
number of grids in the z-direction 
matrix capillary pressure, kPa 
fracture capillary pressure, kPa 
matrix threshold capillary pressure, kPa 
fracture threshold capillary pressure, kPa 
liquid film aspect ratio 
liquid (oil) saturation 
residual liquid (oil) saturation in matrix 
residual liquid (oil) saturation in fracture 
time, hours 
hydraulic fracture aperture, micron 

Greek Symbols 
urn = logarithmic slope of the matrix capillary 

ut = logarithmic slope of the fracture capillary 

47n = matrix porosity 
0 = tilt angle (Degrees) 
po = liquid (oil) viscosity, mPa.s 
Ax = x-direction grid size 
A y  = y-direction grid size 
Az = z-direction grid size 

pressure, kPa 

pressure, kPa 
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Table 1: Dimensions of blocks and slabs, L, x L, x L,. 

SECTION BLOCKor L, L9 

SLAB cm cm 

A I BLOCK I 15.00 130.00 
B I SLABS 1 4 ~ 3 . 7 5  1 30.00 

cm 

60.00 

60.00 

60.00 

60.00 

40 



Table 2: Matrix data. 

VARIABLE UNITS BLOCK/SLAB 

A B C D 

0.883 

1.24 

2.69 

37.87 

0.222 

0.883 

0.97 

2.34 

33.01 

0.222 

0.883 

1.24 

3.79 

53.40 

0.210 

0.883 

1.03 

2.21 

31.07 

0.222 
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Table 3: Fracture permeability and fracture capillary pressure parameters. 

e kj S o r j  cj p:j 

CASE (Deg.) pm2 (frac.) (kPa) (kPa) 

Test la (30 pm) 0 2.159 0.01 -2.70 0.719 

Test 2a (30pm) 0 2.159 0.01 -2.70 0.719 

Test 3a (30 pm) 0 2.159 0.01 -2.70 0.719 

Test 4a (30 pm) 0 2.159 '0.01 -2.70 0.719 

Test lb (26 pm) 0 1.620 0.01 -3.12 0.826 

Test 2b (26 pm) 0 1.620 0.01 -3.12 0.826 

Test 3b (26 pm) 0 1.620 0.01 -3.12 0.826 

Test 4b (20 pm) 45 0.959 0.01 -4.05 1.078 
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Table 4: Measured and calculated final saturations for the matrix blocks and slabs of Test 

4a, and Test 4b. 

Calculated so 
TOP MID. BOT. 

~ 

Measured so 
TOP MID. BOT. 

0.508 0.450 0.900 
~~ 

0.293 0.440 0.678 
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CHAPTER I1 

Crossflow in Fractured/Layered Media Incorporating Gravity, 
Viscous, and Phase Behavior Effects 

Birol Dindoruk 
Abbas Firoozabadi 

Reservoir Engineering Research Institute 

SUMMARY 
Crossflow across the interfaces of layered reservoirs, and between matrix blocks and frac- 

tures in fractured reservoirs may be very pronounced. The literature emphasizes viscous 
crossflow, however, crossflow due to gravity may be more significant. 

In this paper, the crossflow due to various effects in layered and fractured media are 
presented. The examples selected for the layered media show that most of the oil is first 
transferred from the low permeability to the high permeability layer and then produced. 
The examples for fractured media reveal a significant contribution of crossflow to recovery 
performance. The fractured-media examples imply that a real challenge exists to perform 
compositional simulation of fractured reservoirs. 

INTRODUCTION 
Crossflow of fluids between a fracture network and rock matrix in fractured reservoirs, and 
between different layers in layered reservoirs can be very pronounced in displacement pro- 
cesses. The crossflow could be mainly due to: 1) gravity, 2) capillarity, 3) viscous, 4) phase 
behavior and compressibility, and 5 )  diffusion effects. As an example, for certain water in- 
jection processes in fractured porous media, due to capillary crossflow, the injected water at 
the water-oil interface in the fracture imbibes into the matrix and the oil is produced just 
above the interface. On the other hand, in certain high pressure gas injection processes, 
phase behavior effects reduce the surface tension significantly and, therefore, the capillary 
crossflow can be neglected. 

In a recent work [l], we have demonstrated that the crossflow of the injected fluid from the 
fracture to the matrix and the crossflow of the matrix oil to the fracture strongly affect the 
recovery efficiency. Surprisingly, the crossfiow due to gravity [2] is the dominant mechanism 
for high displacement efficiency for first contact miscible fluid injection in fractured porous 
media. The-investigation of crossflow at conditions other than first contact miscibility is one 
major goal of this work. 
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Crossflow in both layered and fractured porous media can be a localized phenomena. With 
a substantial phase behavior effect between the injected gas and the in-place oil, sharp fronts 
may give amplified numerical dispersion. The numerical dispersion may mask qualitative and 
quantitative features of the solution and may make the interpretation difficult. The small 
fracture pore volume (PV) and the high contrast between the matrix and fracture perme- 
ability adds to the complexity of the use of a finite difference simulator. An analytical model 
would be an ideal tool for the study of flow and composition paths in layered and fractured 
media. In this work, we use the method of characteristics to solve for fluid flow problems by 
assuming that capillarity and diffusion are negligible. The assumption of negligible capillary 
pressure is justified for flow at high pressures and for near-miscible conditions where phase 
behavior effects are important and the surface tension is very low. The method of charac- 
teristics is mainly restricted to one-D and a small number of components, but provides a 
mechanistic understanding of the problem. 

In an early paper, Zapata and Lake [3] studied viscous crossflow in layered media for 
immiscible fluid systems. Pande and Orr [4] also studied viscous crossflow in a two-layer 
system incorporating transfer of components between gas and liquid phases but neglected 
gravity and volume change due to mixing. In a recent study, Tan and Firoozabadi [2] included 
the effect of gravity in the study of crossflow between a matrix medium and a fracture 
medium. In all these studies, the effect of volume change on mixing was neglected. When an 
injected gas dissolves in the oil phase, the volume of the total system may reduce significantly. 
The subject of viscous crossflow has received considerable attention [3,4]. Crossflow due to 
viscous forces is generally not very significant. Gravity contribution to crossflow, on the 
other hand may be pronounced for fractured reservoirs, and for layered reservoirs with tilt 
angles in the range of 5-15O. Phase behavior effects which include component transfer and 
volume change due to mixing and incorporation of these effects in the crossflow term may 
also be important. 

This study addresses a comprehensive examination of crossflow in fractured and layered 
media incorporating gravity, compressibility and phase behavior, and viscous effects. In 
the following, we will first present the problem formulation, and then outline the solution 
method. The examples of gas injection in two-layer and fractured media will be discussed, 
and at the end, conclusions will be drawn from the work. 

PROBLEM FORMULATION 
The introduction of volume change on mixing complicates considerably the evaluation of 
the crossflow term, since the sum of flow rates in the layers may change with position. In 
order to better understand this term, the problem formulation will be presented in two steps. 
First, flow formulation will be discussed for a homogeneous medium and then in a system 
with two distinct media consisting of a fracture and a matrix or two layers. 

Homogeneous-Medium System. A homogeneous medium can be represented with one 
set of properties (permeability, porosity, relative permeability, etc.). The governing compo- 
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nent molar balance equations for one-dimensional multiphase multicomponent systems are 
given by, 

where, 

and 

dGj dqTFj A4=+-= 0, i = l , - - - , n ,  
d X  

Gi and qTFj represent the number of moles of component i per unit pore volume and molar 
flow rate of component i, respectively. Other symbols are defined in the Nomenclature. The 
flow rate qT (in Eq. 1) may not be constant due to volume change on mixing even when the 
total injection rate at the inlet is held constant. Note that the assumptions of, 1) chemical 
equilibrium, 2) isothermal flow, 3) negligible capillary and dispersion effect are made in the 
derivation of Eq. 1. Also note that the thermodynamic properties of the fluid are evaluated 
at a constant temperature and pressure; this is a good assumption as long as the pressure 
drop across the system is small. 

The boundary and initial overall composition data are given by, 

-+ -b 

The two constant compositions are injection composition, &j, and initial composition, 
The solution of the above Reimann problem with constant injection rate and constant 

injection and initial compositions is a function of a similarity variable, x/t [5,6]. The solution 
. .  

consists of continuous variations, shocks and constant states. The shock speed, A, is given 
by [5,61, 

, i =  l , . .-,n, (qTFt)l' - (QTFi ) l  
A#(GI' - Gi) A =  

where the superscript I and I I  refer to opposite sides of the shock, downstream and up- 
stream, respectively. Eq. 5 can be obtained by a material balance across the shock [5,6]. 
Dumork, Hagoort and Risseeuw [7] give a detailed account of the one-D analytical model for 
a three-component system for a homogeneous medium. 

~ 

Two-Media System. Consider a two-media flow - one medium, low permeability and the 
other medium, high permeability. Each medium could represent a layer in layered-media 
or a fracture or a matrix in fractured media. Two cases are considered; one case in which 
the two media communicate (crossflow case), the other case in which there is no crossflow 
between the two media (no-crossflow case). In the following, both cases are discussed. 
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Crossflow Case. For this case, the problem becomes significantly simplified if we invoke 
the powerful crossflow equilibrium (CE) assumption between the two media [3,9,10]. Cross- 
flow equilibrium means that the pressures in both media are equal along the displacement 
length. This is an appropriate assumption for geometries with RL = L / H d m  > 10, 
where kw is thickness-weighted harmonic vertical permeability and, kh is thickness-weighted 
average horizontal permeability [3]; L and H are the total system length and the total system 
thickness, respectively. Crossflow equilibrium is a key assumption and allows the elimina- 
tion of the pressure dependency of the problem and solving the system of partial differential 
equations analytically. The validity of this assumption has been demonstrated in Ref. 10 
for fractured media. In that work, the results from fine grid simulation and the analytical 
model for fractured media comprised of a vertical matrix block and a vertical fracture were 
compared at two different rates. 

The material balance equations for the two-media system are obtained by including the 
crossflow (source/sink) term to the equations for the homogeneous system. The crossflow 
term represents the transverse communication of the two layers. 

Crossflow Term. The molar flow equations for the two layers are given by 

where Gf = Cj”=, x&p:Sf, F’ = xygl xikjpjkfjk, C&M is the molar crossflow flux of component 
i from layer 1 to layer 2 (per length), and k = 1,2 is the layer superscript; k = 1 is the 
more permeable medium and k = 2 is the less permeable medium. For crossflow from layer 
2 to 1, the sign of the last term in Eqs. 6 and 7 is reversed. The relationship between molar 
crossflow flux of component i and volumetric crossflow flux, CRTV, is given by 

when crossflow is from medium 1 to medium 2. Combining Eqs. 6 and 7 and summing over 
all the components yields, 

Note that the crossflow term given by Eq. 9 depends not only on aq$/ax but also varies 
with dG;/dt and dK1/dx. These last two terms are due to the volume change on mixing. 

Rewriting the molar flow Eqs. 6 and 7 in dimensionless form with the expression of 
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crossflow from Eq. 9, 

where 

Since the summation is used over all components in Eq. 6 to obtain the crossflow term, 
there will be only n, - 1 independent equations in Eq. 10. The dimensionless variables and 
paramaters are defined by 

where L is the system length. 
The total mass balance for component i is the sum of Eqs. 10 and 11, 

(14) 

where 

i = 1 to no 

= RIG: + R'G?, and F: = & D e 1  + q&F?. 
The total molar balance of all the components can be obtained by summing Eq. 15 from 

where FT = x:gl qT, and GT = e. We then solve Eqs. 10, 15, and 16 instead of 
Eqs. 10 and 11. Similar to the homogeneous system, the initial and boundary conditions 
given by Eq. 4 apply to both media of the two-media system. The total flow rate in layer 
k, a!&, can be related to the total flow rate in layer I ,  qkD, Z k  and 2' using the crossflow 

-+ -I 
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equilibrium assumption, d P 1 / d x D  = d P 2 / d x D .  From the Darcy law, the pressure gradient 
of each medium is given by 

Using the crossflow equilibrium, 

where the capacitance ratio, CR, is defined as CR = Akkk/A'k'.  Eq. 18 can be used to 
calculate q$D once &D (1 + k), 3, and Z' are known. 

No-Crossflow Case. The flow equations for the no-crossflow (NC) case are similar to 
the equations for the CE case (Eqs. 10 and 11) without the crossflow term. In NC, the 
rates of the two media are related through the pressure drop boundary condition across the 
displacement length, 0 5 X D  5 1, 

The pressure differences, AP1 and AP2 can be obtained by integrating the Darcy equation 
using Eq. 17. 

L qTD,inj 

AP1 = AP2 . (19) 

k 
dXD J' XD=o d p k  - 

-gLsinO J '-' 3 p 3 d x ~ ,  k = 1 , 2 .  

Combining Eqs. 19 and 20 with the constant total injection rate condition at the inlet, 

Akkk J' XD=o qTD,inj Y q T ;  T 
- -  

(20)  1 En: X'FMk 4 
I D  =o 

2 
&D,inj + qTD,inj = 1> yields 

Eq. 21 indicates that the individual medium injection rate cicn vary as displacement process 
continues. Dependence of rate to other parameters (e.g. layer compositions) is implicit. 
However, Eq. 21 can be solved explicitly for q$D,;nj over a time step. In the explicit scheme, 
the parameters at the right side of Eq. 21 are calculated from the old time step. Composition 
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profiles of each layer will still be similar to the profiles of a homogeneous system. Each layer 
is treated separately at a given time step, and solution is obtained using the same procedure 
as for the homogeneous systems. The details of the solution procedure for a homogeneous 
system will not be presented here, and can be found elsewhere [SI. 

SOLUTION TECHNIQUE 
The method of characteristics is used to solve the one-dimensional flow equations with Rie- 
mann initial data [ll]. We selected the system given by Eqs. 10, 15, and 16 with the initial 
data and boundary conditions of Eq. 4 and the crossflow equilibrium condition given by Eq. 
18. Using the chain rule of differentiation for G f ( g k )  and ek(gk, gz, &), Eqs. 10, 15, and 
16 can be written as 

( [ F ]  - XD[Gq)ri = a . 
Eq. 22 is an eigenvalue problem where AD is the eigenvalue and 2 is the eigenvector of the 
system. [GI and [F] contain the derivatives of the various terms. Explicit expressions for 
the entries of Eq. 22 for a binary mixture are presented later. 

For a given point in the rate-composition space, continuous variations can be obtained by 
integrating along the eigenvectors of -+ Eq. 22. The integration along an eigenvector requires 
a starting rate-composition vector, U". The solution procedure is as follows: 1) calculate all 
the eigenvalues, XDn, and the associated eigenvectors, X n ,  2) take sufficient small step, s, 
along a selected eigenvector to update the starting rate-composition, g1 = @+&. The full 
composition path (if permitted) can be obtained by using the same relationship recursively 
as = p7Z-1 +szk .  Details for the case of no-volume change on mixing are given in Ref. 2. 

-# 

Discontinuities. Eqs. 10, 15, and 16 or the system of equations given by Eq. 22 may yield 
multivalued solutions. When the material transport equations fail to describe physically 
correct single-valued flow, shocks (i.e., discontinuities) are introduced in the solution. Shocks 
do not satisfy Eq. 22, but they satisfy mass conservation across them. The shock balance 
equation with crossflow from medium 1 to medium 2 is derived in Appendix A; EQ. A-4 
of that appendix corresponds to Eq. 10. The shock balances without the crossflow term 
corresponding to Eqs. 15 and 16 are [11,12], 

which are similar to the shock balances of the homogeneous systems, i.e., Eq. 5. Different 
symbols for the shock speeds are used to distinguish the right hand sides of the shock 
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balances. The shock speeds, Abi (see Eq. A-4), A&, and AS are all equal to each other. In 
general, Eqs. A-4, 23, and 24 are coupled and their solution can only yield a maximum of 
2n, - 1 unknowns. Depending on the information at the upstream and downstream of the 
shock, the shock equations could be coupled with other equations. 

The above formulation along with method of characteristics solution procedure is for sys- 
tems with any number of components. However, as the number of components increases, 
the degrees of freedom in the composition space also increase, and the solution construction 
becomes very complicated. In this paper, we restrict our study to binary systems. Even 
for a binary mixture, the solution usually includes more than two shocks and can become 
complicated as we will witness next. The shocks with intermediate speeds (intermediate 
shocks) are generally difficult to resolve, and require iterative schemes. As the qualitative 
features of the solution change, the solution construction algorithm needs to be modified. 
Solution of flow systems with volume change on mixing needs an extra level of trial and error 
procedure, because the total flow velocity in front of the fastest shock is also unknown. 

BINARY FLOW AND EXAMPLES 
The material balance equations given by Eqs. 11, 15, and 16 can be written for two compo- 
nents, n, = 2. The associated eigenvalue problem and the solution procedure are presented 
in Appendix B. 

The fractional flow equation for the gas phase without 

where Ngf,. is the gravity number defined by, 

capillary pressure is given by, 

(25) 

Note that the fractional flow function of Eq. 25 depends on gravity and the total flow rate 
of the medium. Consequently, the crossflow (see Eq. 9) depends on gravity and the total 
flow rate of the medium. Due to this dependence, the fractional flow function becomes an 
implicit function of the composition of both media as can be seen from Eq. 13 and the 
definition of I?!. This results in the complication of the numerical computations. Gravity 
number defined by Eq. 26 is a function of time and position. However, gravity number at 
the inlet is constant (the medium injection rate is constant due to equal pressure gradients 
in the two media). The flow rate in medium 1 is klA1/(klA1 + k2A2)qT,+ and in medium 2 
is k2A2/(k1A1 + IC2A2)qT,+. At a given pressure and a fixed geometry, N, is proportional to 
sin6/q$; therefore, tilt angles as small as 5 to 15" could have a substantial effect on gravity 
number (sin 5" NN 0.09, sin 15" NN 0.26, and sin 90" = 1). Note that the inlet gravity number 
of both media are the same. 
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In Eqs. 25 and 26, phase viscosities can be calculated using equilibrium phase compositions 
from Lohrenz et al. [15] correlation, and the gas and liquid phase relative permeabilities can 
be obtained from, 

and 

Relative permeabilities are a function of the gas saturation, Sg. For two-phase equilibrium 
conditions, 

where V is the mole fraction of the gas phase given by, 

zi - xi1 
xig - xiz 

V =  

After establishing phase behavior and flow relations, the entries in the matrices of Eq. B-1 
can be calculated. Partial derivatives are performed numerically due to implicitness of the 
phase behavior and flow relations. The numerical derivatives are calculated using the central 
difference formulation. For a generic function H ,  

To illustrate the significance of crossflow in layered and fractured media, we study gas 
injection in the following examples. 

Layered Media Examples - For the layered media, a permeability contrast of 10 is 
chosen. Layer 1 has a permeability of 100 md (high permeability), and the permeability of 
layer 2 is 10 md (low permeability). Table 1 provides other relevant layer data and the pa- 
rameters of the relative permeability. The porous media are initially saturated with normal 
decane (CIO) and methane (CH4) is injected into the system. The temperature is fixed at 
100°F. Flow at two pressures, 1000 and 4000 psia is investigated. At 1000 psi, the surface 
tension at the interface between the gas and liquid phases is high and the capillary pressure 
may not be negligible. Nevertheless, to use the model, we will assume that capillary pressure 
can be neglected. For a binary system according to the Gibbs phase rule, the composition 
in the two-phase region is fixed at specified temperature and pressure. The results for four 
examples are presented next. 

Displacement at 1000 psi without gravity. We consider f is t  horizontal displacement 
at 1000 psi. The fractional flow function for 8 = 0 (or N:, = 0) is independent of rate (see 
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Eq. 25). The composition profiles are shown in Fig. la at t~ = 0.25 PV injection. Fig. 2 
is the enlarged version of the Fig. la around the upstream edge of the composition profiles. 
Variation of flow rates in each layer is shown in Fig. 3a. Note that the sum of the flow rates 
of the two layers is significantly less than one, especially for XD > 0.58. Figs. 4a and 5a show 
the saturation profiles and the recoveries of each layer, respectively. Two different types of 
recovery curves are plotted in Fig. 5. One is based on the remaining in-situ amount of Clo, 
and the other one is based on the layer effluent production. The total pore volume produced 
is the same for both plots. The two types of plots highlight the contribution of crossflow 
from one layer to the other layer. Fig. 5a shows that there is very little crossffow in the 
absence of gravity. 

At the injection point (H), see Fig. 2, solution starts with a phase change shock into the 
two-phase region along the tie line. The slowest shock, trailing shock, is the one where the 
composition of the low permeability layer (layer 2) enters into the two-phase region (H+G 
shock - see Fig. 2). The upstream side of this shock is a single-phase gas (point H) and the 
downstream side is in two-phase (point G). Solution by a finite difference simulator revealed 
that the crossflow is from layer 2 to layer 1 at the trailing shock. The material balance 
equations for the trailing shock are given by Eqs. A-4, 23, and 24. In the shock balance 
equations, the upstream composition (superscript 11) of the trailing shock is known from 
the injection condition (point H). The downstream side compositions, Z:'G and 2;'" and 
the rate, &'E are the only unknowns. However, the shock balances, Eqs. A-4, 23 and 24 
constitute two independent equations, since = AgFH = 112"". The trailing shock is 
a limit of continuous variation at which the downstream side of the shock moves with the 
speed of downstream composition. Therefore, the three independent equations are, 

The above system of equations are nonlinear in unknowns, 2:'G, 2;'" and q2:. They can 
be solved using the multi-dimensional Newton-Raphson method. In Eq. 32, A s  is the eigen- 
value associated with layer 2 at point G. For flow without gravity, A$ equals to the tie-line 
eigenvalue in layer 2, 

At the downstream of trailing shock the solution path continues along the direction of the 
eigenvector associated with the slow eigenvalue (zone of continuous variation). The end 
point of this zone of continuous variation (point F) is not known a priori. Therefore, this 
zone of continuous variation is extended to a point that layer 1 enters into two-phase region 
(point E). At this stage, the location of this point is unknown. In layer 1, the shock that 
enters into two-phase region will be called the trailing (slow) intermediate shock. The trailing 
intermediate shock is defined by Eqs. A-4,23 and 24, where point F is the upstream and point 
E is the downstream. From the finite difference solution, the crossflow is found to be from 
layer 1 to layer 2 at that shock. However, crossflow changes direction at the downstream of 
the trailing intermediate shock. The trailing intermediate shock is also a limit of continuous 
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variation such that, 

. 

(34) 
where Ag is-obtained from Eq. 33. The nonlinear system of equations given by Eq. 34 yield 
the composition of the trailing intermediate shock (E+F shock). From the intermediate 
shock towards the downstream, there is an intermediate zone of continuous variation which 
terminates at the point that the low permeability layer (layer 2) enters into the single-phase 
liquid region via a shock (leading intermediate shock). The location and the composition of 
that shock are also unknown. In other words, the intermediate zone of continuous variation 
(DE) is bounded between two intermediate shocks which are unknown. We cannot guess 
the upstream composition of the leading intermediate shock on this intermediate zone of 
continuous variation (DE) which comes from a guessed point on the trailing intermediate 
shock. Therefore, we need to change the direction in our solution algorithm. The solution 
could also be initiated from the initial composition point (point A, see Fig la). The initial 
composition (single-phase liquid) is connected to the two-phase region via a phase change 
shock (A+B shock) similar to the trailing shock. Since that shock is the fastest, it will be 
called the leading shock. At the leading shock and the zone of continuous variation (leading), 
the crossflow is from layer 1 to layer 2. Only the shock balance equation with the crossflow 
term will be different for the leading shock. The shock balance equations are the same as 
Eq. 34 except that, 

1 3  dfl,B 
(35) qTD 1 

A:=%* 

Solution of the systems in Eq. 34 with Eq. 35 for A+B shock is similar to the solution 
of trailing shock equations. The leading intermediate shock occurs due to change in the 
number of phases in layer 2. In systems with no crossflow, this shock corresponds to the 
leading shock in the slow layer. The details of the solution are given in Appendix C!. 

Figs. le, 6a, and 7a show the composition profiles, rate history, and recovery curves in the 
absence of crossflow (;.e., NC). Comparison of the composition profiles of solutions with and 
without crossflow (see Figs. l a  and le) reveals that there is a mild crossflow between the 
leading intermediate shock and the leading shock. The leading intermediate shock of CE 
solution corresponds to the fastest shock of NC solution in layer 2, and the leading shock of 
CE solution corresponds to the fastest shock of NC solution in layer 1. As can be seen in 
NC solutions (Fig. le), CH4 is not present in layer 2 ahead of the leading shock, whereas 
due to crossflow there is some CH4 present in the CE solution. 

Displacement at 1000 psi with gravity. In this example, we consider the downward 
injection of CH4 at a rate less than the maximum gravity drainage rate of layer 2. The max- 
imum gravity drainage rate of layer 2 is calculated from qzp = k 2 A 2 ( e p :  - M?p;)g sin 6 / p f .  
We assign a gravity number (see Eq. 26) of 17.9 to this problem (gravity number is the same 
for both layers) which corresponds to an injection rate of q$,ini = 0.614&; at such a low 
injection rate (combination of large 8 and low injection rate), the displacement becomes ef- 
ficient due to effect of gravity on the fractional flow curve (Eq. 25). The composition profile 
at to = 0.25 PV is shown in Fig. lb. Comparison of this plot with Fig. la reveals a drastic 
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influence of gravity on the displacement process. Figs. 3b, 4b, and 5b depict the rate, satu- 
ration and recoveries. The recovery data in Fig. 5b demonstrate a very pronounced effect of 
crossflow. The two layers contain nearly the same amount of oil (i.e., C ~ O )  during the course 
of gas injection. However, bulk of the oil is produced from the more permeable layer (layer 
1) due to crossflow from layer 2 to layer 1 (see Figs. 5a and 5b). 

The features of the solution with and without gravity are quite different. The gravity 
dominant case has only two shocks since the two layers enter and exit the two-phase region 
with the same speed. One interesting feature of the solution with gravity is that there is a 
spreading segment in the single-phase region in layer 1 (see Fig. lb, AB). 

The trailing shock (E 3 F) is calculated using Eqs. 23 and 24 and two eigenvalues of the 
downstream side of the shock. Therefore, at the trailing shock, 

where Xg, and are different from the definitions in Eqs. 33 and 35 due to effect of gravity. 
Both eigenvalues are directly obtained from Eq. B-7. Solution of the system in Eq. 36 yields 
downstream composition and rates of the trailing shock. In Eq. 36, the direction of crossflow 
is not given a priori, since both layers enter two-phase region simultaneously. The solution 
indicates that the crossflow is from layer 2 to layer 1 at the downstream of trailing shock 
and then, there is a zone of continuous variation (DE) where crossflow changes direction. At 
the leading edge of the continuous variation (D) crossflow is from layer 1 to 2. The change 
of crossflow direction shows itself as an extreme point in the rate profiles (see Fig. 3b). 

The leading shock is constructed between the leading zone of continuous variation in single- 
phase region (AB) and the trailing zone of continuous variation (ED). From the solution 
of the shock balances, upstream and downstream compositions of the leading shock are 
obtained. Since the parametric representations of both continuous segments are known, one 
composition on each segment is sufficient to solve for the leading shock. Therefore, two 
balance equations are sufficient, 

=A; . (37) 

The AB segment of the solution is not fully known, since the total rate at point B is unknown. 
In order to .calculate AB variation, total rate at point A in layer 2 is guessed and the full 
solution is obtained. The guessed rate of layer 2 at point A is varied until the overall material 
balance is satisfied. 

The results without crossflow are shown in Figs. lf ,  6b, and 7b. The rate history in Fig. 
6b shows that the amount of CH4 entering layer 2 increases until t~ = 0.84 PV leading to a 
better sweep in the low permeability layer (layer 2). The total recovery and layer recovery 
plots (the recoveries based on in-situ amount of C ~ O  for CE solution) are similar for solu- 
tions with and without crossflow (see Figs. 5b and 7b). The main differences between the 
cases with and without gravity are the length of the transition zone, leading shock strength 
(shock height), and the solution structure. For flow with no gravity (i.e. horizontal layers), 
breakthrough occurs at 0.43 PV injection (Fig. sa), whereas the breakthrough time for the 
case with strong gravity is 0.66 PV (Fig. 5b). The speed of the leading shock for flow with 
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gravity is high. Furthermore, overall mole fraction of CH4 at breakthrough at the outlet of 
layer 1 is 0.40 for no gravity case and zero (just at breakthrough) for the case with gravity. 
The leading shock for flow with gravity is stronger and slower than without gravity resulting 
in higher recovery. The main contribution of gravity is the enhancement of crossflow between 
the two layers resulting in a high recovery from the low permeability layer (Figs. la and 
lb). The gravity effect is not very pronounced at the trailing shocks since those shocks are 
mainly af€ected by the solubility of Clo in CH4. This fact will be seen more clearly in the 
following two examples. 

Displacement at 4000 psi without gravity. In order to investigate the effects of compo- 
nent partitioning, the injection of CH4 at 4000 psi is considered and the solution is obtained 
in the absence of gravity. Solution profiles are shown in Figs. IC, 3c, and 4c. The recovery 
curves in Fig. 5c reveal that the crossflow in the absence of gravity is insignificant. 

The solution profiles include four distinct shocks, each is associated with phase change in a 
particular layer. At the inlet, solution starts with a shock across the phase boundary in layer 
2 (F+G) shock (see Fig. IC). This shock can be solved using the shock balance equations 
for crossflow from layer 2 to layer 1 (Eqs. 32 and 33), where AD is calculated at point F. The 
solution proceeds with a segment of continuous variation (EF) where layer 2 contains the 
two-phase fluid mixture and layer 1 contains only the gas phase. The continuous variation 
segment ends at an unknown point E which can be obtained from the intermediate shock 
balances. The intermediate shocks, C+D and D+E shocks are resolved at the last stage, 
since they are coupled shocks due to an unknown intermediate state, D. Therefore, we start 
solving for the leading shock, A+B shock, with a downstream flow rate guessed similar 
to the previous cases. Due to volume change on mixing, total flow rate in layer 2 at the 
downstream of the leading shock is unknown. The leading shock, A+B, is obtained using 
Eqs. 34 and 35 where AD is calculated at point B. The continuous solution segment, BC, 
is obtained from point B towards upstream by integration along the eigenvectors. Similar 
to point E, point C is also not known and can be obtained from the coupled intermediate 
shock balances. For the intermediate shocks, the following balance equations are used. For 
the trailing intermediate shock, E-D, where crossflow is from layer 2 to layer 1 

and for the leading intermediate shock C + D, where crossflow is from layer 1 to layer 2, 

The unknowns in Eqs. 38 and 39 are the compositions of layers at points C, E and D, and the 
rate of one of the layers at these locations. The rate of the other layer can be obtained from 
the crossflow equilibrium condition in Eq. 18. The unknowns of the coupled shock balances 
are Z:9E, Z;", ZitD, Zi9D,  and &:; and &E are not independent unknowns. Similarly, 
2;'" and q$g can be calculated once 2;'" is known. Therefore, we have 6 equations and 5 
unknowns. .One extra equation is used to obtain the value for the total rate of layer 2 at 
the downstream of the leading shock. The correct solution is obtained when all the shock 
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balances and the overall material balance are satisfied. The details of the solution algorithm 
are given in Appendix C. 

The solution without crossflow is presented in Figs. lg, 6c, and 7c. Comparison of compo- 
sition profiles of the cases with and without crossflow (Figs. IC and lg) shows that in layer 2, 
CH4 presence in front of the C+D shock is due to crossflow from layer 1 to layer 2 (see Fig. 
IC) which is similar to the corresponding low pressure case. This feature is missing in Fig. 
Ig due to the no-crossflow condition. Although, the overall recoveries of the two systems, 
with and without crossflow, show similar behavior (Figs. 5c, and 7c), layer 2 produces more 
in the crossflow case due to crossflow from layer 1. 

Displacement at 4000 psi with gravity. This w e  is identical to the example at 1000 
psi with gravity, except that the displacement pressure is 4000 psi. The gravity number 
for the system is 17.9 and, qT,inj/qir = 0.614; qir is calculated based on the equilibrium 
phase compositions, phase densities and viscosities at 4000 psi. The qualitative aspect of 
the solution'is the same as the 1000 psi case with gravity. Therefore, solution construction 
for this case is not repeated. The solution profiles and the recovery curves can be seen in 
Figs. Id, 3d, 4d, and 5d. 

The main difference between the solutions at 4000 psi and 1000 psi is due to phase behavior. 
The slow shock (D+E) for the 4000 psi case is better developed and much faster as compared 
to the low pressure case (1000 psi). The leading shock (B+C) is also stronger in both layers. 
Thus, almost 80 percent of the initial oil Clo is produced at the bulk breakthrough (arrival 
of the leading shock). 

The solution without crossflow is presented in Figs. lh, 6d, and 7d. The differences in the 
speeds of both shocks in the two layers can be viewed clearly. The trailing shock in layer 
2 is about 3 times slower than the trailing shock in layer 1, and the leading shock in layer 
1 is 2.6 times faster than the leading shock in layer 2. However, the corresponding shocks 
(trailing and leading shocks in the two layers) in the solutions with CE have the same speed. 
In other words, both layers enter and exit two-phase region via shocks of the same speed 
due to crossfiow. 

Fractured Media Examples - For the study of gas injection in fractured media, 
the matrix and fracture permeabilities are assumed 2 md and 34 darcy, respectively. The 
matrix block width is 30 cm, and the fracture aperture is 20 microns. Other parameters 
of the fracture and matrix are shown in Table 2. The fracture and the matrix are initially 
saturated with normal decane ( C ~ O )  and methane (C&) is injected into the system at 4000 
psi. In the displacements at 1000 psi in the layered system, th phase behavior effects were 
not pronounced and therefore, gas injection in fractured media will be only studied at 4000 
psi. 

A total of four cases will be studied. The first example concerns with the dominant viscous 
forces, the second and the third examples are intermediate viscous-gravity cases, and the last 
example is the dominant gravity case. From the cross-sectional area and permeability of the 
fracture and the matrix given in Table 2, the dimensionless flow rates at the inlet of the 
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I 
fracture and matrix are 0.526, and 0.474, respectively. 

Dominant Viscous Crossflow. When the gravity number is zero or very small, i.e., iVjr 
is zero or small, the injected fluid, qT,dnj, mostly flows through the fracture. As a result, the 
recovery performance is very low. A special feature of low gravity number is a long two- 
phase transition zone. To study the features of low gravity number (;.e., dominant viscous 
crossflow) we have selected inlet Ngr =0.034, i.e., qT,jnj = 61.5&. 

Composition profiles capturing the fronts in the fracture and the matrix are shown in Figs. 
8a and 9a at t D  = 0.00025 PV and at = 0.5 PV, respectively. The rate and saturation 
profiles are shown in Figs. 10a and l la  at PV = 0.5. 

In this example, there are four shocks similar to the high pressure layered system with no 
gravity. We classify the shocks (fronts) arising in the solution based on their speeds relative to 
each other. The fastest shock which is associated with the fracture flow is called the leading 
shock; the slowest shock which is associated with the matrix flow is called the trailing shock; 
and the shock(s) between the leading and trailing shocks is called an intermediate shock(s). 
When there are more than one intermediate shock, they are classified according to their 
speeds. Each shock in the system corresponds to a phase change in either the fracture or 
the matrix. Although the breakthrough in the fracture is very fast compared to to = 1, the 
fronts in the fracture should still be resolved to obtain the full solution. The location of the 
shocks are especially important due to the localized nature of crossflow. 

As expected, the flow with high CH4 concentration in the fracture advances orders of 
magnitude faster than that in the matrix. The fronts in the matrix, where almost all the 
initial fluid (Clo) resides, move slower than those in the fracture leading to low recovery. Fig. 
12a shows the recovery curves for both the crossflow and no crossflow cases. As can be seen, 
the case with crossflow leads to a slightly higher recovery than the case with no crossflow. 
However; the overall system recovery is very low due to the bypassed oil in the matrix; only 
about 4 percent of the total rate goes into the matrix for a long period of time as seen in 
Fig. loa. Therefore, the low rate in the matrix combined with the CH4-filled fracture (in a 
very short time) results in such a low recovery. 

Figs. 9a and 13a show the composition profile and the rate history, respectively, for the 
no-crossflow case. Again, most of the injected fluid passes through the fracture leading to a 
low overall recovery (Fig. 12a). 

Moderate Viscous Crossflow. In order to highlight the effect of viscous and gravity 
crossflow, a moderate viscous crossflow is selected with Ngr = 0.86 and qT,inj = 2.46qir. The 
qualitative features of this case are similar to the dominant viscous crossflow case, but there 
is an improvement in recovery performance. Figs. 8b and 9b show the composition profiles at 
t D  = 0.00025 and t D  = 0.5 PV, both in the fracture and in the matrix. Breakthrough in the 
fracture is almost instantaneous with a narrow two-phase region as the segment between the 
two shocks in Fig. 8b indicates (with respect to N'. = 0.034 - Fig. sa). Rate and saturation 
profiles are shown in Figs. 10b and llb. As compared to the previous example, the crossflow 
reverses direction at the second shock front from the injection end of the displacement (Fig. 
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llb). The leading front in the matrix (Fig. 9b) advances faster than in the previous case. 
The recovery performance of this case is shown in Fig. 12b. The positive effect of gravity is 
clearly seen in the recovery plot. In the previous case (q=,inj = 61.5qir), the total recovery 
is less than 5 percent at 1 PV (Fig. 12a) while the corresponding total recovery is about 21 
percent for this case ( Q T , ; ~ ~  = 2.46~:~). The contribution of crossflow to recovery is, however, 
low (about 2 percent at 1 PV); the total recovery with crossflow is slightly higher than the 
total recovery without crossflow (Fig. 12b). The composition profile and rate history of the 
no-crossflow case are shown in Figs. 9f and 13b, respectively. The total inlet flow rates for 
the fracture and the matrix stay almost constant. The total fracture injection rate quickly 
(when both fast fronts in the fracture arrive to the production end) reaches to 77 percent of 
the total system rate and stays about the same for at least to 2 PV injection. The magnitude 
of the total recovery is about the same as the total rate share of the matrix (about 21 percent 
at 1 PV - see Fig. 12b). 

As a supplement to the moderate viscous crossflow case, we lowered the total injection 
rate further for the third example (Ngr = 1.43 and qT,;nj = 1.47qzr). The composition profile 
in the fracture is shown in Fig. 8c at 0.00025 PV. The transition zone between the two fronts 
becomes smaller as the two-phase transition shocks in the fracture approach each other (the 
trailing shock becomes faster and the leading shock becomes slower - see also Figs. 8a and 
8b). At a certain gravity number (Ngr x1.5), both fast shocks in the fracture converge 
resulting in a single shock. However, due to the negligible fracture volume, this increment in 
the recovery mainly comes from the matrix rate enhancement and the crossflow. The com- 
position, rate and saturation profiles are shown in Figs. 9c, lOc, l lc ,  and 12c, respectively. 
Although the breakthrough in the fracture is almost instantaneous, more than 31 percent of 
Clo is recovered at 1 PV. The recovery curve for the no-crossflow case (see Fig. 12c) starts 
deviating from the case with the crossflow at later times (to >0.6 PV) causing lower recovery 
than the crossflow case (28 percent at 1 PV). Composition profile at 0.5 PV and the rate 
history of no crossflow case are shown in Figs. 9g and 13c, respectively. Without crossflow, 
the rate share of the fracture increases as displacement progresses, leading to lower recovery 
than the corresponding crossflow case at later times (since most of CH4 bypasses the ma- 
trix). But, the recovery performance of the no-crossflow case is still significantly higher than 
the previous no-crossflow cases with lower gravity numbers ( N g r  = 0.034, and NgT = 0.859). 

Dominant Gravity Crossflow. For the dominant gravity crossflow case, the injection rate 
is lowered further to qT,;nj = 0.614qiT; Ngr = 3.43. The qualitative aspects of this case are 
significantly different from the previous cases discussed above. As Fig. 8d reveals, the fast 
front in the fracture has a CHq mole fraction of 0.08. The leading edge of the fracture flow is 
in a single-phase liquid state due to a pronounced crossflow from the fracture to the matrix 
at the intermediate shock. Since the fracture pore volume is small, even a moderate amount 
of crossflow can eliminate two-phase flow in the fracture. At t~ = 0.5 PV, only single-phase 
gas is present in the fracture at the trailing edge of the displacement (Fig. lld). The rate 
profiles of both the matrix and the fracture indicate that crossflow changes direction between 
the trailing shock and the intermediate shock. The change of crossflow direction shows itself 
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as an extreme point in the rate profiles (Fig. 10d). At the intermediate shock, the fluid in 
the fracture changes from the single-phase gas to the single-phase liquid without entering 
into the two-phase region (Fig. l ld),  and the leading shock is coupled with the intermediate 
shock. This phenomenon occurs due to strong crossflow from the fracture to the matrix. 

The efficiency of the displacement can be seen in Fig. 12d. Significant amount of Clo 
is.produced at the bulk breakthrough (66 percent at 0.8 PV). The case without crossflow 
produces considerably less GI0 (40 percent at 0.8 PV). The composition profile and inlet 
rate history for the no-crossflow case are shown in Figs. 9h and 13d, respectively. As the 
injection proceeds, the relative rate share of the fracture increases leading to low recovery 
at later times. Around t D  = 1.25 PV, the total inlet rate of the fracture exceeds the total 
inlet rate of the matrix (Fig. 13d). 

DISCUSSION 
Resolving the Bow in the fracture and in the matrix is a difficult task both anaIytically and 
numerically, mainly due to the large contrast in the permeability and PV of the fracture and 
matrix media. The two distinct characteristic speeds (eigenvalues) of the system, one very 
large and the other very small cause complication. The large eigenvalue corresponds to the 
fracture flow and the small one corresponds to the matrix flow. Solution of the displacement 
problem in a composite fracture/matrix system involves resolving both characteristic speed 
scales accurately. The ratio of the characteristic speeds can be as high as 105:l. This means 
that the speed of propagation in the fracture is about lo5 times faster than the matrix. The 
solution of the shock balances is very sensitive to the initial guess. In the case of coupled 
intermediate shocks, the sensitivity becomes extreme, due to the inter-dependency of the 
two characteristic speed scales. This is basically due to the phase boundaries between CH4 
(injected g&) and (710 (initial fluid) and the equilibrium gas and liquid phases. Even a small 
amount of crossflow from the matrix to the fracture can cause a phase change to occur in the 
fracture. Because the shock balances are solved using the Newton-Raphson technique, the 
set of unknowns may fluctuate until convergence is achieved. This type of underestimation 
or overestimation can have significant effect on the fracture flow, and can cause divergence. 
One main reason of divergence is the discontinuity of eigenvalues across phase boundaries. 
The unphysical phase change in the fracture, therefore, can cause discontinuities in the 
characteristic speeds and divergence. As a practical step, the governing parameters of the 
problem are changed slowly, while the answer of the previous solution is used as the initial 
guess for the new problem. In the examples considered here for the fractured media, the 
gravity number is increased gradually to obtain the solutions with pronounced gravity. 

In general, some of the qualitative features of the solution are known a priori. For instance, 
phase boundaries are crossed via shocks, and the solution is divided into different segments 
by those shocks. However, due to the pronounced effect of gravity, the direction reversal in 
the crossflow can alter the qualitative features of the solution. For example, fracture flow can 
skip the two-phase region with a direct jump from the single-phase gas to the single-phase 
liquid. This kind of behavior along with the unknown downstream rates due to volume 
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change on mixing can make it difficult to obtain the proper solution. 
Comparison of the results of all the cases indicate that the recovery enhancement may 

occur at a high gravity number (see Fig. 12). By increasing gravity, more fluid goes into 
the matrix yielding a higher overall sweep of the initial oil, C~O.  This type of recovery 
improvement occurs in both solutions, with and without crossflow (Fig. 12). At low to 
moderate gravity numbers, the recovery plots for both crossflow and no-crossffow solutions 
exhibit similar responses. But for the dominant gravity crossflow, the difference between the 
crossflow and no-crossflow solutions becomes significant. At very high gravity numbers (very 
low rate.of injection as compared to the initial free gravity drainage rate of the matrix), the 
crossflow and no-crossflow solutions approach each other. At the limit when the rate goes 
to zero, high displacement efficiency in both crossffow and no-crossflow cases is achieved. 

CONCLUSIONS 
1. An analytical one-D model based on the method of characteristics is used to study 

the effect of crossflow on the recovery. In this work, the effects of gravity and volume 
change on crossflow are taken into account on the performance of a two media system. 
For a two-layer media, in spite of very pronounced crossflow due to gravity, the total 
recovery with and without crossflow is surprisingly close for the examples that we have 
studied. However, with crossflow, bulk of the oil is transferred from the less permeable 
to the more permeable layer and then produced from the more permeable layer. In 
this respect, layered and fractured media behave the same. 

2. For recovery performance of a fractured media comprised of a matrix block and a 
fracture, the crossflow between the matrix and the fracture often changes direction. In 
one of the examples, the recoveries at 1 PV injection are 68 percent with crossflow and 
47 percent without crossflow. The effect of crossflow in a multiblock system may be 
even more pronounced (10). 

NOMENCLATURE 
flow area 
flow area of layer k 
total flow area (Eq. 14) 
capacitance ratio 
fiactional flow function of phase j 
molar fractional flow of component i in layer k (Eq. 13) 
acceleration of gravity 
number of moles of component i per unit volume in layer k (Eq. 12) 
absolute permeability 
relative permeability of liquid phase (oil) 
relative permeability coefficient of liquid phase (oil) 
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relative permeability of vapor phase (gas) 
relative permeability coefficient of vapor phase (gas) 
system length 
molecular weight of gas phase 
molecular weight of liquid phase 
relative permeability exponent of liquid phase (oil) 
relative permeability exponent of vapor phase (gas) 
number of phases 
number of components 
pressure 
gravity drainage rate of layer k ,  q:? = kkAk(M,kp,k - M/pf)g sin O/pf 
total rate of injection 
total rate of injection in layer k at the inlet 
total dimensionless rate of injection in layer k at the inlet 
total rate of injection in layer k 
total dimensionless rate of injection in layer k 
fractional pore volume of layer k 
saturation of phase j, fraction 
liquid phase (oil) saturation, fraction 
gas phase (vapor) saturation, fraction 
residual saturation of liquid phase (oil), fraction 
time 
dimensionless time, (Eq. 14) 
spatial dimension 
dimensionless distance, (Eq. 14) 
mole fraction of component i in phase j 
eigenvector 
overall mole fraction of component i 
composition vector 

Greek Symbols 
porosity 
porosity of layer k 
volume averaged porosity (Eq. 14) 
viscosity of phase j 
molar density phase j 
dimensionless molar density of phase j 
tilt angle 
shock speed 
dimensionless shock speed 
eigenvalue (characteristic velocity) 
dimensionless eigenvalue (dimensionless characteristic velocity) 
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Ak i 
AT 

mobility of phase j in layer k, A& = kk./pf 
total fluid mobility in layer k, AT R = ‘”., k k  r j / p j  k 

Abbreviations 

CE 
NC 
VE 

crossflow equilibrium 
no crossflow 
vertical equilibrium 

ACKNOWLEDGMENTS 
This work is supported by the U.S. Department of Energy (Contract No. DEFG22-93BC14875), 
and by the members of the Research Consortium on Fractured/Layered Reservoirs of the 
Reservoir Engineering Research Institute. Their support is greatly appreciated. 

References 
1. Tan, J.C-T. and Firoozabadi, A.: “Miscible Displacement in Fractured Porous Media: 

Part I1 - Analysis,” paper SPE 27837 presented at the SPE/DOE Ninth symposium 
on Improved Oil Recovery, Tulsa, OK, April 17-20, 1994. 

2. Tan, J.C-T. and Firoozabadi, A.: “Theoretical Analysis of Miscible Displacement in 
Fractured Porous Media by a One-Dimensional Model: Part I - Theory,” Journal of 
Canadian Petroleum Technology (February 1995) 17-27. 

3. Zapata, V.J. and Lake, L.W.: “A Theoretical Analysis of Viscous Crossflow,” paper 
SPE 10111 presented at the 56th Annual Fall Technical Conference and Exhibition of 
the SPE, San Antonio, TX, October 1981. 

4. Pande, K.K., and Orr, F.M., Jr.: “Composition Paths in Binary CO&O Displace- 
ments: Effects of Reservoir Heterogeneity and Crossflow on Displacements with Lim- 
ited Solubility,” presented at the Second European Conference on the Mathematics of 
Oil Recovery, France, September 1990. 

5. Lax, P.D.: “Hyperbolic Conservation Laws 11,” Communications on Pure and Applied 
Mathematics (1957) 10, 537-566. 

6. Rhee, ,H., Aris, R. and Amundson, N.R.: First-Order Partial Diflerential Equations: 
Volume I, Prentice-Hall, Englewood Cliffs, N.J. (1986). 

7. Dumor6, J.M., Hagoort, J., and Risseeuw, A.S.: “An Analytical Model for One- 
Dimensional, Three-Component Condensing and Vaporizing Gas Drives,” Society of 
Petroleum Engineers Journal (April 1984) 24, 169-179. 

63 



I 
8. Dindourk, B.: Analytical Theory of Multiphase Multicomponent Flow in Porous Media, 

PhD dissertation, Stanford University, Stanford, CA (June 1992). 
9. Coats, K.H., Dempsey, J.R., and Henderson, J.H.: "The Use of Vertical Equilibrium 

in Two-Dimensional Simulation of Three-Dimensional Reservoir Performance," Trans. 

10. Tan, J.C-T, and Firoozabadi, A.: "Theoretical Analysis of Miscible Displacement in 
Fractured Porous Media by a One-Dimensional Model: Part I1 - Features," Journal of 
Canadian Petroleum Technology (February 1995) 28-35. 

11. n e e ,  K., Aris, R. and Amundson, N.R.: First-Order Partial Differential Equations: 
Volume II, Prentice-Hall, Englewood Cliffs, N.J. (1989). 

12. Smoller, J.: Shock Waves and Reaction-Diflusion Equations, First Edition, Springer- 
Verlag, New York, N.Y. 10010 (1983). 

13. Myint-U, T., and Debnath, L.: Partial Diflerential Equations for Scientists and Engi- 
neers, Third Edition, North Holland, New York (1987). 

14. Peng, D.Y. and Robinson, D.B.: "A New Two-Constant Equation of State," Ind. Eng. 
chem. Fund. (1976) 15, 59-64. 

15. Lohrenz, J., Bray, B.C. and Clark, C.R.: "The Viscosity of Pure Substances in Dense 
Gaseous and Liquid Phases," Journal of Petroleum Technology (1964) 1171-1176. 

AIME (1971) 251, 63-71. 

Appendix A-Shock Balances with Crossflow 
Discontinuities or shocks are required in solution construction when continuous variations 
are not possible (;.e., faster upstream compositions than the downstream compositions - 
multivaluedness). We define a shock with two sets of parameters, upstream and downstream, 
across which the parameters change discontinuously. In the following, I1 and I indicate 
upstream and downstream values, respectively. Consider a control volume of length Aa: 
where a shock passes across. At time t (just before shock passes the control volume), the 
amount of component i present in the control volume is @A'AZ(G:)~. At time t + At (just 
after the shock passes the control volume), the amount of component i present in the control 
volume is $kAkA~(Gt)" .  As shock passes through the control volume, inflow of component 
i is (q$Ck)"at, and outflow of component i is (&<')'At. If there was no crossflow, the 
change in the amount of component i in the control volume would be equal to the difference 
between inflow and outflow. However, crossflow will emerge from the difference of change in 
total material in the control volume and the net total flow. Hence, total crossflow is defined 
by, 

(A - 1) @ A k A z 2 [ ( G i )  k I I -  (Gf)'] - At g[(q$@)" - (qT k F k  ) I J 
i I 
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For component i, the crossflow term becomes 

and the shock balance for component i including the crossflow term is, 

The main issue in Eq. A-4 is to calculate the term &k/C? cklShok which is discontinuous 
across a shock. For F!/CT F'lshock, a rate-weighted form similar to Zapata and Lake [3], 
and Pande and Orr [4] is adopted. Thus, 

For af = 0, Ea. A-4 is equivalent to the shock balance for the homogeneous system. The 
shock balances without the crossflow term are given by Eqs. 23 and 24 of the text. 

Appendix B-Eigenvalue Problem and Solution Proce- 
dure 
The eigenvalue problem for a two-component mixture based on 
text is, 

Eqs. 11, 15 and 16 of the 
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where the eigenvectors are defined by, 

The top row elements are, 

The eigenvalues, and X D ~ ,  are the roots of the equation, 

b 

Eq. B-7 has two roots, A 0 1  and  AD^. Each eigenvalue, AD-, has an associated eigenvector, 
2- (Eq. B-2) which describes the direction in the composition-rate space. Each eigenvalue 
yields one potential composition path. The first and second rows of the eigenvector, Eq. B-2 
provide the changes in the compositions of medium 1 and medium 2, respectively. The last 
row in Eq. B-2, dq+,/dq, provides the changes in q& along a selected eigenvector direction. 
The rate in layer 1, q$D, can be updated from the crossflow equilibrium condition stated in 
Ea. 18 once the changes in zi, z;, and &D are known. 

Solution Construction. A correct physical solution consists of compatible waves where 
velocity constraint is satisfied. The velocity constraint requires monotonic wave velocities 
which increase from upstream to downstream. Shocks are included in the solution when the 
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condition of monotonosity is violated. In addition, the phase boundaries are crossed via the 
shocks. 

The shocks in binary flow are always associated with phase appearance and disappearance 
in one or both of the media. In other words, the shocks appear in the solution when the 
phase boundaries are crossed in at least one of the media. In the solutions, the path switch 
is allowed as long as the velocity constraint is satisfied. The solution is constructed combin- 
ing separate segments (zone of constant states, shocks, and zone of continuous variations) 
satisfying both the material balance and the velocity constraint. 

Computation of Eigenvalues and Eigenvectors. Computation of eigenvalues and eigen- 
vectors entails calculation of the entries in Eq. B-7. Each entry of this determinant is coupled 
with the phase equilibrium calculations. Therefore, a phase behavior model must be used in 
the calculations. In this study, we have selected the Peng-Robinson [14] equation of state to 
perform the phase equilibrium calculations. 

Appendix C-Solution Steps 
Displacement at 1000 psi without gravity. There are two key composition points 
that correspond to both intermediate shocks and are obtained through a trial and error 
procedure. We have used a procedure similar to the one by Pande and Orr 141 for low 
permeability contrast displacements. The iteration steps are (see Fig. 2): 

1. Calculate the trailing shock composition (G). 

2. Compute the trailing continuous variation (GF). 

3. Guess a point on the trailing continuous variation. This point constitutes the upstream 
composition of the trailing intermediate shock (F). 

4. Calculate the trailing intermediate shock composition (E) using Eqs. A-4, 23, and 24. 

5. Compute the intermediate continuous variation (ED) based on the guess in step 3. 

6. Calculate the leading shock composition (B) using Eqs. A-4, 23, and 24. 

7. Compute the leading zone of continuous variation (BC). 

8. Guess a point on the leading zone of continuous variation (C). This point will be 
downstream composition of the leading intermediate shock. 

9. Calculate the composition of the leading intermediate shock (CD) using Eqs. 33 and 
34. 

10. Compute the intermediate zone of continuous variation (DE) based on the guess in 
step 8. 
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11. The intermediate zone of continuous variation segments in steps 5 and 10 must be the 
same if both of the guesses in steps 3 and 8 are right. Both guesses are varied until 
the area between the two solution curves (steps 5 and 10) is negligible. 

The solution procedure becomes more complicated when the volume change on mixing is 
considered. The total flow velocity in medium 2 at the downstream of the leading shock 
must also be obtained through an iterative procedure. From the crossflow equilibrium con- 
dition, the total rate in medium 1 is determined. However, with the inclusion of volume 
change on mixing, the above iteration scheme is not sufficient to obtain the solution. Overall 
material balance with the steps above should also be used. Therefore, even when step 11 is 
satisfied, overall material balance error should be checked to ensure that the estimated rate 
value at the downstream of the leading shock is correct. If the overall material balance is 
not satisfied, the estimated rate in medium 2 in front of the leading shock has to be modified 
and steps 3-to 11 should be repeated. The convergence will be achieved when both step 11. 
and overdl material balance are satisfied. 

Displacement at 4000 psi without gravity. The solution steps are as follows: 

1. Calculate the trailing shock (F+G shock) composition and rate. 

2. Compute the continuous variation, FE. 

3. Calculate the leading shock ( A h B  shock) composition and rate with a guesseh tota 
rate in medium 2 at point A. 

4. Compute the continuous variation, BC. 

5. Solve for E+D, and C+D shocks simultaneously. 

6. Check the overall material balance to validate the estimated downstream rate in step 
3. If the overall material balance and one of the remaining shock balances do not hold, 
then we go back to step 3 until the total material balance and all the shock balances 
are satisfied. 
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Table 1: ROCK AND FLUID PROPERTIES - LAYERED MEDIA 

PARAMETER Layer 1 Layer 2 
4 (fraction) 0.25 0.25 

A (cm2) 7432 7432 
(DarCY) 0.1 0.01 

k& 1.0 1 .o 
k,ol 1 .o 1 .o 

ng 3 3 
%r 0.25 0.25 

3 3 

Table 2: ROCK AND FLUID PROPERTIES - FRACTURED MEDIA 

A (cm2) 

Fracture (Medium 1) Matrix (Medium 2) 
1 0.25 

0.12 
34 
1.0 
1.0 
0 
1.2 
1.2 

1860 
0.002 
1 .o 
1 .o 

0.25 
4.5 
4.5 
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Figure 1: Composition profiles at t~ = 0.25 PV injection (with and without crossflow) at 
different pressures and inlet gravity numbers; the right column is without crossflow and the 
left column is with crossflow-layered media. 
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Figure 2: Close look at the composition profiles at tD = 0.25 PV for CH&O displacement 
(with crossflow) at 1000 psia and NgT = 0-layered media. 
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Figure 3: Flow rate profiles at to = 0.25 PV injection (with crossflow) at different pressures 
and inlet gravity numbers-layered media. 
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Figure 6: Inlet rate history (without crossflow) at different pressures and inlet gravity 
numbers-layered media. 
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Figure 7: Recovery plots (without crossflow) at different pressures and gravity nwnbers- 
layered media. 
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CHAPTER I11 

Co-Current and Counter-Current Imbibition in a Water-Wet 
Matrix Mock 

Mehran Pooladi-Darvish 
Abbas Firoozabadi 

Reservoir Engineering Research Institute 

SUMMARY 
The imbibition in water-wet matrix blocks of fractured porous media is commonly consid- 
ered to be counter-current. Despite this general belief, our theoretical and experimental 
studies indicate that co-current imbibition may be the dominant mechanism. Using numer- 
ical simulation of the imbibition process it is found that oil is predominantly recovered by 
co-current imbibition; the time for a specified recovery is only a fraction of that required for 
counter-current imbibition. In counter-current imbibition, oil is forced to flow in the two- 
phase region; in co-current imbibition, oil can flow in the single phase. This study reveals 
that co-current imbibition is much more efficient than counter-current imbibition. Conse- 
quently, use of the imbibition data by immersing a single block in water and its scale-up 
provide pessimistic recovery information. 

INTRODUCTION 
Fractured porous media are idealized as an aggregate of matrix blocks and a fracture network. 
In order to understand two-phase flow in such a system, there is a need to understand first 
the recovery performance of a single matrix block (Firoozabadi, 1994). For gas-oil flow, 
due to the effect of fracture capillary pressure and fracture flow, the flow performance of an 
aggregate of matrix blocks may be very different from the single matrix block. For water-oil 
flow, when the rock is water-wet, the performance of a single matrix block and fractured 
porous media are believed to be closely related. 

It is generally believed that matrix oil recovery due to water displacement in a water- 
wet fractured porous media is dominated by counter-current imbibition. However, our recent 
experimental observations reveal that co-current and not the counter-current imbibition is the 
main mechanism of oil recovery by water injection in water-wet fractured media. Since the 
oil recovery efficiency of co-current and counter-current imbibition might be very different, 
it is of significant practical interest to understand these two processes. 

Counter-current imbibition has received considerable attention in the literature. The 
mathematical formulation of counter-current imbibition is of the form of a nonlinear diffu- 
sion equation [Made 19811, and is simpler than co-current imbibition. Analytical and semi- 
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analytical solutions of counter-current imbibition have been recently emphasized. Chen [1988J 
reviewed the self-similar solutions of incompressible two-phase flow problems in linear sys- 
tems. He presented the solution for a 1-D horizontal medium, when the total velocity 
(summation of oil and water velocities,) is assumed to be inversely proportional to square- 
root of time. The 1-D counter-current imbibition problem is a special case of the above, 
with the proportionality constant equal to zero. The solution involves trial and error and 
numerical integration of an ordinary differential equation, which is valid only for S- 5 Si, 
[Chen et al. 19901, where Sui is the initial water saturation, and Si, is the irreducible water 
saturation. Barenblatt et al. [1990] showed that for S& I Si,, and for realistic capillary 
pressure and relative permeability functions, the velocity of the saturation front is finite; 
saturation drops to the initial value at a finite length which increases with time. Under the 
above condition, the solution obtained for a semi-infinite system is valid for a finite medium 
before the saturation' front reaches the far boundary. 

Using an iterative integral method, McWhorter and Sunada [1990] have also presented 
an analytical solution for the 1-D counter-current problem. The iterative procedure has 
been found to  converge and to be fast. Chen et al. [1990] used this method when the initial 
water saturation was higher than the irreducible water saturation. The integral solution 
satisfactorily predicts the saturation distribution and imbibition rate before the saturation 
front reaches the far boundary. General analytical solutions for the 1-D, two-phase co-current 
imbibition problem are not available. 

Much experimental work on counter-current imbibition has been reported. In these ex- 
periments, the oil-saturated cores are either immersed in water, or sealed such that water 
in-flow, and oil out-flow occur through the same faces [Mattax and Kyte 1962, Iffly et d. 
1972, du Prey 1978, Hamon and Vidal 1986, Cuiec et al. 1994, Zhang et al. 19951. Some 
studies on co-current imbibition have reported oil production from a face not covered with 
water (;.e., co-current imbibition) [Parsons and Chaney 1964, Iffly et al. 1972, Kleppe and 
Morse 1976, Hamon and Vidal 1986, Bourbiaux and Kalaydjian 19901. No conclusive com- 
parison between co-current and counter-current imbibition were presented by these authors, 
except Bourbiaux and Kalaydjian, who in a detailed experimental study examined the co- 
current and counter-current imbibition processes on a laterally coated core. When the two 
opposing faces were open to flow, and water was in contact with one face, oil was mostly 
produced by co-current imbibition from the face in contact with oil; oil production from the 
water-contacted face was very small-about 3%. It is not clear if this small amount was pro- 
duced from the rock, or was the oil from the dead volume. The counter-current experiment 
had a slower recovery than the co-current experiment; the half-recovery time for co-current 
imbibition was 7.1 hrs and that for counter-current imbibition was 22.2 hrs, for one set of 
experiments. The measured saturation profiles for the two processes were different, also. 

In order to appreciate the difference between co- and counter-current imbibition processes, 
consider imbibition in a cylindrical core, initially at irreducible water saturation. The surface 
area around the core is coated with an impermeable material, and one (or two) end-face(s) 
is (are) open to flow. First, consider counter-current imbibition, in which the open-end is 
initially in contact with oil at ambient pressure, say zero pressure. The water pressure in the 
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core is fixed by the capillary pressure relationship, pw = -Pc(Sun). The imbibition begins 
when the oil outside the core in the open-end is replaced by water at ambient pressure. If 
we assume P, = 0 at this face, both the oil and water pressure will be zero at the inlet, 
from t = O+. (This boundary condition is experimentally verified, as will be discussed later). 
Water will imbibe into the core due to the low water pressure in the core, and oil flows out 
of the core from the same face (the fluids are assumed incompressible). Oil flows because oil 
pressure within the rock is higher than that at the inlet. Figure 1 shows the oil and water 
pressures in 1-D counter-current imbibition at various times for an example which we will 
discuss later. At t = O+, the oil pressure inside the core is high. As time progresses, oil 
pressure decreases, approaching zero at very long times. Water pressure at t = O+ is low and 
increases with time; it approaches zero at very long times. Now, for co-current imbibition, 
consider a situation in which the oil pressure at both ends of the core is initially fixed at 
zero, for example by exposing it to oil at ambient pressure. Water at ambient pressure is 
then introduced at one end. Since oil pressure at both ends is zero, oil pressure within the 
core goes through a maximum, as shown in Figure 2. This suggests that oil may flow from 
both ends. We will demonstrate later that most of the recoverable oil is produced by the 
co-current process from the end-face exposed to oil at the ambient pressure. In an early 
paper, Rakhimkulov and Shvidler [1962] showed that for a certain class of 1-D, two-phase 
incompressible flow problems, when the total velocity is assumed to be inversely proportional 
to square-root of time, oil flow at the end-face in contact with water can be counter-current 
to water flow, whereas at the other end-face is co-current. 

With the above introduction to co-current and counter-current imbibition, in the follow- 
ing we will first examine the mathematical formulation of these two processes. Since one 
main goal is to examine the efficiency of these two processes, scaling studies will be used to 
draw general conclusions. Towards the end, the results from an experiment is presented to 
confirm the superiority of co-current over counter-current imbibition. 

MATHEMATICAL INVESTIGATION 
Many studies of the imbibition process have assumed that the pressure gradient in the dis- 
placed oil phase may be negligible [Beckner et al. 1987, Dutra and Aziz 19921. This assump- 
tion was 'based on the common practice in hydrology, where the mathematical formulation 
of unsaturated water flow ignores the air pressure gradient (see Morel-Seytoux [I9731 for an 
account of this assumption). Under the above assumption, the imbibition process can be 
described by a nonlinear diffusion equation [Handy 19601 of the form of, 

where, 
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The initial and boundary conditions are, 

s, = s,;, t = o ,  0 5 x 5 L, (3) 

S w = 1 - S m , t > O ,  x = o ,  (4) 

q w = o ,  t > O ,  x = L .  (5 )  
Equation 1, assumes that the fluids are incompressible, and the effect of gravity is neglected. 
Equation 4 states the continuity of capillary pressure at the inlet-face, and Equation 5 implies 
that the imbibition continues so long as the water pressure inside the core is less than that 
outside. Note that the above formulation applies to both co- and counter-current imbibition. 

Equations 1 to 5 may be good approximations for the unsaturated flow problem, where 
viscosity of the displaced nonwetting phase is much smaller than water viscosity (i.e., air). 
We will show later that for the water-oil system, where oil and water viscosities can be of 
the same order, the oil pressure gradient may not be neglected. If we include the oil pressure 
gradient, Equation 1 with initial and boundary conditions 3 to 5 can describe the counter- 
current imbibition process [Made 19811. The corresponding diffusion coefficient, however, 
will be of the form. 

where, 

Co-current imbibition, when the oil phase pressure gradient is included, cannot be formulated 
as Equation 1. In this case, the water saturation equation is given by (see McWhorter and 
Sunada [1990]), 

where D and f functions are given by Equations 6 and 7, respectively. In Equation 8, qt = 
qo+qw is unknown, and an additional equation, Le., the pressure equation with its own initial 
and boundary conditions is required to complete the formulation. For co-current imbibition 
the saturation and pressure equations are coupled and must be solved simultaneously. For 
counter-current imbibition, the two equations are decoupled. 

A review of Figures 1 and 2 highlights the difference between the two processes. In 
counter-current imbibition, oil and water pressures ahead of the saturation front are constant 
and are neither a function of time nor position (see Figure 1). In co-current imbibition, 
however, water and oil pressures ahead of the saturation front vary with time and position 
(see Figure 2). Co-current imbibition takes advantage of a pressure gradient ahead of the 
front. This improves the process, especially because it is acting in the single phase region. 
Heuristically, there is a contribution of a convective term for co-current imbibition, which 
is in addition to the diffusive term of Equation 1. As we will see later, at a very early 
time, the magnitude of the convective term with respect to the diffusive term is small, and 
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the co-current imbibition rate is very close to counter-current imbibition. Beyond the very 
early time, the effect of the convective term increases, such that most oil recovery from an 
imbibition process with both ends open is obtained by co-current flow, making co-current 
imbibition much more efficient than counter-current imbibition. 

NUMERICAL MODEL 
It was mentioned earlier that the analytical solution of the problem is limited to an infinite- 
acting period for counter-current imbibition. Therefore, we need to use a numerical model to 
study co- and counter-current imbibition at early and late time in finite porous media. We 
used the method of Douglas, Peaceman and Rachford 119591, discussed by Peaceman [1967, 
19771, to develop 1-D and 2-D finite difference models. In this method, the continuity 
equation is coupled with the Darcy law for oil and water phases, 

The above two equations are solved simultaneously. The initial and the inlet boundary con- 
ditions for co- and counter-current imbibition are the same. The outlet boundary condition 
for the oil phase is different for the two processes. For the 1-D problem, the initial and 
boundary conditions are given by, 

p o = o ,  t = O ,  O l X L L  (11) 
p ,  = -P,(S,), t = o ,  0 62  5 L 

p , = O , t > O , x = O  

p w = o ,  t > O ,  x = o  (14) 
q , = o ,  t > O ,  x = L  (15) 

for count er-current imbibition 

and for io-current imbibition 
q o = O , t > O , x = L  

p o = o ,  t > O ,  x = L  
In the Appendix, we briefly discuss some choices in regards to the treatment of the 

nonlinear terms and the boundary conditions. 
For numerical calculations of this study, and to illustrate the differences between co- and 

counter-current imbibition, a 1-D matrix block with absolute permeability of 20 md and 
length of 20 cm is considered. Oil and water viscosities are 1 cp. The relative permeability 
and imbibition capillary pressure functions are expressed as, . 

IC,, = Ao(l - S).' , krw = AJnW (18) 
. .  . I 
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P,(S) = -BZn(S), (19) 
where, s w  - Siw 

1 - sor - si, S =  

The parqmeters A,, A,, no, n,, B are constant. Table 1 gives the values considered for the 
base case example. Sensitivity studies will be performed to study the effect of different 
parameters on the two imbibition processes. 

Next, the results of the numericaI solution of the base case exampkfor the counter-current 
imbibition is validated against the analytical solution during the infiniteacting period. 

Validation: We used the analytical solution of counter-current imbibition by McWhorter 
and Sunada [1990]. The saturation and presure profiles and the recovery curve* are shown 
in Figures 1, 3 and 4, and are compared with the numerical solution with 300 grid blocks. 
The analytical solution can be used for the infinite-acting period only. In all the figures, a 
close match is observed. For comparison, the recovery curve with 50 grid blocks is shown 
in Figure 4. The recovery at the early time is overestimated somewhat by the coarser grid, 
and the saturation plots (not shown) indicate a limited numerical dispersion. All the 1-D 
results presented in this work are performed using 300 grid blocks and the 2-D calculations 
with 50x50 grid bIocks. A small effect of numerical dispersion was observed in the 2-D 
calculations due to the coarse grids. 

1-D RESULTS 
In this section, the behavior of the counter-current and co-current imbibition are illustrated 
using the numerical model described above. 

Counter-Current and Co-Current Imbibition: Pressure and saturation profiles of 
counter-current imbibition are shown in Figures 1 and 3. Figure 1 indicates that oil and 
water phase pressure drops across the two phase region are constant before the saturation 
front reaches the far boundary; oil and water pressures are constant beyond the saturation 
front, and are independent of the length. It can be concluded that counter-current imbibi- 
tion exhibits an infinite-acting behavior, and the solution does not depend on the length of 
the formation before saturation front reaches the far boundary. This does not hold for co- 
current imbibition, as we will see soon. Note that, oil and water exhibit very sharp pressure 
gradients, at the inlet end and at the front, respectively, where their corresponding relative 
permeabilities are small. Figure 1 indicates that oil phase pressure drop is smaller than the 
water phase, but the steep oil pressure gradient at the inlet suggests that its neglect, as 
assumed by Beckner et al. I19871 and others, may not be appropriate. Figure 4 shows the 
recovery curve when the oil phase pressure gradient is neglected. 

Figure 3 reveals that before the saturation front reaches the far boundary, sharp satura- 
tion gradients are observed at the inlet and at the front. This is caused by the smdl value 

'The recovery curves are based on the total recoverable oil in place. 
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of the diffusion coefficient at high and low saturations which restricts flow unless high sat- 
uration gradients are established. The saturation profile at 40 days depicts steep gradients 
at the inlet which are due to low values of diffusion coefficient, corresponding to saturation 
values that are present at the inlet only. 

The pressure and saturation profiles for 1-D co-current imbibition are depicted in Fig- 
ures 2 and 5. Clear differences with counter-current imbibition can be noticed. Oil and 
water pressures ahead of the saturation front are not constant; they vary with time and 
position, i.e., co-current imbibition does not show an infinite-acting behavior, because oil 
pressure feels the effect of the far boundary from the beginning of imbibition, Moreover, oil 
pressure is not monotonic; it passes through a maximum in the two-phase region. Behind the 
maximum, oil flows in the opposite direction of water. Saturation profiles advance more in 
co-current imbibition compared with that in counter-current imbibition (compare Figures 3 
and 5).  The latter shows the superiority of co-current over counter-current imbibition. 

Figure 6 shows 'the recovery curve for co- and counter-current imbibition. If the residual 
oil saturation for co- and counter-current imbibition is equal, as assumed here, recovery 
curves at-very late times approach the same value. At earlier times, however, especially before 
the saturation front reaches the far boundary, there is a substantial difference between the 
two curves. For example, the half-recovery time for counter-current imbibition is more than 
five times that of co-current imbibition. As we will demonstrate later, the above difference 
is not limited to the base case example. 

We used the same relative permeability curves for co- and counter-current imbibition. 
Recent studies suggest that relative permeability curves for the two processes could be dif- 
ferent [Bourbiaux and Kalaydjian 1990, Bentsen and Manai 19911. The difference between 
the two relative permeabilities is commonly attributed to viscous coupling. Bourbiaux and 
Kalaydjian [1990] reduced the co-current relative permeabilities by 30% to use them for 
counter-current imbibition. Figure 6 depicts the recovery curve for counter-current imbibi- 
tion when relative permeabilities are reduced by 30%. Half-recovery time for counter-current 
imbibition is then 32 days, compared with 4.5 days for co-current imbibition. Figure 6 also 
shows the contribution of oil recovery from the face in contact with water (the other face is 
in contact with oil). The contribution of the back-flow production at a recovery of 80% is 
less than 5%, a large portion of the back-flow recovery is obtained at a very early time. Very 
fine grid studies with small time-steps indicate the early high back-flow is a characteristic of 
the process. 

As mentioned above, oil flow behind the maximum oil pressure is in the opposite direction 
to water 'flow. If co- and counter-current relative permeabilities are different, appropriate 
relative permeabilities should be used in different regions. We did not incorporate this 
modification.. 

The results presented above show that the oil recovery by co-current imbibition is much 
more efficient than counter-current imbibition. The scaling studies of the following section 
will show that, this conclusion is not limited to the data used for the base case example. 

Scaling Studies: Rapoport (19551 presented the scaling criteria for two-phase incompress- 
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ible flow through porous media. Using inspectional analysis of the differential equations 
of water-oil flow through porous media, he found that saturation distribution is a function 
of dimensionless time provided: 1) geometric similarity is preserved, 2) initial and bound- 
ary conditions are the same, 3) relative permeability functions arid water-oil viscosity ratio 
are the same, and 4) capillary pressure functions are related through direct proportionality. 
Rapoport’s dimensionless time is given by, 

We varied the value of absolute permeability, length, derivative of the capillary pressure 
curve with respect to water saturation, and water viscosity (at a constant viscosity ratio). 
Figure 7 shows that t.he above scaling law applies to both co- and counter-current imbibition. 
Rapoport E19551 presented the above scaling criterion for water-oil systems. In the literature, 
however, its validity has been demonstrated for counter-current imbibition, only. Figure 7 
suggests that if the above four conditions hold, the Rapoport scaling is also valid for the 
co-current imbibition, as expected. The dimensionless time ratio (defined as the time ratio 
of the two processes to achieve a specific recovery) vs. recovery for co- and counter-current 
imbibition of Figure 7 is shown in Figure 8 by the solid line. At the very early time, the recov- 
ery performance of co- and counter-current imbibition is similar, and the time ratio is equal 
to one. The time ratio increases rapidly such that, half-recovery time for counter-current 
imbibition is more than 5 times of that of co-current imbibition. After the saturation front 
reaches the far boundary, at about 50% recovery for counter-current imbibition, recovery 
rate decreases drastically (see Figure 7). For co-current imbibition, however, the saturation 
front does not reach the far boundary until about 70% recovery. Hence, the time ratio be- 
tween the two processes increases sharply in this interval. Beyond this time, the recovery 
rate for co-current imbibition drops, and the time ratio decreases. Figure 8 indicates that for 
the most.part, oil recovery for co-current imbibition is more than four times faster than the 
counter-current imbibition. Note that the data labeled as base case in Figure 8 encompasses 
all the variations shown in Figure 7. 

Sensitivity Studies: In the following, the numerical model is used to investigate the effect 
of some of the variables on the imbibition process, which are not included in the Rapoport 
scaling law [1955]. 

We varied the oil and water relative permeability exponents, viscosity ratio, and initial 
water saturation. The effect of these parameters is most obvious on the saturation and 
pressure profiles (not shown here). When the water exponent was reduced to 2, the sharp 
saturation gradient at the front was absent. Water reached the far boundary much faster than 
for the base case example. Reduction of oil exponent to 2, reduced the saturation gradient 
at the inlet. By the time saturation front reached.the far boundary, a larger recovery was 
obtained. Reduction of oil viscosity to 0.2 cp, had similar effects to the latter case, but 
to a lesser degree. When the initial water saturation was increased to Si = 0.2, a tongue 
was observed at the leading edge of the saturation front. This behavior in counter-current 
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imbibition was previously studied by Barenblatt et al. [1990]. The scaling study of the 
previous section indicates-that a pair of recovery curves, similar to those of Figure 7, can be 
presented for each of the above cases. These, of course, will be independent of the parameters 
included in Equation 21. From such recovery calculations, co- and counter-current imbibition 
are compared and the results are also shown in Figure 8. Again, a large difference between 
the two processes are observed. Among the parameters varied, the exponent of oil relative 
permeability has the largest effect (see the thin-dashed line in Figure 8). 

It is interesting to note that the time ratio at large recoveries approaches 4. All parameters 
being the same, a four-time permeability increase is required for co- and counter-current 
imbibition to behave similarly at high recoveries. The high recoveries shown in Figure 8 are 
at extremely low rates. 

Now, let us consider a 1-D core open from both ends, once immersed in water, and another 
time, one face exposed to water and the other face exposed to oil, both at the same constant 
pressure. In the former case, because both end faces are in contact with water, water has 
to move half of the distance of the latter. Hence, at a given time, the dimensionless time of 
the counter-current imbibition is four times of the co-current imbibition (See Equation 21). 
Figure 8 indicates that with the properties of the base case example, co-current imbibition 
works faster after about 20% recovery is obtained. Experimental data of Bourbiaux and 
Kalaydjian [1990] show that the co-current process takes over counter-current imbibition 
with immersed end faces after 5% recovery. Reduction of the relative permeability curves 
for the counter-current imbibition is not included in the calculations of Figure 8. 

Co- and Counter-Current Imbibition at t h e  Early Times: Figure 7 implies that the 
superiority of co-current over counter-current imbibition does not depend on the length of 
the porous medium. On the other hand, Figure 2 suggests that the oil pressure gradient 
in the single phase region depends on the length of the core. Figure 9 shows the total 
oil produced for co- and counter-current imbibition for lengths of 20, 100, and 1000 cm. 
This figure indicates that as the length of the core increases, oil production for co-current 
imbibition decreases, and approaches that of counter-current imbibition. In fact, for the time 
considered in Figure 9, most of the oil is produced due to back-flow when the core is 1000 n 
long. For a semi-infinite medium co- and counter-current imbibition recoveries become the 
same. Although Figure 9 shows a small difference between oil production of co- and counter- 
current imbibition from the 1000' cm sample, large differences between recoveries will be 
observed at later times. This shows that there were no errors in the early time calculatons. 
Moreover, the superiority of co-current vs. counter-current imbibition for specific rock and 
fluid properties, is a function of dimensionless time only, as shown in Figure 8. 

2-D RESULTS 
In the previous section, co- and counter-current imbibition were studied for a 1-D geometry, 
where oil is either produced from the inlet or has to flow the length of the core to be produced 
from the other end. In this section, we examine co- and counter-current imbibition in 2-D 

- .. 
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I 
media. The properties of the base case example are used for a square porous medium (the 
dimensions are 20 x 20 crn and very long). The left and bottom faces are in contact with 
water at ambient pressure, and the top and right faces are either closed or in contact with I 

I oil at ambient pressure. 

Counter-Current and Co-Current Imbibition: Figure 10 displays the recovery curve 
for the two processes. Similar to the 1-D case, co-current imbibition is much more efficient 
than counter-current imbibition. At t = 4 days, oil recoveries for co- and counter-current 
imbibition are 70% and 37%, respectively. Recovery due to back-flow production for the 
co-current imbibition is about 5%. Figure 11 depicts the'time ratio for the two imbibition 
processes. The calculations are performed to about 6 years. Figures 10 and 11 for 2-D 
imbibition are similar to Figures 6 and 8 for 1-D imbibition with minor differences. 

By varying the parameters in Equation 21 we can test the scaling law of Rapoport [1955] 
in a 2-D geometry. Similar results to the 1-D case are obtained (not shown here). Thus, 
Figures 10 and 11 can be used for other 2-0  systems, if the four requirements of scding, 
mentioned eariler, are met. (Time in Figures 10 and 11 should then be replaced by the 
corresponding dimensionless values.) 

In order to study further the similarities and the differences between 1-D and 2-D im- 
bibition, the saturation, pressure and velocity profiles of the 2-D imbibition are examined. 
Figures 12 and 13 show the water saturation, oil velocity, and oil and water pressure distri- 
butions for counter-current imbibition. The corresponding graphs for co-current imbibition 
are shown in Figures 14 and 15. (The arrows below the graphs on the right side of Figures 
12 and 14 show the velocity magnitude.) Similar to 1-D case, the saturation profiles have 
high gradients at the inlet and at the front. Water and oil pressures, have high gradients 
at the front, and at the inlet, respectively. Oil velocity profiles, especially for the co-current 
process indicate that oil rates are higher where there is small distance between the water 
front and the open face. As the saturation front moves from the bottom to the top, oil is 
mostly produced from the right face. In contrast with the 1-D case, the effect of the outlet 
end is felt on the saturation profiles from a very early time. 

Superposition: Experimental and mathematical studies of 1-D imbibition cannot be used 
for multi-dimensional predictions due to lack of geometric similarity, a requirement from 
the scaling law of Rapoport [1955]. Superposition of 1-D solutions to 2- and 3-D has been 
suggested to address this point, although superposition does not hold for nonlinear prob- 
lems. Dutra and Aziz '[1992] used superposition of approximate 1-D solutions to  describe 
a 2-D imbibition process. Recently, Zhang et al. I19951 proposed that, for counter-current 
imbibition, L in Equation 21 can be replaced by a characteristic length, L,. The definition 
of L, resembles superposition of 1-D solutions in Cartesian coordinates. Figures 16 and 17 
show the comparison between the recovery obtained from the superposition of 1-D soIutions 
to 2-D with the results of 2-D calculations for co- and counter-current imbibition. The 1-D 
and 2-D calculations are performed using 50 grid blocks. These figures indicate that a good 
approximation is obtained at early times, however the late-time behavior is significantly 
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overpredi'cted by the superposition solution. 

EXPERIMENTAL 
In a visual coreholder, where the matrix rock is surrounded by the fractures, we observed 
that the injection of water does not result in the counter-current production of oil, unless the 
fractures are flooded with water in a very short time. The oil was produced from the matrix 
above the water-oil contact in the fractures. With this simple experimental observation we 
then embarked on an experimental study with a two-fold purpose: 1) to verify the inlet 
boundary condition of P, = 0 (see Equations 13 and 14), and 2 )  to confirm the enhanced 
efficiency of co-current imbibition over counter-current imbibition. 

A brief description of the apparatus and the experimental results follow. 

Apparatus: Figure 18 shows the schematic of the apparatus. The central part is the epoxy- 
coated core which is laid horizontally to reduce the effect of the gravity force. The core is 
connected to two acrylic caps, and the inlet/outlet connections and the inlet fluid collection 
are mounted on the caps. The core rests on a frame which can rotate 90 degrees. 

Rock and Fluid Properties: We used a sandstone of 100 md permeability and porosity of 
18.5 %. The dimensions of the core are 61 cm (2 ft) in length and 7.6 cm (3 in) in diameter. 
The aqueous and oleic phases were solution of 1 w % NaCl in distilled water and normal 
decane, respectively. 

Test Procedure: We first removed the in-situ fluid and adsorbed material on the pore 
surface by exerting a high vacuum on the core-holder. The drying period took about one 
to two weeks. The core was then saturated with normal decane, and a period of two days 
was allowed for complete saturation. The volume of nC1o was recorded for pore volume 
measurement. Gravity-driven single phase flow of nC1o was then performed for permeability 
measurement. While the core was in vertical position with the inlet down, brine was intro- 
duced into the inlet cap to displace nClo. Before the brine solution touched the surface of 
the rock, the core was turned to a horizontal position. The excess nClo was immediately 
collected at the top of the inlet collector and recorded (density of nClo is 0.724). This was 
the start of the counter-current imbibition experiment with the outlet valve closed. Later in 
the experiment, the outlet valve was opened and the level of the outlet collector was adjusted 
so that the inlet water pressure was equal to the outlet oil pressure. 

In the experiment which is reported next, the outlet pressure was kept constant. The 
inlet pressure, however, decreased by a few inches of water, before it was adjusted again. 
The adjustment was done five times during the course of the co-current experiment. The 
change in inlet pressure seems to have negligible effect on oil recovery as indicated by the 
smooth production data. ' 

Verification of t h e  Inlet  Boundary Condition: The counter-current imbibition exper- 

93 



iment started with the appearance of oil drops on the rock surface which is similar to oil 
production behavior of -counter-current imbibition with immersion boundary condition [Zhu 
et al. 19951. Since the diameter of the oil drops are much larger than the pore diameter, 
the zero-capillary pressure assumption is valid [Barrenblatt et al. 19901. Oil production into 
the water-fdled inlet cap continued after the outlet valve was opened. It is shown in the 
following that at this stage, most of the oil was produced from the outlet, i.e., co-current 
imbibition. The production of limited oil from inlet, is in line with the modeling results and 
verifies the zero-capillary pressure boundary condition at the inlet. 

Counter-Current vs. Co-Current Imbibition: Figure 19 shows the oil production 
data; for'the first 17 days the outlet valve was closed and oil production by counter-current 
imbibition was 40 an3. A significant increase in the oil production rate is observed when 
the outlet valve was'opened at 17 days. The production data in Figure 19 correspond to 
summation of inlet and outlet production, while the contribution of inlet production is less 
than 5%. 

Figure 19 clearly demonstrates that when one face of the rock is in contact with water 
and the other face with oil at the same pressure, the dominant displacement is co-current 
imbibition. While it took 17 days for 40 cm3 oil production by counter-current imbibition, 
the same amount of oil was produced in less than 3 days, when the process was changed to 
co-current. 

The above findings have strong implications for the experimental studies of water injection 
in fractured reservoirs, in that, the scaling experiment of counter-current imbibition which is 
commonly used to evaluate water injection in fractured reservoirs may lead to very pessimistic 
results. 

CONCLUSIONS 
1. Experimental and modeling studies reveal that, when a water-wet porous media is 

partially in contact with water, oil recovery is dominated by co-current imbibition, not 
counter-current. Moreover, co-current imbibition is much more efficient than counter- 
current imbibition; the time for a specific recovery by co-current imbibition is a fraction 
of that by counter-current imbibition. 

2. The scaling criterion of Rapoport [1955] is valid for both co- and counter-current im- 
bibition. However, oil recovery calculations based on scaling studies of counter-current 
imbibition, when used for a co-current process lead to very pessimistic predictions. 

3. In modeling the imbibition process, the oil pressure gradient may not be neglected. 
Therefore, the diffusion equation may be inappropriate for the description of the co- 
current imbibition process. 

- .  
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NOMENCLATURE 
Latin Letters 

A 
B 
D 
L 
p c  
S 
Si 
s w  

swi 
s i w  

f 
h 
k 
n 
Q 
t 

Relative permeability constant 
Capillary pressure constant 
Diffusion coefficient, m 2 / s  
Length, cm 
Capillary pressure, psi 
Normalized saturation 
Normalized water saturation 
Water saturation 
h i t  ial water. saturation 
Irreducible water saturation 
Fractional Flow 
Fracture Aperture, m 
Permeability, D 
Relative permeability exponent 
Velocity, m j s  
time, s 

Greek Letters 

d 
P 

Sub 

D 
0 

or 
7- 

W 

Porosity 
Viscosity, cp 

cripts 

Dimensionless 
Oil 
Residual Oil 
Relative 
Water 
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Appendix: SimultaneoG Solution of Oil and Water Equations 

The time descretization of Equations (9) and (10) in the text is perfonned according to 
that suggested by Douglas, Peaceman, and Rachford [1959]. In this method, the 
transmissibilities are treated explicitly, and the oil and water pressures implicitly. For the 
treatment of the nonlinear term % , we incorporated the two methods proposed by 
Peaceman [ 19671 and chose the method which had a better rate of convergence. Mid- 
point weighting technique was used for the evaluation of transmissibilities. Settari and 
Aziz 119751 showed through an example that when capillarity is small, the mid-point 
technique may lead to a wrong solution. Our numerical experimentation showed that for 
small enough time-steps, mid-point technique gave better results than the commonly used 
up-stream weighting technique. We used the analytical solution of the counter-cmnt 
problem for the comparison. 

Space descretization was performed in accordance to the control volume method of 
Patankar [1980] on equally spaced point distributed grids. The application of control 
volume method enabled us to incorporate the boundary conditions directly and the use of 
reflection point technique for the no-flow boundaries was avoided [Patankar, 19803. In all 
the calculations automatic time-stepping was implemented. Although not tested, little or 
no grid orientation effect is expected in the 2-D problem, since the mobility ratio in our 
examples is small Brand et al., 1991 3. 
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Table 1. Data for the base case example 
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Figure 13. Oil and water pressure profiles for 2-D counter-current imbibition. 
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Figure 15. Oil and water pressure profiles for 2-D co-current imbibition. 
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Gravity Drainage in Layered Media: Experimental Data and Analysis 

Abbas Firoozabadi 
Tore Markeset 

Reservoir Engineedg Research Institute 

SUMMARY 

Gas-oil gravity drainage in layered media has important features that are Werent fkom 
drainage in homogeneous media. The experiments presented in this paper confirm the validity of 
features that were introduced in an earlier theoretical work. Based on the analysis of a number of 
experiments, it is concluded that unlike homogeneous media, where drainage characteristics are 
often weakly related to gas relative permeability and gas mobility, drainage in layered media can 
be sensitive to these parameters. 

INTRODUCTION 

Layered reservoirs provide a large share of oil production. Gas-oil grravity drainage in these 
reservoirs could have certain features which are not generally recognized. In a recent theoretical 
study,’ we have demonstrated that in a two-layer media with a low permeability layer on top and a 
high permeability layer below, gas could finger downward through the less permeable top layer to 
Teach the more permeable bottom layer. This type of fingering can only occur when the top layer 
is the less permeable layer. It cannot occur when the top layer is the more permeable layer. If the 
gas mobility is assumed to be infinity, gas would finger through the less permeable top layer 
instantaneously. The occurrence of downward gas fingering is related to the layers’ permeability 
ratio, the threshold capillary pressure of the less permeable layer, and the thickness of the more 
permeable layer.’ ~ownward gas fingering can occur if 
k&l>(l-h20/hl), where k2 and bo are the permeability and threshold height of the top layer, and 
kl and hl are the permeability and thickness of the bottom layer? Capillary pressure is a key 
parameter in downward gas fingering of layered media, whereas in downward viscous fingering, 
capillary pressure is neglected.’ In order to appreciate the concept, the schematic diagram shown 

Through the use of Fig. 1, we wish to show when to expect downward gas fingering in a 
two-layered media, Let us assume initially both layers are saturated with a liquid. At time, t&, 
liquid starts to drain and the gas enters from the top to replace the drained liquid. The gas can 
enter the top layer provided the liquid pressure at the top of this layer, PI, is equal to 
-(PZ + Pdh). The dotted line in Fig. 1, A 0  represents the gas phase pressure profileand the 

dashed line represents the final equilibrium pressure when gravity/capillary equilibrium is 
established. The solid thick line, BO connects the initial flowing liquid phase pressure at the top 

in F1g. 1 will be useful. 



I 
I 

to the origin at point 0. It is assumed that both the liquid and gas phase pressures are equal to 
I zero at the outlet, and therefore P& If kJlq<l, the liquid phase pressure profile should be to 

the lefi side of the line BO. Now, let us draw fiom point B, line BC parallel to line AO, and 
C O M ~  point C to the origin. The shaded area between lines BO, BC, and CO, and the region to 
the left of BCO have an important characteristic. If the initial flowing liquid pressure pro& is 
within the shaded area, downward gas fingering will not occur. However, if the initial flowing 
liquid pressure profile is to the lefi of BCO, gas will instantaneously finger through the top layer 
to reach the more permeable bottom layer provided gas mobility is infinite and the l i q d  is 
incompressible.’ This type of gas fingering can affect the production performance significantly; 
GOR may fluctuate and sweep efficiency may decrease. In addition to the above unstable flow 
behavior, another important feature of gas-oil drainage in layered reservoirs with distinct 
permeabilities is the recovery sensitivity of less permeable layers to capiliary pressure. Due to 
capillary pressure contrast between layers, the liquid drainage in the less permeable layer becomes 
very slow. This characteristic of layered reservoirs is similar to fractured reservoirs? 

The work on gravity drainage in layered system presented in Refs. 1 and 3 is based on the 
assumption of infinite gas mobility, which may be appropriate for gas-oil drainage for 
homogeneous media. It may not be an appropriate assumption for layered media. There is no 
literature data on gas-oil gravity drainage in layered media. We, therefore, carried out a number 
of experiments to confirm the concepts presented in Ref. 1. The experimental work carried out in 
this work is expected to improve over insight and can be used as a basis for further understanding 
of drainage in layered media. 

In this paper, we will first describe the experimental setup. Then the results will follow. 
Analysis of the experiments will help to examine the importance of gas mobility in layered 
systems. 

EXPERIMENTAL 

Fig. 2 shows the apparatus schematic. A 60 cm long Berea core, of 7.62 an (3”) diameter 
sits on the top of a 68.6 cm long sand layer. The transparent coreholder which houses the sand, 
has an internal diameter of 9.65 cm (3.8”) at the top, 8.89 cm (3.5”) at the middle and then 
reduces to 7.62 an (3.0”). The length of the 3.8”, 3.5”, and 3.0” diameter segments are 5.2,2.5, 
and 60.4 cm, respectively. Details are shown on-the right hand side of Fig. 2. The Berea is 
covered with a layer of polyester casting resin (1/4” thick). The entire coreholder setup is 
transparent. But the gas-oil front can be distinguished only in the sand layer. The piston-like 
setup shown in Fig. 2 allows capillary continuity between the Berea sandstone and the sand grains 
at all times. 

Permeability of the Berea sandstone, and the sandlayer are 950 md, and 46 darcy, 
respectively. The porosity of the Berea is 21.0%. The porosity of the sand is around 3 8 4 ,  and 
changes slightly from one test to the next, due to compaction. For each test, the pore volume 
(PV) of the sandlayer is measured to account for PV change. The PV of the Berea is 574 an3 and 
its capillary threshold height for air/nClo system is 36 cm. The threshold height of the sand is 13 

At the end of each test, by weighing both the Berea and sandpack core holders, liquid 
saturations are established. In all the tests, the two-layer porous media was saturated with liquid 
normal decane. Atmospheric air from the top provided the gas phase to drain the liquid. 

cm. 
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I 
In the following, prior to discussing test results in the two-layer system, the measured 

capillary pressure and liquid relative permeabiltiy of the Bern and the sand will be presented, 

Pc and kH Data - The capillary pressure of the sand and the Berea were measured using the 
technique described in Ref. 4. Capillary pressures are given by: 

P, =P," - o h  [So - S,) / l-S-) 1 (1) 

For the Berea, P,"=0.37 psi, (r =0.145 psi, and SA.26. The parameters for the sand capillary 
pressure are: P,"=0.128 psi, cr4.067, and S a . 0 8 5 .  The capiUary pressure m e s  were 
measured for normal decane/air fluid system at a mom temperature of 76°F. Figure 3 shows a 
plot of the data. We also performed drainage experiments for single columns of the sand and the 
Berea to estimate the liquid phase relative permeability curve. The procedure for liquid phase 
relative permeability calculations from drainage data are also presented in Ref. 4. The liquid 
relative permeability of both Berea and sand are well represented by lc,&.3, where S; is the 
normalized liquid saturation defined by S;=(S,-S,)/ (1-S-). For a homogeneous medium, the 
drainage is not sensitive to gas phase mobility and the liquid phase relative permeability describes 
the process. 

RESULTS 

In the tests to be described in the following, the position of the production outlet valve was 
varied along the vertical direction to change the length of the system. All the tests, except tests 
15 and 16, were conducted under the condition of free flow of liquid. In tests 15 and 16, the rate 
of liquid production was controlled at a specified value. 

Tests 2,3, 15, and 16 - In all these four tests, the production outlet was fixed 1 an above the 
bottom face of the sand layer (Le., 67.1 cm below the Beredsand interface). In duplicate tests 2 
and 3, gravity drainage was allowed to occur by opening the outlet valve fully and the top of the 
sand layer (ie. the interface between the two layers) was watched carefully. After about 12 
minutes, gas appeared at the interface for both tests 2 and 3. From then on, the gas-liquid h n t  in 
the sand layer moved downward; which implies production &om both layers form t=12 min. Fig. 
4 shows the cumulative production and rate data for tests 2 and 3. Prior to the arrival of the gas 
finger to the interface, the production rate is constant -- around 192 cm3/hr, then increases 
gradually to 220 cm3/hr at t=50 min. A sharp rate increase to 280 cm3/hr at t<80 min then 
follows. Fig. 5 shows the position of the gas-liquid front in the sandlayer for test 3 (solid curve). 
The same figure also shows the gas-liquid h n t  when only the sandlayer is drained (dashed 
curve). The dashed curve is the drainage of the sand when theE is no Berea layer on top. Note 
that if the gas mobility was infinite the drainage from the sandlayer would have been much higher 
when gas had arrived at the interface for test 3. At the termination of this test, we removed the 
Berea layer on top, and the sand was allowed to produce to equilibrium. A total of 136 cm3 of 
liquid was produced in about 280 minutes, where still production rate was 2.5 cm3/hr. The 
production of this large quantity of liquid from the sandlayer implies that the assumption of 
infinite gas mobility, while is appropriate for drainage in homogeneous media, may not be 
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appropriate for drainage in layered media. This important point will be discussed when we 
analyze the tests. 

Fig. 4 reveals that although the conditions of duplicate tests 2 and 3 were the same, the 
cumulative production data are not reproduced, due to unstable behavior. 

Tests 15 and 16 (duplicate tests) are different fiom tests 2 and 3, with respect to the outlet 
boundary conditions. In tests 2 and 3, as mentioned above, Pc=O at the outlet. In tests 15 and 16, 
the production rate was fixed at a value of 60 cm3b by the manual adjustment of a needle valve. 
At this rate, gas should not finger through the top less pezmeable layer as we wiU see later. Fig. 6 
graphs the production and rate data for these two duplicate tests. After 700 minutes, the 
production rate drops to less than 60 cm3/hr and the outlet valve is opened fully. The production 
and rate data for these two tests reveal very similar behavior; the difference is a reflection of the 
manual rate adjustment. In both tests, the gas front reached the interface at around 220 minutes, 
where total production was abut 220 cm3. Fig. 7 shows the gas-liquid front position at various 
times. Note that in tests 2 and 3, due to unstable flow conditions, gas appears at the interface 
after production of only 30 cm3. 

Table 1 gives the final liquid saturation of the Berea and sand layers at the end of the tests. 
This table provides other data such as test duration, and gas arrival time at the interface. The 
saturation data of Table 1 reveal that the bulk of the production for tests 2 and 3 is a result of 
simultaneous production from the Berea and sand layers. 

Test 5 and 6 - In these duplicate runs, the production outlet was fixed 33.6 cm below the 
interface. According to the criterion established in Ref. 1, the gravity drainage should be stable 
for the condition of duplicate tests 5 and 6. The drainage data are nearly the same (see Fig. 8) 
and there is no early gas anival to the interface. Table 1 gives the saturation of the two layers at 
test termination for these two tests. Capillary pressure contrast between the two layers slows 
down the establishment of gravity/capiUary equilibrium, similar to tests 2,3,15, and 16. 

Test 7 and 9 - In these two tests, the outlet valve was held at 44.6 cm below the interface. 
According to the criterion of Ref. 1, the gas oil gravity drainage should be unstable. For both 
tests, the gas front reached the interface at tc105 min implying that a quick gas kgering did not 
occur. However, production data (see Fig. 9) imply an unstable gravity drainage process. From 
Table 1, it is seen that at the end of these two tests, the liquid saturations of the Berea layer is 
close to the previous tests. The gas-liquid fiont position is shown in Fig. 10. At the end of tests 7 
and 9, after removal of the top Berea layer, the sand layer was allowed to drain; 13.8 and 53.0 
cm3 of liquid were produced. It took 80, and 50 minutes to produce these volumes where 
production rates were still 0.4 and 0.1 cm3/hr, respectively, at the end 

Tests lO,11, and 12 - In these three tests, the production level was fixed at 78.1 cm below the 
interface. Fig. 11 shows the production and rate data. For all three tests, the rate is about 230 
cm3/hr in the first ten minutes (decreases very slowly) axxi the gas arrives at the interface at about 
t=IO min.  he production rate increases gradua~~y to about 300 cm3/hr at t=40 min. mere is a 
sharp rate increase at this time. Around t=50 min, the production rate reaches 350 cm3/hr for test 
12. Similar to other unstable tests, there is a difference in production data which is believed to be 
due to unstable flow conditions. Note that the liquid saturations of the Berea layer is about the 
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same as all other tests. Fig. 12 shows that the gas-oil fkont position in the sand layer moves 
slowly due to finite gas mobility. 

Test 13 - In this test, the production level outlet was fixed at 98.1 cm below the interface. Since 
h1°=13 cm, the gas could flow out of the sand bottom face. The initial production rate was 
around 260 cm3/hr, but began to increase from tc3 min. At time t=60 rnin, the production rate 
reached maximum value of 535 cm3/hr, and then a decreasing trend began (see Fig. 13). The run 
was terminated when gas breakthrough occurred at the sand outlet. Gas appeared at the interfhce 
in about 10 minutes which signifies gas fingering through the top &rea layer. It is IikeIy that gas 
arrival at the interface was earlier since we could only see the appearance of gas at the intefiace 
from the circumference. 

ANALYSIS 

Fine grid simulations wer performed to analyze the above experiments by using measured 
capillary pressure, liquid phase relative permeability, absolute permeability of both layers, and 
fluid density and viscosity data, Eclipse simulato? was used in this work and the drainage 
performace are compared with the simulation results. Let us consider the drainage performance 
of tests 2 and 3 shown in Fig. 4. A very large gas phase mobility by assuming Viscosity of gas to 
be very close to zero, ie., ~=O.OOOl  cp and k = ( l - S ~ ) ~  will result in instantaneous gas fingering 
h m  the Berea layer to the sandlayer and signikant overprediction of production. However, 
with proper value of gas viscosity (air at atmospheric pressure and at mom temperature, 
e.01 cp), and different gas phase relative penneabilities, we can study the drainage 
performance of the layered system. As a first attempt, let us assume l~,,p(l-S;)~. Fig. 4 depicts 
the simulation results (designated by simulation b) and the data for tests 2 and 3. From the 
simulation results, it is revealed that the gas reaches the interface at t=20 min, compared to the 
observed value of t=10 min. The simulation gives a peak drainage rate of 350 cm3/hr which is 
higher than the experimental value of 275 cm3/hr (see Fig. 4). With few trials, a gas phase relative 
permeability was found to give the same arrival time of the gas phase to the interface, and the 
same peak production rate as the experimental values. Simulation results for the modified gas 
phase relative permeabiltiy is labeled as “simulation in Fig. 4. One may further readjust the 
gas phase relative permeability to obtain a better match between the measured drainage rate and 
the simulation results. Fig. 14 shows the two gas relative permeability curves. 

We have also plotted the simulation results for the liquid production of the top Berea layer 
of the two-layer system, and the top 60 cm portion of a homogeneous Berea column of 
length=127.1 cm and diameter=7,62 cm (see Fig. 15). The plot clearly shows that due to capillary 
contrast between the two layers in the two-layer system, the drainage performance of the Berea 
layer when located on top of a more permeable layer is less efficient than a homogeneous system. 
For the Berea top layer in the layered system, after 11 lf2 days, the recovery is 60.3 percent, 
whereas in the homogenous system, the corresponding portion produces 70 percent. At 
capillary/gravity equilibrium, the recovery of the two will, of course, be the same. 

Gravity/capillary equilibrium in a layered system may take a very long time and may be beyond 
the economic life of a reservoir at reservoir conditions. The capillary pressure curves provide a 



liquid saturation of about 30 percent for the Berea layer whereas all the measured values of the 
liquid saturation of the Berea layer in Table 1 are mure than 45 percent. 

The criterion for stable downward displacement for the capillary and gravity forces when gas 
phase mobility is assumed to be infinity is k&+(l-h2'hl) (see Ref. 1). The parameter bo of the 
Berea layer is 36 cm, and h~67.1  cm for tests 2 and 3; which gives kz/k+O.46 for stable drainage 
in two-layer system. The permeability ratio kz/kl of the Berea-sand layers is 0.022, and therefore 
gas fingering should occur. 

The analysis of the other experiments are given in the following. 

Tests 15 and 16 - As was mentioned in the Results section, the outlet valve for tests 15 and 16, 
similar to tests 2 and 3, was held at 67.1 cm below the interface. The production rate was, 
however, kept at a constant rate of 1 cm3/min, until the rate of drainage decreased below this 
value. The criterion for stable gravity drainage in a two-layer system with infinite gas mobility, is 
that production rate should be kept less than kzAAp/~ where A is the crossectional area, Ap is 
the density difference between gas and liquid phases, and is the oil phase density (Ref. 1). 
Since k2AAp/w2.0 cm3/min, and the production is kept at 1 cm3/min, the gas-oil gravity 
drainage should be stable. The gas front in tests 15 and 16 arrived at the intedtice at t=220 e, 
at this time, the liquid saturation of the Berea layer was 62 percent. The experiments are in line 
with theory showing stable gravity drainage. Simulation results are also in line with experiments 
(results not shown). 

Tests 5 and 6 - To further examine the validity of the theoretical criterion, the production outlet 
valve in these two tests was fixed 33.6 cm below the interface; h2"=36 cm, and h1=33.6 cm, and 
therefore (1-hz0/hl)=-0.07, which satisfies the stability criterion of Ref. 1. 

Fig. 8 shows the simulation results and the data. In the simulation, the adjusted gas phase 
relative pemeability of Fig. 14 was used. The agreement between the simulation results and data 
is fair. In the duplicate tests 5 and 6, there was no production from the sand layer (hc=36 an). 

Tests 7 and 9 - In these two tests, the production outlet valve was fixed at 44.6 cm below the 
interface. According to the criterion of Ref. 1, the gas-oil gravity drainage should be unstable. 
For both tests, the gas h n t  arrived at the interface at t=105 min, implying that a quick gas 
fingering did not occm. Fig. 9 depicts the measured data and simulation results; the agreement 
between the two is good. Erom the simulation, the gas front reaches the interf&ce at t=70 min, 
which is less than the measured value of t=105 min. The gas phase relative permeability from 
kg=(l-S:)3 gives the arrival of the gas h n t  at the interface at t=130 min and overestimates the 
production in the 180 to 500 min period significantly (results not shown). Note that lack of 
reproducibility of production data for tests 7 and 9 may imply unstable behavior. 

Tests 10.11, and 12 - In these three tests, hl=78.1 cm (the production outlet valve was kept 78.1 
cm below the interface), and therefore, the gravity drainage is unstable according to criterion of 
Ref. 1. The arrival of the gas phase at the interface is at around 10 minutes, indicating unstable 
behavior. 

The data and the simulation results are shown in Fig. 11. The anival of the gas phase to the 
interface from the simulation is at t=10 min, which is the same as in the experiments. Except in 
the 30-70 min period, the simulation results and the data are in good agreement. We also 
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performed simulation with b=(l-S;)3. The arrival time of gas at the interface was at t=35 min 
and a maximum drainage rate of 450 cm3/min at t=85 min were obtained for this gas phase 
relative permeability. These results are substantially different from the data. 

- Test 13 - In this test, the production outlet was fixed at 98.1 cm below the interface. As 
expected, this test should be an unstable drainage. Fig. 13 shows the data and simulation results. 
 he simulation results fiom &(i-sJ3 give a longer time for the gas arrival at the interface ami a 
higher peak production rate than the experimental data. The simulation results &om the adjusted 
relative permeabiltiy are in good agreement with data. 

DISCUSSION AND CONCLUSIONS 

Gravity drainage performance in homogeneous media for gas-oil systems is not generally 
sensitive to gas phase mobility. However, for layered-media, gas phase mobility may strongly 
inauence the drainage performance. An infinite gas mobility could lead to substantial 
overprediction of rate of drainage. The analysis of various experiments described in this work 
reveals that the shape of the gas relative permeabiltiy governs the arrival of the gas phase at the 
interface between the layers when the drainage is unstable. 

Numerical simulation of layered reservoirs is often carried out by either ignoring capillary 
pressure or assinging an average capillary pressure to various layers. Since there is no average for 
capillary pressure of layered media, assigning proper capillary pressure curves to various layers 
becomes important when gas-oil gravity drainage is studied, The sensitivity of simulation results 
to the capillary pressure curves of various layers is expected to depend on the thickness of layers. 

The main conclusions from this work are: 

1. It has been established experimentally that gas-oil gravity drainage in Iayered media can be 
unstable. 

2. Gas-oil gravity drainage in layered media, unlike homogeneous media, can be strongly 
dependent on gas phase mobility. 

3. Gas phase mobility affects both the nature of unstable behavior as well as the rate of 
drainage. 

NOMENCLATURE 

A - cf~~sectional area 
h - column thiclmess, hl + hz 
h" - threshold height 
k~ - liquid phase relative permeability 

- gas phase relative permeability 
P, - capillary pressure 

S1- liquid saturation 
P," - threshold capillary 

116 



SI* - normalized liquid saturation, Sj*=(S-S,)/( 1-S,) 
S, - residual liquid saturation 
6- parameter of capillary pressure model 
p- &nsity 
Ap- density difference between gas and oil phase 
p - viscosity 

subscripts 

g- gas P h M  

1 - bottom sand layer 
2- top Berea layer pressure 

1 - liquid phase 
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Table 1 - Summary of Test Results 

I 305 I 39.4 1 30.9 1 312 I 100 I 100 I 59.8 I 64.9 I 28.7 126.4 I 182 I 22.8 
Gasarrivalatinterface, 1 12 I 12 I 220 I 220 I - I - I 105 I 105 I 9 I 10 I 10 I <lo 
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Fig. 1 - Stable and unstable regions of gravity drainage in layered media. 
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Fig. 2 - Schematic of layered-media apparatus. 
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Fig. 4 - Measured and simulated production and rate for tests 2 and 3. 
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Fig. 7 - Gas-liquid front from interface for test 15. 
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Fig. 8 - Measured and simulated production and rate for tests 5 and 6. 
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Fig, 13 - Measured and simulated production and rate for test 13. 
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Fig. 14 - Gas relative permeabilities. 
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CHAPTER V 

Dual-Porosity Simulation Incorporating Reinfiltration 
and Capillary Continuity Concepts 

Part I: Single Gridcell 

J.C.T. Tan 
Abbas Firoozabadi 

Reservoir Engineering Research Institute 

SUMMARY 

We have developed a method to account for reinfiltration and capillary continuity effects in 
the simulation of fractured reservoirs. The proposed method requires fine grid simulation of a 
three-block stack (two-block stack if it is assumed that there is no capillary continuity). The 
information is then used to construct the drainage curves of different gridcells that may contain a 
large number of matrix blocks. Variation of capillary pressure, block height, and permeability of 
various matrix blocks within a gridcell are accounted for without the need for h e  grid simulation. 

INTRODUCTION 

It is generally recognized that in fractured porous media, the reinfiltration of drained oil &om 
some matrix blocks to the neighboring blocks in the gas-oil two-phase region could have an 
important effect on the drainage perf~rmance~-~. It has also been demonstrated that capillary 
continuity @e., oil phase pressure continuity) between matrix blocks (with fractures between 
them) has a significant effect on oil recovery performance and GOR behaviorsy6. Reinfitration is 
due to the capillary and gravity forces’, and capillary continuity is related to the fracture capillary 
pressure6. The understanding of both processes has set the stage for their incorporation in dual- 
porosity fractured models. Two recent papers discuss the modification of dual-porosity/dual 
permeability models to account for reinfiltration and capillary continuity. We will first review 
these two papers. Fung8 included reinfiltration in a computational gridcell of a dual-porosity 
reservoir simulation that contains a stack of matrix blocks. He first refined the grid into the level 
of individual matrix blocks, then adopted a dual-porosity approach to calculate the drainage 
performance of the entire stack (computational gridcell). In this model, the reidltration effect is 
taken into account by allowing the communication between each ftacture and the matrix block 
below. The amount of reinfiltration is characterized by a fractional reinfiltration parameter, p. 
Once the drainage rate versus the average stack saturation is obtained, the idormation is then 
used to construct a pseudo-capillary pressure curve for the full scale reservoir simulation. Fung 
showed a reasonable agreement between his model and the fine grid simulation results. The 
deficiencies in such a model are: 1) the assumption that the drainage rate of every matrix block in 
the stack is a simple function of the average matrix block saturation (this assumption may not be 
valid as we will observe later in this paper), 2) when p < 1, one has to perform fine grid simulation 
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to obtain this parameter, 3) the model may not be valid for a stack of blocks with non-uniform 
matrix block properties, 4) the model does not "dynamically" take into account the change of 
drainage rate with capillary pressure change; one has to obtain the pseudo-capillary pressure 
curves at various pressures (inter€kial tension effect) for every gridcell by using fine grid 
simulation, and 5 )  dual-permeability concept is used to account for capillary continuity which may 
not be a proper approach. 

 or, et a ~ 9  applied a merent approach. TO account for the effect of reatration, they 
introduced additional connections between matrix and hcture nodes. Connection-dependent 
relative permeabilities were used to prohibit flow in the fractures when fracture oil saturation is 
below a certain threshold. Similar to Fung, Por, et aL used the dual-permeability approach to 
account for capillary continuity. Deficiencies associated with this model are: 1) the 
reintilaation is taken into account only between the computational gridcells but not within the 
grid block, unless each computational grid represents a single mattiX block, 2) it is not clear 
how matrk-fhcture relative permeabilities were obtained, probably through fine grid 
simulation, and 3) reinfiltration is assumed to be entirely driven by the gravity potential, which 
neglects the capillary pressure driving force. 

Based on the above brief review, it is clear that the state-of-the-art fractured simulation 
models need further improvement to account for reinfidtration and capillary continuity processes. 

The objective of this work is to provide a simple method to model the reinfiltration and 
capillary continuity processes in the simulation of gas-oil drainage in hctured porous media. In 
part I of the study, the reinfiltration and capillary continuity effects are modelled in a singk 
computational gridcell; a computational cell is usually comprised of a large number of matfix 
blocks. In Part 11, capillary and reinfiltration interactions between gridcells in a dual-porosity 
model are presented. 

In the following, we will first present modeling of reinfiltration, and then capillary continuity 
representation in a computational gridcell will be discussed 

REINFILTRATION IN A COMPUTATIONAL GRIDCELL 

Through the examination of saturation behavior of various matrix blocks in a stacked-block 
system, we have found that there is a correlation between the drainage rate and the individual 
matrix average saturation. For the purpose of illustration, the analytical model of Fiioozabadi and 
1shim0to3 will be used to investigate the variation of drainage rate versus average saturation of 
individual matrix blocks in a stack. In this example, all matrix blocks are assumed to be 60 cm in 
height, have a permeability of 0.7 darcy, porosity of 2296, and cross-sectional area of 225 cm2. 
Fracture permeability is assumed to be 100 &cy. The &nsity difference between the oil and gas 
phases is assumed 0.724 gIcm3, and the oil viscosity is assigned a value of 0.866 cp. The 
analytical model of Ref. 3 is based on, 1) infinite gas mobility, 2) incompressible gas and oil 
phases, and 3) zero fracture capillary pressure. The oil relative permeability and the gas-oil 
capillary pressure are expressed by km=G(l-S ), and Pc=-Pcoln(l-Sg), respectively. In this 

Both the fme grid simulation and the concepts advanced in Ref. 3 reveal that oil drained from 
the upper matrix blocks will completely reidiltrate into the lower blocks, provided the stack is 
surrounded by gas. The rate of drainage of each matrix block in a stack of N identical blocks (the 

illustration, we assign %=1, and pc0=0.15 psi. T i  e symbols are defmed m the Nomenclature. 
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case of non-identical blocks will be consided later) is given by, - 

In the above equation, Sa is the average gas saturation and qi i s  the drainage rate of block 
i Both Sgi and ~i are function of time, t, and maybe different for Werent blocks. 

The solution techniques of Ref. 3 were used to calculate Sgi analytically. Then Eq. 1 was 
employed to calculate q. The normalized drainage rate, qJ$Ah, versus S@ is plotted in Fig. 1 
for N=lO. Note that $Ah is the pore volume (PV) of each matrix block. The figure reveals 
that each matrix block in a stack has a drainage behavior that is different from the others. The 
diEerence is particularly large between the first block and the rest. However, we observe that 
drainage behavior for blocks i 8 2 is generally similar. Therefore, we may approximate the 
drainage rate for all the matrix blocks in a stack by using only two drainage curves 1) the 
drainage curve for the first block where reinfiltration is absent, and 2) the drainage curve for 
the rest of the blocks (represented by the drajnage curve of the second block) where 
reinfiltration can take place. Such an approach requires that the drainage rate versus average 
saturation behavior for blocks 2 to N be the same. It will be demonstrated next that by using 
the two drainage curves one can accurately obtain the drainage performance of the entire stack 
of N matrix blocks. 

The relationship between the drainage rate and the block average gas saturation for the 
two cases (without and with reinfiltration of oil) are defied by Fl(Sgi) and Fz(Sgi) . We use 
F1 to calculate the drainage rate of the first block and F2 for the rest of the block, then Eq. 1 
becomes, 

dXg2 -1 - dggl 
dt +4h g2 & -=-F2(S )+- 

where Fi = F2 for i 8 2. By integrating Eq. 2 the average saturation versus &e for all the 
matrix blocks and thus the drainage rate of the entire stack can be computed. 

Fig. 2 shows the cumulative production (normaked by the total PV) calculated from the 
analytical solution of Ref. 3 and our proposed model using the first and second drainage curves 
of Fig. 1. For all three cases - N=3,5, and 10 (Figs. 2a, 2b, and 2c), the agreement between 
the analytical solution and our proposed model is excellent. The results for average gas 
saturation versus the time for individual blocks of the 10 block-stack are depicted in Fig;. 3. 
The saturation of the individual matrix blocks is also xeasonably predicted by the model. 
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Proposed Model 

Based on the above numerical experunent, we propose the following procedure to model 
reinfiltration for a stack of matrix blocks: 

a) From fine grid simulation of a stack of two blocks, drainage rate versus Sg relationship- 
Fl, and F2 curves are established. These two curves, F1, and F2 represent zero reinfiltration 
and reinfiitration, respectively. 

b) Eq. 2 is integrated to calculate S@ versus time, using the F1 curve for the top and the F2 
curve far the blocks below. 

c) From the total material balance, the drainage rate versus Sg for the stack of N matrix blocks 
is obtained. The information in this step provides the drainage behavior of a gridcell in a dual- 
porosity simulation model. 

Numerical Examples 

A number of examples are considered in comparing fine grid simulation results with the 
proposed modeL Unless stated otherwise, a stack of ten matrix blocks comprises a single 
numerical gridcell. Fluid properties, matrix porosity and permeabw, and areal dimensions are 
the same as those used in our illustrative example. The oil relative permeability and the gas-oil 
capillary pressure for the matrix are, 

with SO,=O.26. Gas is assumed to have an infhite mobility. For the fracture, we assume 
k,fchanges linearly with Sofi and the k t u r e  capillary pressure is zero. In Eq. 4,f$ is the 
threshold capillary pressure of the matrix. All numerical simulations were conducted using the 
Eclipselo reservoir simulator. We used ten grids for each matrix block for h=60 cm and 
twenty grids for h : 180 cm. These grid numbers per matrix block are adequate to correctly 
describe the saturation profile and drainage rate. 

Case 1: Identical Blocks (h=60 cm3-For this case, h=60 cm, P34.4 psi, and %=0.17 psi. 
A matrix threshold capillary pressure of 0.4 psi is equivalent to a 38.8 cm gravity head 
(Apd.724 gkm3). The average equilibrium gas saturation Sge (average block gas saturation 
at t ; T) is 0.1 14 for all the matrix blocks. 

Fig. 4 shows the normalized drainage rate (d+Ah) versus S@ for the first four blocks. It 
is interesting to note that except for the first block, all other blocks have a very similar drainage 
behavior. We used the drainage curves for the first and second blocks in Fig. 4 (which are 
similar in this case), and applied Eq. 2 to calculate the gas saturation for each block. 
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Comparison of Sg fiom the model prediction and the numerical simulation is shown in Fig. 5; 
results indicate that there is an excellent agreement between the two. In Fig. 5b, the saturation 
history under the condition of zero reinfiltration is also plotted; the difference is significant. 

Case 2: Identical Blocks (h=180 cml-The Werence between Case 2 and Case 1 iS the 
increase in block height fiom 60 to 180 cm. The average equilibrium gas saturation for the 
180-cm-b1ocks is equal to 0.513. 

Fig. 6 shows the computed drainage rate for the individual matrix blocks using fine grid 
simulation, which reveals that unlike Case 1, the drainage curve for the first matrix block is 
very different from the rest. It also demonstrates the importance of using the second drainage 
curve for our model In Fig. 7, we compare the results h m  model predictions with fine grid 
numerical simulation; a good agreement is evident. Notice that for Case 2 (see Fig. 7b), the 
effect of neglecting oil reinfiltration is more pronounced than that of Case 1 (see Fig. Sb), 
indicating the influence of matrix block height, 

Block-Stack with Non-Uniform Matrix Properties 

When matrix blocks in a stack have different properties (ie., different permeabilities, 
heights, etc.), the assumption of complete reinfitration may no longer be valid, and the more 
general form of Eq. 1 becomes, 

In the above equation, Ri is the oil reinfiltration 
drainage rate linearly to the permeability k, so that 

rate to matrix block (i+l). We scale the 

where 4: is the drainage rate of matrix block i in a homogeneous stack wirh a permeability A*; 
therefore q; is the same as Fi. Combining Eqs. 5 and 6, 
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The next step is to determine the reinfilmtion rate, Ri in FQ. 7. A conservative approach to 
inch& reinfiltration in our model would be to assume that the rate of reinfiltration to any 
matrix block is always equal to the initial (Le., maximum) drainage rate for that particular 
block3. Let us define, 

In Eq. 9, q:++l is the initial (maximum) rate of drainage of block (i+l). Eqs. 7 through 9 
The following two examples for non-uniform matrix blocks complete the formulation. 

&monstrate the validity of the above expressions. 

Case 3: Non-Uniform Blocks (Permeability and Block Height Vaiationl-The six-block 
stack shown in Fig. 8 has different permeabilities and heights. Other properties are similar to 
Case 2. Matrix capillary pressure is the same for all the blocks. The drainage curves from the 
fine grid simulation of homogeneous stacked blocks for Case 1 (second curve) and Case 2 (first 
and second curves) are used, and then Equations 7 to 9 are applied to solve the saturation 
history. Results shown in Fig. 9 indicate that our model not only matches the drainage 
performance of the whole stack, but the saturation history of the individual blocks as well. 

Scaling 

So far it has been assumed that gas-oil capillary pressure does not vary with pressure and 
that all the matrix blocks have the same capillary pressure. Matrix capillary pressure is 
generally a function of both permeability and the reservoir pressure. We thus wish to find a 
proper scale for the drainage rate so that the number of the fine grid simdations required for 
our model can be reduced. Coatsl3 proposed that for the drainage of a single matrix block, 
since the initial drainage rate is proportional to (Apg-P&/h) and the average gas saturation of 
the block approaches Sge at an infinite time, one may scale the drainage rate and the matrix 
block saturation with (Apg-P&/h)and Sge to obtain a similar form of solution for the block 
saturation history. To vefify Coats' proposal, fine grid simulations were pezformed to obtain 
the drainage of, 1) a single block, and 2) four stacked-block systems. Block heights and 
coefficients of capillary pressm expression in Eq. 4 were varied. Let us &fine, - 

S i = _  % 
%e 
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Superscript 'I*'' refm to the data of the reference matrix block. Fig. 10 depicts S; versus t+ of 
a single matrix block where its height and capillary pressure are varied. The reference matrix 
properties are those of the matrix block of Case 2. The figure reveals that except for the two 
cases that have relatively large values of PEJApgh, other results are fairly close to each other. 
These two cases can be identified as the cases that have low equilibrium average gas 
saturation. The equ3.i.m gas saturation values for all the cases are listed in Table 1. 
Considering such a wide variation in Sge, the scaling expressions given by Eqs. 10 and 11 
provide a satisfactory approximation for the drainage performance of a matrix block system. 
We next examined the drainage performance of a stack of four blocks. The rekrence state is 
also the single block of Case 2. Since there is no fracture capillary pressure, the equilibrium 
average gas saturation for the stack is the same as that of the individual blocks (see Table 1). 
In Fig. 11, a similar behavior to Fig. 11 is observe S i  versus t+ of the total stack 
approximately falls on one curve provided P$/Apgh is small. We therefore postulate that, 
under the condition that there is no fracture capillary pressure, if the matrix blocks are tall or 
the threshold pressure is small, we can obtain a single relationship between S; and t+ to 
approximate the drainage rate when matrix capillary pressure (due to reservoir pressure) and 
block heights vary. This approach significantly reduces the number of fine grid simulations 
required for each computational gridcell in dual-porosity models. 

The next example illustrates how we can use the above scaling to calculate the drainage 
performance of a stack of blocks of non-uniform properties. 

Case 4: Non-Uniform Blocks (Permeabilits, Block Height and CaDillarv Pressure 
-The schematic of Case 4 is shown in Fig 8. For this complicated example, matrix 
blocks have Merent heights and penneabilities. The matrix capillary pressure is assumed to be 
inversely proportional to the square root of its permeability, and fracture cap- pressure is 
assumed zero. The following expression is employed to approximate the drainage rate of each 
block, 

Eq. 12 is substituted into Eq. 5 to perform saturation calculations. Here, we choose the 
properties of the matrix block of Case 2 as reference; q;(S,+,)=Fl, and q;(S$)=F2, 
i82, where F1 and F2 are the drainage functions fbr 0.7 darcy matrix blocks of the first and 
second blocks of Case 2, respectively. Fig. 12 shows the results from our model and the fine 
grid simulation. The overall agreement between the model and the simulation results is 
excellent. 

In the next section, the incorporation of both capillary continuity and reinfiltration in a 
computational gridcell will be discussed. 
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CAPILLARY CONTINUITY IN A COMPUTATIONAL GRIDCELL 

In the study of the drainage behavior of a stack of matrix blocks with zero hcture 
capiUary pressure, we found that the drainage rate of the individual matrix blocks is influenced 
by reinfiltration, and the drainage rate could be approximated as a function of the matrix block 
average gas saturation. Only two drainage curves (drainage rate versus the average block gas 
saturation) are adequate to obtain the drainage performance of the entire stack. These curves 
are: 1) the drainage curve for the top block where reinhltraton does not take place, and 2) the 
drainage curve for the rest of blocks where oil drained from one block could remtrate to the 
blocks below. The analysis becomes more complicated when capillary continuity exists 
between matrix blocks. Due to capillary continuity, the equilibrium average gas saturation, 
Sge, is different for different matrix blocks. With the additional complexity of capillary 
continuity, we desire to find a general drainage behavior for all the blocks so that there is no 
need to obtain drainage curves of all the individual blocks. In the following, we will discuss 
how capillary continuity could be accounted for in a computational gridcell. 

Fine grid simulations were conducted to examine the effects of reinfiltration and capillary 
continuity on drainage performance of a stack of ten matrix blocks. The fluid and matrix block 
properties are the same as those used in the preceding section. The matrix relative permeability 
and the gas-oil capillary pressure are given in Eqs. 3 and 4, with P&=0.4 psi and 0md.17 psi. 
For the frzlcture, 

with So@. In this study, we assumed ~pO.0088 psi and ofo.0023 psi. Dindoruk and 
Firoozabadil have found that the expression for the fracture capillary pressure is an important 
parameter for gas-oil flow in h t u r e d  porous media. Fracture capillary pressure increases 
with the decrease of the hcture aperture; as a result, the rate of drainage across the stack 

They used the above capillary pressure and relative permeability expressions to 
successfully simulate the experimental data for the gas-oil gravity drainage across a stack of 
three bIockd1. We adopted the same equations for the relative permeability and capillary 
pressure. 

The drainage rate versus the average block gas saturation of the individual matrix blocks 
was examined first. Figs. 13 and 14 show results for block heights of h=60 and 180 cm, 
respectively. Notice that although some blocks have a merent equilibrium g a s  saturation (see 
Table l), due to capillary continuity effect, we observe that there are three distinct drainage 
characteristic curves for each case. Those are: 1) the first curve belongs to the drainage of the 
top block where the matrix block is not subject to rei&Itration, but it is in capiUary contact 
with the second block, 2) the second series of curves represent the drainage performance of 
blocks 2 to N-1 where both reinfiztration and capdhry continuity processes take place, and 3) 
the third curve belongs to the drainage of the bottom matrix block where reinfiltration exists, 
but fracture capillary pressure is zero at the bottom €&e. The drainage characteristic of the 
middle blocks, 2 to N-1, can be approximated by a single c w e .  The first and middle drainage 
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curves exhibit a long tail at high Sg, suggesting that due to fiacture capillary pressure, the 
upper matrix blocks will drain continuously until the average gas saturation of the three blocks 
reaches Sgei (Sgei is the ~ d i b l i ~ ~ ~  average gas saturation for block i). The ~uilibrium 
process may realize at time infinity and may not happen during field life. The results presented 
in Figs 13 and 14 suggest that the fine grid simulation of a stack of three matrix blocks may 
suf&e h m  which one can obtain the drainage perhmance of an N stacked-block system. To 
resolve the issue of different Sgei for merent blocks in a stack, we propose to linearly 
interpolate the drainage fate h m  S a to Sgei , where Sga is the average block saturation at 
which the drainage rate is small. 8ur experience suggests that the choice of Sga has little 
effect on the results. Sgei is evaluated from the integration of the matrix capillary pressure 
curve in the stack 

Proposed Model 

Our procedure for the calculation of the drainage performance of a stack of N blocks 
where both reinfiltration and capillary continuity processes take place include: 

a) From the fhe grid simulation of a stack of three blocks, drainage rate versus S@ is established. The three curves represent the drainage rate of, 1) the top block with fracture 
capillary pressure and with zero reMltration, 2) the middle block with both reinfltration and 
fixture capillary pressure, and 3) the bottom matrix block with reinfiltration and zero fixture 
capillary pressure, respectively. 

b) The end point of each drainage curve for Merent blocks is modified to account for 
variation Of Sgei within the Stack. 

c) Eq. 2 is then used to calculate Sgi versus time. In this equation, we assume complete 
reinfiltration from upper to lower matrix blocks. 

d) Fkom the total material balance, the drainage rate versus Sg for the stack of N matrix blocks 
is computed. The idomxition in step (d) is then used to calculate the drainage behavior of a 
computational gridcell in a dual-porosity simulation model which contains a stack of N blocks. 

Numerical Examples 

Two examples were studied to incorporate the combined effects of reidihtion and 
capillary continuity. Both examples comprise a stack of 10 matrix blocks, and block height are 
60 cm and 180 cm, respectively. 

Case 5: Identical Blocks &60 cml-Dindoruk and Firoozabadil1 matched-the experimental 
data of Ref. 12 for a three-block stack with Eine grid simulation. We used the same data that 
they used but increased the number of matrix blocks to ten. We first performed a fine grid 
simulation of a three stacked-block to obtain the three basic drainage curves. The end point for 
those curves were according to Sge; the value for each matrix block is listed in Table 
2. These three drainage curves were used to obtain the gas saturation history for each block 
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and the entire stack. The results fkom the model are compared with the fine grid simulation of 
the ten stacked-block. Fig. 15 shows that our model prediction is in excellent agreement with 
the simulation results. Fig. 15b also shows the recovery perfbrmance predicted form the fine 
grid simulation based on zero reinfilmtion and zero k t u r e  capillary pressure assumptions. 
The error is significant. 

Case 6: Identical Blocks (h=180 cm)-This case is similar to Case 5, except block heights are 
180 cm. The equilibrium gas saturation for each block is listed in Table 2. Note that the 
equilibrium average gas saturation for blocks 1 to 9 is the same. 

We adopted the same procedures as those used in Case 5 to obtain the saturation history. 
Results shown in Fig. 16 demonstrate the strength of our proposed modeL The error from 
neglecting the reinfiltration and capillary continuity effects is less in this case than in Case 5, 
but is still signiscant at early times. Notice that if the frslcture capillary pressure is zero, we 
only need to consider the reintlltration, and two drainage curves are adequate to obtain the 
drainage performance. 

Next, results for the non-uniform stacked block systems will be presented. 

Stacked block with Non-Uniform Matrix Properties 

As we stated previously, the assumption of complete reinfiltration when matrix blocks in a 
stack have Werent properties (Le., Merent heights and permeabilities, etc.) may not be valid. 
In such a case Eqs. 7 through 9 are used to calculate the drainage of non-uniform blocks. The 
following examples reveal that our model is also suitable for non-uniform matrix blocks. 

Case 7: Non-Uniform Blocks (Permeabilitv and Block Height Variation] For this case, 
merent heights and permeabilities are assigned for each of the matrix blocks in the stack (see 
Fig. 8), but a single matrix capillary pressure curve is used. The drainage curves fkom the 
simulation of homogeneous stacked-blocks in Cases 5 and 6 were used to obtain the saturation 
history. Results shown in Fig. 17 indicate that the match of the saturation history fbr the entire 
stack is very good, but only fair for the inditvidual blocks. This could be due to the fact that 
drainage rate is not only a function of the average matrix gas saturation as proposed by our 
model, but that it is also affected by the fixture capillary pressure (fracture gas saturation). 
However, any attempt to include the effect of the fracture gas saturation in the model will 
signifkantly increase the complexity of the approach and may make it impractical to apply to a 
dual-porosity reservoir simulation model. We have also run other examples similar to Case 7 
and found that our model performs welI (results are not presented). 

Scaling 

The scaling approach presented earlier has to be modified to include the effect of fracture 
capillmy pressure. There may not be a simple procedure to include both matrix and fracture 
capillary pressures in the scaling groups. We have adopted Fq. 10 and modified Eq. 11, to, 
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In Eq. 15, the superscript "*" refers to the data of the reference matrix block. Fig. 18 
shows the fine grid simulation results of S i  vs. t+ for the drainage of a four-block stack for 
various capillary pressures and block heights. The figure indicates that results are more 
scattered than that of the zero fracmre capillary pressure case shown in Fig. 11, mainly because 
Merent blocks in a stack have different Sge values and thus difFerent scales. However, we 
still observe that most data exhibit a similar trend provided., P&/Apgh is small. (The results in 
Fig. 18 are based on both matrix and fracture capillary pressure variation.) 

CONCLUDING REMARKS 

The reinfitration and capillary continuity processes are incorporated in a simple way in the 
simulation of a gridcell which may contain a large number of matrix blocks. The variation of 
matrix block height, and permeability within the gridcell are accurately accounted for in the 
proposed method. The change of capillary pressure and its variation within the gridcell may 
not be modelled with the same accuracy as the matrix block height and permeability variation. 
Nevertheless the results for capillary pressure variation are also promising. In part 11 of this 
study14 the incorporation of reinfitration and capillary continuity effects between gridcells in 
a dual-porosity model is presented. 
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NOMENCLATURE 

A =  
g =  
h =  
k =  

N =  
kr = 

Pc = 
P," = 

cross sectional area 
5 v i t y  
matrix block height 
permeability 
relative permeability 
total number of matrix blocks in a stack 
capillary pressure 
threshold capillary pressure 

q = drainagerate 
R = reinfiltrationrate 
r = oil flow rate bypassing a matrix block 
S = saturation 
Sge = equilibrium gas saturation 
S, = residual oil saturation 
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r =  
t =  
x =  
Y =  
z =  
B =  
c r =  e =  
P =  
o f =  
%I= 

average saturation 
time 
x direction 
y direction 
z direction 
fractional reinfiltration factor 
viscosity 
pomgty 
density 
coefficient of frslcaue capillary pressure curve &fined by 4.14 
coefficient of matrix capillary pressure c w e  defmed by Eq. 4 

Subscripts 

f =fracture 
g = gas 
i = matrixblockindex(fkomtop) 
m = matrix 
n = phase 
0 = oil 

superscripts 

* = referencestate 
+ = scaldvariable 
0 = initialrate 
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Table 1. Sge values for single blocks. 

h, cm 1/2 Pc Pc 2 Pc 
60 0.399 0.1 14 0.00 
180 .626 0.5 13 0.29 1 
3613 10.683 0-626 10.513 

Table 2. Sge values for individuals matrix blocks in the stack. 

9 0.685 I 0.739 
10 0.114 0.513 
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SUMMARY 

Very large compositional variation both &y and vertically has been observed in some 
hydrocarbon reservoirs. Several mechanisms a ~ e  believed to contribute to such variations. 
These include: 1) gravitational segregation, 2) molecular diffusion, 3) themal diffusion, and 4) 
themal convection. At isothermal conditions only gravitational segregation and molecular 
diffusion contribute to vertical compositional grading. The Gibbs segregation concept can 
properly account for this process. Under nonisothermal conditions, which is often the case, 
the process is thennodynamically irreversible and, therefore, Gibbs criteria of equilibrium 
cannot be invoked. 

The current l i t e m  often combines the Gibbs segregation concept and the natural 
convection process to formulate the interaction of convection and gravity segregation for 
multicomponent systems at nonisothermal conditions. The Darcy law is also used without the 
modification of the velocity weighting for multicomponent systems. Such a formulation may 
not describe the process properly. In this paper, we formulate compositional variation in 
hydrocarbon reservoirs at nonisothermal conditions and present the results for the special case 
of gravity and themal diffusion in one dimension. The results re.veal that thermal diffusion 
can either enhance or weaken the segregation. 

INTRODUCTION 

In some hydrocarbon reservoirs, very large compositional variation has been observed 
both areally and vertically. As an example, the areal variation of composition of H2S in a 
reservoir in Abu Dhabi varies from less than one percent on one side to more than 12 percent 
on the other si& of the reservoir (the pressure communication is excellent indicating that 
compartmentalization is not a possible explanation of this variation (Hamoodi, Abed, and 
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Firoozabadi, 1996)). In the vertical direction, the variation of composition may be even more 
pronounced (Lira-Galeana, Firoozabadi, and Prausnitz, 1994). 

A number of papers have addressed the subject of compositional variation in hydrocarbon 
reservoirs. Those papers which focus on gravitational equilibrium demonstrate a fair degree 
of success. 

There is generally a temperatwe gradient in hydrocarbon reservoirS in the vertical 
direction. In some reservoirs, there may also be a small temperature gradient in the horizontal 
direction (say 0.5 to 1 O w ) .  Temperature gradients as small  as 0.5 *C/km may have 
significant effects on areal composition variation. The harizontal temperatme gradient always 
induces both thermal convection and thermal diffision. The vertical temperam gradient 
causes thermal diffusion but may or may not induce thermal convection. To our knowledge, 
Jacqmin’s work (1990) is the main investigation that integrates gravity sepgation and 
thermal convection in oil and gas reservoirs. He assumed that with thermal convection, the 
cxiterion of Gibbs gravity equilibrium, dpi = -Migdz (z is the vertical distance and is 
assumed to be positive upward, pis the chemical potential, andM is the molecular weight) is 
valid. At nonisothermal conditions, the Gibbs criterion of gravity equilibrium cannot be 
invoked because of nonzero entropy production. Apparently, Jacqmin also assumed that the 
velocity in the Darcy equation and the diffusion equation are the same for multicomponent 
systems. 

There are a number of studies on the interaction of gravity segregation and thermal 
diffusion. Examples include the work of Holt, et al., 1983, Belery and da Silva 1990, and the 
recent work by Faissat, et al, 1994. These authors basically begin their formulation with the 
thermodynamics of irreversible processes. Based on a numerical example, Holt, et al. 
conclude that thermal diffusion significantly enhances the composition gradient in the vertical 
direction. The results by Belery and da Silva also reveal that thermal diffusion enhances the 
vertical variation of composition. Contrary to these conclusions, the data on binary 
hydrocarbons, as we will discuss in this paper, reveal that themal diffusion can both enhance 
and weaken compositional variation in the vertical direction. The study by Faissat et al. 
provides a background on thermal diffusion and gravity segregation processes. The above 
brief review reveals that the interaction between thermal convection, thermal diffusion, and 
gravity segregation has yet to be studied. There is also a need for a simple problem 
fosmulation with clear physical meaning for the contribution of various mechanisms 

reservoirs and the investigation of the major mechanisms that affect such a variation. The i h t  
step towards this end, is a simple problem formulation with clear physical insight, using a two- 
component model fluid. The second step is a comprehensive understanding of the interaction 
between all the mechanisms including thermal diffusion, thexmal convection, and segregation 
using appropriate mathematid techniques. In this paper, the problem formulation is 
presented, and one-dimensional results are discussed. Subsequent publications will discuss 
other aspects of the work. 

The purpose of our work is the study of the variation of composition in oil and gas 
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PROBLEM FORMULATION 

The continuity equation for each component may be written as, 

(1) 
a 
at 

V.iri =+-(poi) i = 1,2 

where tEi is the mass flux of component i, $ is the porosity, p is the mass density, and mi is 
the mass fraction of component i. In this paper, the formulation will be limited to a two- 
component system in order to avoid complications which arise from diffusion coefficients in 
higher component systems. (In binary systems D12 = D,, , where D is the diffision 
coefficient, and 1 and 2 are component indices; in ternary and higher component systems Dii 
and Dii a~ not in general equal). 

The mass flux fii is given by, 
iri = pmi~+li(l) i = 1,2 (2) 

where v' is the mass-average velocity, and is the total diffusion mass flux (non- 
convective) of component i. In Eq. 2 the first term is the convective mass flux. The 
D a y  equation provides the velocity, 

(3) 
k 3, = ---(VP + rgVz) 

where k is the permeability, p is the viscosity and P is the pressure. In the above equation, 
Gd is the overall volumetric velocity (in our judgment, overall-volumetric velocity is the same 
as the volume-average velocity). According to Bird, Stewart, and Lightfoot (1960), volume- 
average and mass-average velocities are related by, 

' v d = y -  - - (z2 --- ~ l & w  (4) 

In Eq. 4, M is the molecular weight and 
validity of the above equation (see the derivation and discussion in Appendix A). 
Combining Eqs. 1 and 2, and substituting for ai = x,nM, / p a, 

is the partial molar volume. We question the 

(5) 
a 
at 

V (xinii + ,&@)/Mi) = +J -(xin) i = 192 

where xi is the mole fraction and n is total molar density. 
The expression fur the total diffusive mass flux in a binary system for component 1 is given by 
(see Bird, Stewart, and Lightfoot, 1960), 

If) = -(n2/p)MIM2Dl2[(-) alnf,  Vx, +-I--')..+ M1x1 RT Ml K r kTVln7'] (6) 
ahxl TP 

where D,, is the molecular diffusion coefficient of components 1 and 2,fis the fugacity, T is 
the temperature, and k, is the thermal diffusion ratio of components 1 and 2. The evaluation 
of k, is a major task and will be later discussed separately. We assign the positive sign to k, 
when component ""l'"' moves to the colder region. This sign convention is the same as used 
by Bird, Stewart, and Lightfoot. 
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Three diffusion processes are included in Eq. 6; the f i t  term represents the molecular 
diffusion, the second term is far pressure diffusion which under the influence of gravity leads 
to gravity segregation, and the last term represents thermal diffbsion. A very interesting 
feature of Eq. 6 is that in the absence of a temperam gradient, it simpWies to the Gibbs 
segregation equation (see Ap'pendix B). As was stated befm, with thermal diffusion and 
even without convection, the segregation equation, dpi = -Migdz , does not hold. 

Combining Eqs 5 and 6, one obtains, 

a = -Q)-(x,n) 
b (7) 

Eq. 7 can be written for component 2, but it is simpler to write Eq. 7 for components 1 
and 2 and then by adding them and using the relationship I,(" + 7:) = 0 ,  one obtains, 

The following constraint equation, 

and the equation of state (EOS), 
x, + x 2  = I  (9) 

n=P/ZRT (10) 
complete the formation. We use the Peng-Robinson EOS (Peng and Robinson, 1976) to 
calculate fugacity derivatives, partial molar volumes, and the density. 

solve the energy equation. In fact, in hydrocarbon reservoirs the vertical temperature 
distribution is often available. 

For a two - D space (x, z) with two components, there are two unknowns at each point; 
x, and P. There are also two equations; Eqs. 7 and 8. In the event that there is no bulk fluid 

In this work, the temperature is assumed to be known. Therefore, there is no need to 

motion, the equations become first order. For this case, one can write Eq. 7 for components 1 
and 2 to obtain both x, and P. A simpler alternative is to use 7;) + 7f) = 0 ,  and the Gibbs- 
Duhem relationship to obtain VP = -pgVz which is valid for both isothermal and 
nonisothermal conditions. Note that Eq. 3 with Gd = 0 gives VP = -pgVz. Use of Eq. 7 
and VP = -pgVz also provides P and x, . 
Boundary and Initial Conditions - The boundary conditions in the general case are: 

Jlz=O and v ,=O @ z = O ,  OSxlZ, 
JlZ=O and v Z = O  @ z=Zz, O S x l Z ,  
J 1 , = 0  and v,=O @ x = O ,  0 1 z l Z ,  
J 1 , = 0  and v,=O @ x=Z,, 0 1 ~ 1 2 ,  

The above boundary conditions state that the normal velocity and the normal mass flux rn 
zero. 
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For unsteady state, the initial conditions may be specified as, 

xl(t = o,x,z)=xp(x,2) 
P(f  = o,x, 2)  = PO(& 2)  

THERMAL DIFFUSION AND GRAVITY SEGREGATION IN ONE-D 

We can study the combined effect of thermal diffusion and gravity segregation in one- 
dimensional vertical direction at steady state by writing J::) = 0 and, 

@/dz = -pg 
From Eq. 6, one can derive, 

by using p = ($x iMj ) / (  $ x i K ) .  These two equations provide x, and P by employing a 

numerical scheme, say Euler's scheme. Only pressure and composition at a given depth 
should be specified. Vertical temperature gradient has also to be specified. The PR-EOS can 
be used to calculate (3 ln x, /ah A),, , E, 6 ,  and p . In the following, the results of several 
numerical examples will be presented. These examples will illustrate the contribution of 
gravity and thermal diffusion to vertical cornposition variation. 

c,-c, Column 
Figs. 1,2, and 3 provide the composition vs. depth for the C& binary system in the 

single phase state. The temperature gradient in this and subsequent examples is 
1 V0.5 m. 

610 m. The composition, pressure, and temperam at zero depth are fixed at 30 percent 
methane, 7.24 MPa, and 72.8 OC, respectively. The calculated results presented in the figure 
reveal that gravity segregation at isothermal conditions is pronounced (when gravity alone is 
considered, temperature is held constant) The thermal diffusion at nonisothermal conditions 
causes a further increase in the variation of composition with depth. Fig. 2 presents the 
composition variation vs. the depth for a fluid in a gas state away from the critical point The 
composition, pressure and temperature at depth4 m 33.5 percent methane, 4.05 MPa, and 
728 OC, respectively. This figure reveals that thermal diffusion has a very significant effect on 
the composition change with depth. Fig. 3 depicts the variation of composition with depth for 
a binary liquid mixture away fiom the Critical point. In this case,gravity exerts only mild 
effect. The combination of themal diffusion and gravity results in a weak change of 
composition with depth. Note that thermal diffusion reduces the compositional variation. 

For the fluid system of Fig. 1, the calculated thennal diffusion factor, a(& = az;x2), at 
depth= 0 is 16.5 and decreases rapidly to 0.5 at depth= 152 m, and remains nearly constant at 
this value for &pth>l52 m. For the fluid system of Fig. 2, the calculated a = 6 at depth= 0; it 

Fig. 1 shows the composition Variation for methane along the length of a liquid column of 
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increases very slowly to a = 6.7 at depth= 600 m. For the fluid system of Fig. 3, at depth= 0, 
the calculated a = -2 and increases gradually to zero at depth= 600 m. 

C1-Q Column 
Fig. 5 provides the variation of methane camposition vs. depth for a liquid mixture of 

Cl/nC,+ The composition, pressure, and temperatme at depth= 0 are 49 mole percent C1, 
19.3 MPa, and 71.lOC, respectively. Measured a data are available for this system. As we 
will discuss later, the calculated a’s are adjusted for the Cl/nC4 system to decrease the 
difference between the calculated results and measured data. The composition at the top, 
depth= 0, is selected such that the system is away from the critical region. Fig. 5 shows that 
the gravity results in segregation, as expected. However, thermal diffusion weakens the 
segregation to the extent that methane concentration increases with depth. The thermal 
diffusion factor used in the calculations varies from a= -3 at depth= 0 to a = -2.1 at depth= 
600 m in an almost linear fashion. 

C1-Clo Column 
Fig. 6 presents the result for a binary liquid m i x m  of Cl/nC10 away from the critical 

point. Gravity results in segregation, but thermal diffusion in combination with gravity 
provides an increase of the light component, methane, with depth. The composition, pressure, 
and temperame at depth= 0 are chosen as 50 mole pexent methane, 20.7 MPa, and 71.1 OC, 
respectively. Fig. 7 provides the pressure composition profde as well as the Cl/nClo phase 
diagram at 71.1 OC. At depth= 0, the calculated a = -3.9; it increases gradually to about -3.2 
at depth= 600 m. 

C,C.la Column 
Several binary mixtures of two heavy hydrocarbons are also studied. For all of those 

systems, gravity may cause a weak segregation. The thermal diffusion effect is also weak. 
Fig. 8 provides the ~ s u l t s  for the nC7-nC16 binary liquid mixture. At depth4, nC7 is 75 
mole percent, pressure-13.8 MPa, and temperature=35 OC. The combined effect of gravity 
and thermal diffusion provides a mild decrease of C+ with depth. Note that for the gravity 
mechanism, the mole fraction of the lighter component (Le., C7) does increase with depth 
which suggests that molecular weight alone may not cause segregation; the partial molar 
volume is also important. Thermal diffusion factor, a = 0.9, at depth4, and decreases to 
a = 0.7 at depth =600 m. 

systems revealed that as the critical region is approached both the gravity and thermal 
diffusion strongly affect composition variation. For thermal diffusion, one could expect either 
an increase or a decrease of the lighter component with depth. 

In addition to the results presented in Figs. 1-8, calculation for other hydrocarbon binary 

ESTIMATION OF THERMAL DIFFUSION RATIO 

In this section, we will, in some detail, review the work on the estimation of thermal 
diffusion ratio, kT. ExperimentaI measurements of the thermal diffusion ratio are somewhat 
sparse, even for binary mixtures. This is especially the case for typical reservoir conditions of 
elevated temperature and pressure. Furthermore, due to the relatively recent application of 
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this theory to hydrocarbon reservoir fluids, a corresponding database of measurements has not 
yet been accumulated. Finally, such measurements are difficult to make, due to the small 
magnitude of the phenomena as well as the possible obscuring effect of themal convection, 
and a ~ e  thus subject to uncertainty. Even the sign of kT is uncertain, since it can be difficult to 
predict aprion’ based on molecular structure, even for binary systems, whether a component 
will drift with or against the thermal gradient (Jones and Foreman (1953), Jones and Milberger 
(1955)). It is necessary, therefore, to rely on theoretical calculations for kT. While these 
formulas are subject to uncertainty, especially in the absence of corrobofating experimental 
measurements, they represent the only estimates of kT for some systems under reservoir 
conditions. The models described in the literature appear to fall into two major groups. The 
first is based on Dougherty and Drickamer’s early work and attempts to find a value for the 
thermal diffusion factor, a = kT/(xp2)  in terms of the specific heats of transport of the two 
components in a binary mixture. These, in turn, are estimated from the “activation energy of 
molecular motion’’ which can be obtained from the viscosity behavior of the mixture. Similar 
approaches have been followed later by other investigators (Tichachek, h a c k  and Dricber  
(1956), Whittaker and Pigford (1958)). The second main line of investigation considers the 
maximization of the partition function of an idealized two-bulb thermal diffusion apparatus 
(Haase (1%9), Kempers (1989)). This yields an expression for a in terns of either the 
enthalpy difference from the standard state of the components along with a value of a at low 
densities (which may be obtained from kinetic theory) in the case of Haase’s work, or the 
absolute enthalpies only (Kempers). Holt et al., and Belery and & Silva have employed the 
first method. It is difficult to obtain experimental values for derivatives of viscosity with 
respect to temperature and pressure, but they may be calculated in a straightforward manner 
from a viscosity model, although existing viscosity models may not be reliable. 

The Dougherty and Drickamer formula, as mentioned previously, expresses a in terms of 
the specific heats of transport AU; and AU;, for components 1 and 2 respectively, as follows, 

The heats of transport are related to the activation energy for molecular movement as 
follows, 

where AU: is the total activation energy, and n and n, are total number of moles and number 
of moles of component i, respectively. ( AU: is a function of viscosity and PVT behavior of 
the fluid system). This allows the use of the presumably more accurate mixture rather than 
pure component values for the evaluation of AU,:. In a similar way, analytical expressions for 
these terms can be derived from the appropriate equation of state and viscosity models once 
they have been selected 
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The expression for the thermal diffusion factor from Kempers for a binary mixture is, 

where 
above equation to compute the thermal diffusion factor of binary hydrocarbon mixtures. The 
PR-EOS and the comlations by Paussat and Danner (1972) were used to calculate partial 
molar enthalpies. The subscript 1 refers to methane or the light component, and the sign 
convention is as described above. The experimental values of a, quoted by Kempers for the 
C& system are especially relevant to this study. 

Fig. 9 shows the calculated results and data for C$3 at 72.8 OC and 5.59 MPa. In our 
calculations, the PR-EOS was used and the interaction coefficients between C1 and C3 was 
set at 0.01. Kempers used the Soave-EOS (Soave, 1972) but did not provide the parameters 
of this equation of state. Fig. 9 reveals that the version of the Soave-EOS used by Kempers 
provides better results than the PR-EOS. The data presented in Fig. 9 pertain to the gas state. 

Fig. 10 depicts the results of calculations and data for the above system for a mixme 
containing 0.34 mole fraction methane at 72.8 OC vs. pressure. The calculated values by 
Kempers in the pressure range of 4.14 to 5.52 MPa are in better agreement with data than our 
calculated values using the PR-EOS. However, the calculated values by Kempers for 
pressure%.9 MPa are very different from data. Our calculated value at 7.75 MPa is in 
agxeement with the data while Kempers’ is off by an order of magnitude. It is possible that 
Kempers adjusted some parameters of the EOS; as a result, the high pressure values are 
predicted unreliably. Fig. 11 shows the phase envelope for the Cl/C3 system at 72.8 OC. The 
data points are also shown on the figure. It is clear that some of the data points are in the 
two-phase region. Kempers used the Soave-EOS to calculate the thermal diffusion factor in 
the two-phase region. The two-phase state was not apparently recognized. 

In order to further examine the reliability of the Kempers method, thermal diffusion 
factors for the Cl/nC4 system were calculated. Rutherford and Root (1959) report 
experimental data for two compositions, one fluid system with a methane composition of 40 
percent and another with a methane content of 49 percent at various pressures and 
temperams. The calculated results and data are compared in Figs. 12 and 13. The 
interaction coefficient between C1 and nC4 was set equal to 0.027 in the PR-EOS. It is clear 
that the calculations are very different from the data. Even the sign is not the same. For the 
results presented in Fig. 5, the calculated a values were multiplied by 0.6 to bring them closer 
to the data. 

Fig. 14 shows the thermal diffusion factor of nCpC16 liquid system at 35 OC and 
atmospheric press=. The data are from Shieh (1969). This figure reveals that unlike the 
C& system, the variation of a with the composition is small. This figure also ~ ~ e a l s  that 
there is a fair agreement between data and predicted results from the PR-EOS. 

Fig. 15 shows a comparison of Trevoy and Drickamer’s (1949) data and calculated 
results of thennal diffusion factor for various hydrocarbon binary systems. In general, the 
agreement is fair except for C7/C14 and C7/C15 systems. Note that the sign is calculated 
properly. 

and p2 are the partial molar enthalpy of components 1 and 2. We have used the 
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For the above calculations, we used the PR-EOS without the volume translation; with 
volume translation, the results did not improve. On the whole, the calculation of partial molar 
volumes is very sensitive to the accuracy of the EOS to density predictions. 

DISCUSSION AND CONCLUSIONS 

One important parameter for the calculation of thermal diffusion is the thermal diffusion 
factor, a. Measured values of a are severely limited. The theory for the calculation of this 
parameter needs major improvement. In this paper, we have presented the results for 
calculating a using the most recent model. The examination of other models also gave 
unsatisfactory results. 

very likely that a for the fluid systems of our interest could undergo a sign change for 
different conditions of compositions, pressure, and temperature. 

Based on the measured thermal diffusion factors for the Cl/C3 and Cl/nC4 systems, it is 

The main conclusions derived from this paper are: 

1. Gibbs criterion of segregation can be derived from the expression of the total diffusion 
flux at constant temperature. For nonisothemal conditions, Gibbs criterion of equilibrium 
cannot be invoked. 

2. The Dmy velocity is the volume-average velocity. The velocity in the diffusion 
expression is often expressed in terns of mass-average or molar-average velocities. 
Therefme, one has to relate volume-average and mass-average velocities. 

3. Thermal diffusion can both enhance and weaken the segregation in a hydrocarbon 
COlUmIL 
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NOMENCLATURE 

D - Moleculardiffusioncoefficient 
f;. - Fugacity of component i 
Ei - partial molecular molar enthalpy of component i 
7;’ - Total diffusion mass flux of component i 

kT - Thermaldiffisionratio 
k - permeability 
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1, - 
4 - 
iiii - 
ni - 
R -  
P -  
T -  
0 -  

Mi - 

n -  

vi - 
P(j - 

q -  
P* - 

xi - 
x -  
z -  
z -  

Length in the x direction 
Length in the z direction 
Molecular weight of component i 
Mass flux of component i 
Molar density (total), also total number of moles 
Molar density of component i, also number of moles of Component i 
Gas constant 
Pressure 
Temperatwe 
Mass-average velocity 
Velocity of component i 
Volume-average velocity or Dmy velocity 
Molar-average velocity 
Partial molar volume of component i 
Mole fraction of component i 
Spacial x-coordinate 
Spacial z-coordinate 
Supercompressibility factor 

GREEKLETTERS 

a -  
AU,* 
AU; 
v -  
P -  
Pi - 
P -  
Pi 

$ -  
‘pi - 
ai - 

Thermal diffusion factor 
-Specific heat of transport of component i 
-Specific heat of transport of mixture 
Vector operator, “nab1a”or del” 
Viscosity 
Chemical potential of component i 
Mass density (total) 
Mass density of component i 
Porosity 
Volume fraction of component i 
Mass fraction of component i 

SUPERSCRIPT 

O - Referencepoint 
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Appendix A: Mass- and Volume-Average Velocities 

In binary and higher component mixtures, when various diffusion processes occur, and 
the chemical species are moving at different velocities, V i ,  one may define: 1) mass-average 
velocity, 9 = cwi i j i  ,2) molar-average velocity, ij, = & i j i ,  and 3) volume-average 
velocity, ijd = cqilji. The symbol qi represents the volume fraction. Bird, Stewart, and 
Lightfoot (1960) define the volume hction of component i by (see Example 16.K3, page 
5181, 

(A-1) 

where pi is the mass density of component i. We question the validity of Eq. (A-1) for the 
representation of volume fraction, as we will explain shortly. In our understanding, the 
velocity given by the Darcy equation is the volume-average velocity. The volume-average 
velocity or the Darcy velocity is well defined as long as the volume fraction of species “i” is 
well defined. Note that when all species have the same velocity, v’ = v’d = ij.. 

given by: 
Assuming that Eq. (A-1) is valid and noting that v d  = xcpiFi , the D a y  velocity is 

Fd = C ( p , / M i ) K i j i  (A-2) 

vi = v’+ p / p i  (A-3) 
The velocity of component “i” can be obtained from, 

Combining Eqs. (A-2) and (A-3), 

By using the relationship E ( p i F ) / M i  = 1 ,  Eq. 4 of the text is obtained, 

The following example highlights the difference between various average velocities. 
Consider a mixture of 60 weight percent methane (C1) and 40 weight percent propane (G) at 
6.90 MPa and 37.8 OC for which the x-direction velocities of C1 and C3 are Vq = 0.30 d d a y  

and V5 = -0.30 dday. The partial molar volume of Cl and C3 in the above system are 
0.359 and 0.0822 m3/kgmole, respectively (Sage and Lacey, 1949). The various average 
velocities in the x-direction are then v, = -0.244 d d a y ,  v,, = -0.162 m/day, and 
v, = -0.134 &day. There is an appreciable difference between these velocities. While there 
is no ambiguity in the calculation of i j  and F, , the value of Pd is based on calculated volume 
fractions of C1 and C3 from Eiq. (A-1). For this example, Eq. (A-1) provides ‘pc, = 0.95 and 
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= 0.05 volume fiactions. The low value of 'pc, is unjustified because& reality'the 9% 
propane component takes up a larger volume fraction in the mixture. V5 can be even 
negative which implies that volume fraction can be negative. h view of such an unphysical 
value, one should try to explore other methods for the calculation of volume fractions. 

Appendix B: Derivation of Thermodynamic Equilibrium Expression from Total 
Diffusion Flux Expression 

Let's write the expression for the total diffusion mass flux of component 1 (i.e., Eq. 6) in 
the zdirection for isothermal conditions, 

At stationary state, J1, = 0 , and therefore, 

dP 
dz 

Combining Eq. B-2 and the relationships - = 
T 9  

dz RT (B-3) 

or 

( y)T9 %= dz L(pF RT - M I )  (B-4) 

Eq. B-4 can be expressed in terns of the chemical potential, 

(dpl = RTd ln fi), (B-5) 

Eq. (B-6) can also be written for component 2. These two equations will provide pressure 
and composition at any depth once pressure and composition at a reference depth are 
specified. 4. (B-6) can be derived from dpi = -Migdz by expanding dpi(P,xl) and using 
dP = -pgdz . 
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EVOLUTION AND FLOW OF HEAVY AND LIGHT OIL IN 

POROUS MEDIA 
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SUMMARY 

In a number of experiments, the efficiency of solution-gas drive for both light and 
heavy oils was studied. In these experiments a special coreholder was used to visually 
observe the formation of gas bubbles on the rock surface and the production from the core 
outlet. The results fiom all the experiments reveal that the critical gas saturation for the 
hydrocarbon liquids, 1) a light model oil, 2) an 11-API oil, and 3) a 35 API-oil, does not 
exceed 3 percent. However, the gas mobility for the heavy oil is very low and for the light 
model oil very high. Consequently, solution-gas drive for a heavy oil of 11 API gravity is 
more efficient than for a light oil. 

INTRODUCTION 

Solution-gas drive is a basic recovery mechanism. The two parameters that affect the 
efficiency of this process are: 1) critical gas saturation, and 2) mobility of the gas and 
liquid phases. A high critical gas saturation implies a high recovery; a 30 percent critical 
gas saturation would result in 30 percent oil recovery provided the oil shrinkage is 
negligible. On the other hand, a low critical gas saturation dues not necessarily imply a 
low recovery; a low gas mobility or a high liquid mobility would result in high recovery. 

Generally, solution-gas drive may not be efficient for very light oils. Factors which 
are believed to contribute to the low recovery are low critical gas saturation and high gas 
mobility, However, for a heavy oil, the recovery in solution-gas drive could be high either 
when the critical gas saturation is high or when the gas mobility is low and the liquid 
mobility is high. One pwpose of this paper is to understand solution-gas drive for both 
light and heavy oils. 

Solution-gas drive is initiated with the bubble nucleation, where at some critical 
supersaturation pressure (the pressure at which gas evolves from the supersaturated 
liquid) below the bubblepoint pressure, the formation of gas bubbles occurs. The bybbles 
may form instantaneously or according to the progressive nucleation theory. In 
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progressive nucleation, the rate of bubble formation is related to the supersaturation. 
Recently, based on theoretical analysis, we have postulated that bubble nucleation in 
porous media can be an instantaneous nyleation process; all bubbles form instantaneously 
at the critical supersaturation pressure. Another objective of this work is to establish 
experimentally the instantaneous nature of nucleation in porous media. 

It has been known for some time that a number of heavy oil reservoirs in Canada 
(viscosity in the range of 200 to 2&MO cp) have high recovery efficiencies - around 15 to 
20 percent by primary depletion. The high recovery occurs in the absence of gravity 
drainage and water drive. A number of authors have made ttem ts to explain the high 
recovery from heavy oil reservoirs. In an early paper, Smith hypothesized that solution- 
gas drive in heavy oil reservoirs is a two-phase flow wit$the gas in the form of tiny 
bubbles moving with oil. Based on the work of Ward, et aL, Smith argued that the radius 
of a stable babble for a finite volume should be much s m a l l e r p  the 3verage pore throat. 
Ward, et aL had estimated that for a bubble density of 10 per cm , the stable bubble 
may have a radius of 40 pm. These bubble densities and stable sizes may not apply to a 
heavy oil in porous media. Further theoretical work is needed to establish the bubble 
density and stable bubble size for the heavy 09. 

In a later attempt, Islam and Chakma used both a long capillary tube and a 
horizontal core packed with unconsolidated sand to study mechanisms of bubble flow in 
heavy oil reservoirs. They used Dow Corning oils of lO,lOOO, and 5000 cp Viscosity and 
heavy oils to conduct flow experiments by simultaneous injection of gas bubbles and 
liquid. These experiments revealed that bubbles in a flowing stream of a viscous fluid will 
reduce the apparent viscosity. Islam and Chakma suggested a gas-oil relative permeability 
with a critical gas saturation of 40 percent. In-situ gas bubble formation and injection of 
gas bubbles in a liquid phase are fundamentally merent processes. The work of these 
authors may not directly apply to solution-gas drive in heavy oil servoirs. 

In a more recent study, Maini, Sarma, and George have conducted many 
experiments using an unconsolidated sand and heavy oils to study solution-gas drive. A 
two-meter long sand-pack was employed by these authors. The recovery factor was 
obtained by dropping the pressure suddenly at the core outlet from the saturation pressure 
of some 700 psi to atmospheric pressure. More than 20 percent of the original heavy oil 
was p rFced  in th5primary depletion process. As has been observed by Islam and 
Chakma and others , a sudden drop in pressure may result in a higher recovery than a 
gradual pressure drop. From a number of tests, Maini, et aL concluded that the critical 
gas saturation for the formation of a continuous gas phase could be about 40 percent. The 
critical gas saturation for the heavy oils from the work of Islam and Chakma, et aL, and 
Maini, et at., are much higher than the values for light oils. 

The above brief review reveals that further work is needed to understand the solution- 
gas drive in heavy oil reservoirs. The main goals of this study are to: 1) resolve the issue 
of very high critical gas saturations, 2) find out whether tiny gas bubbles move with oil 
phase, and 3) determine the nature of bubble nucleation and bubble density and to better 
understand the efficiency of solution-gas drive for heavy oils in porous media. In this 
work, experiments with both light and heavy oils will be performed in order to compare 
the solution-gas drive for light and heavy oils. A new visual coreholder will be used to 
visually observe the appearance and flow of gas phase. 

I P  

P 

182 



EXPERIMENTAL 

A schematic of the experimental apparatus is shown in Figure 1. The setup, with 
slight differences, was used for the three sets of experiments. The main components of the 
apparatus include the visual coreholder, a high pressure chromatography pump, pressure 
transducers, a system for providing a constant temperature of 77O F (&0.3O F) and a video 
recosding system. 

The qxxially-designed visual coreholder consists of an 8” long, 2” diameter Berea 
sandstone core (pore volume = 95 an3, permeability = 500 md), capped at either end with 
a plexiglass cap (the top cap was machined with a dead-end for trapping gas evolved from 
the core) and sealed with a heat-shrunk teflon sleeve. Surrounding the core is a water- 
611ed translucent chamber, which is pressurized and acts as an overburden sleeve. 
Plumbed to the coreholder is a constant flow/pressure pump. The pump is used both for 
saturating the core system and for pressure decline through volume expansion. 

In a typical experiment, after assembling the coreholder in the vertical position and 
pressurizing the overburden sleeve to about 800 psia, the Berea core was exposed to 
methane at a pressure of approximately 500 psia to achieve adsorption on the rock 
surface. The methane was then displaced by the test fluid at test pressure, and extra pore 
volumes of fluid were passed through the core system to ensure that the core was 
saturated with the test fluid of the correct composition. The saturation period varied 
widely for the Werent fluids used, from less than one day to over two months for the 
heavy oil. 

In each test the core system saturated with the test fluid at a pressure above the 
bubblepoint pressure, usually in the neighborhood of 650 psja, was expanded by a pump 
placed in the constant volume expansion mode. Then, the core surface was watched to 
observe bubble evolution and gas flow. The results of various tests are presented in the 
foIIowing. 

RESULTS 

A total of six rests were perfonned. Test fluids included a model light oil, a heavy oil, 
and a North Sea oil. 

Model Light Oil. A &ture of Cl/C3 -- 15.125 mole % C1 and 84.875 mole % C3 -- 
was used in the following two tests. The calculated bubblepogt pressure of the mixture at 
77OF is 478 psia (using the Peng-Robinson equation of state lo The surface tension and 
the viscosity at the bubblepoint are 4.5 dyne/cm, and 0.08 cp, respectively. 9 

Tesf 1: 0.3 cm3/b  Expansion Rafe. In thq test, the C,/C3 mixture at an initial pressure 
of 6503psia was expanded at a rate of 0.3 cm /hr. At the top of the core, an open space of 
10 cm captured the gas when flowed from the core. About 4 cm3 of this space (the cap) 
could be viewed. 

Fig. 2 shows pressure-volume expansion data for this test. As the figure shows, in 
single-phase liquid state, the pressure declines rapidly to an expanded volume of 1.25 cm 
(to 472 psia). Then the pressure rises slowly, indicating the evolution of the gas phase. 
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After the 3olume has expanded to 2.8 cm3, the pressure decreases with a slope of about - 
1.6psVcm . 

A total of nine small patches of gas were observed to form shu$aneously on the 
front half of the vertical rock hce at the volume expansion of 1.5 cm . These patches 
were evenly distributed across the core. During the expansion fiom 1.52 to 2.57 an3, the 
patches of gas in- in size, connected and formed larger patches until they were all 
connected at 2.57 cm expansion. 

At the volume expansion of 2.59 an3, a filament of gas bubbles was observed flowing 
out of the top face of the core into the open space of the top cap. From then on, every 1 
to 1.5 minutes, a filament of gas bubbles followed from the same hce. The duration of the 
bursts varied from 0.7 to 1 second. All the burst8 came from a single location on the core 
surfap outlet. At a volume expansion of 8.9 cm , the gas had filled a dead space of about 
6 cm in the open space outside the core. The gas saturation in the core is estimated$o be 
around 1.8 percent at this volume expansion. The expansion was continued to 14 cm . At 
this time, the gas nearly filled the open space at the top of the core (ie., 10 cm3 of gas). 
The amount of the gas in the pump was measured by pressurizing the fluids in the pump, 
and the gas in the core was estimated to be around 2 percent. 

Based on the observation of the first continuous gas flow from the top face of the 
core (at volume expansion of 2.59 cm ), the critical gas saturation is estimated to be 
around 1 percent of PV. Some authors11 suggest that boundary effects may be the cause 
of ambiguity in critical gas saturation. This and other subsequent tests reveal that: 
1) boundary effects may not be important, and 2) critical gas saturation $a measurable 
parameter. The -lacement efficiency at the end of the test at 14 cm expansion is 
approximately 2 percent. We measured a pressure increase of 2.5 psia at the termination 
of the test, which indicates a supersaturation of 2.5 psia. The pressure increase o c c d  
in a period of 5 hours. Table 1 provides a summary of results for this and a l l  the other 
tests to be discussed in the following. 

3 

Test 2: 0.06 cm31hr Expansion Rate. This test is similar to Test 1 with the exception of 
expansion rate. Fig. 2 shows the pressure vs. volume expansion from a pressure of around 
595 psia. The same figure also shows the pressure-expansion data of Test 1. Prior to gas 
evolution, Tests 1 and 2 have nearly identical expansion behavior. Around an expansion 
volume of 1.2 cm3, the slope of the pressure-expansion volume plot3changes.  he 
pressure has a slight increasing trend from an eyansion of 1.2 to 2.8 cm . Thereafter, it 
reduces linearly with a slope of about -1.1 psi/cm . The critical supersaturation pressure is 
around 475 psia, which is slightly higher than the critical supersaturation pressure for 
Test 1. The maximum supersaturation for this test is, therefore, around 3 psi. 

Visual observation of the core surEacepvealed gas forming first at one spot 2 cm 
from the bottom face of the core ail.36 cm volume expansion. surface area of this 
first gas patch increased to 15 mm at volume expansion of 1.4 cm . The gas patch grey 
in a path upwards around the core and its width increased with time. Around 1.42 cm 
expansion, another patch of gas appeared about 5 cm from the bottfm face of the core. 
The first patch continued to “snake” mund the core and at 1.5 cm expansion, it had a 
distance of about 8 cm fiom the top face of the core and 1 cm fkom the bottom fke. It is 
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possible that only one gas bubble was formed initially in this test. The second patch could 
be due to the growth of the bubble inside the core. 

The flow of the gas from the core was first observed at 1.84 cm3 expansion. For the 
remainder of the test, there were about 10 bursts of gas bubbles per hour. The duration of 
each burst of gas bubbles varied from 0.73 to 1 second. Similar to Test 1, all the gas 
bubbles flowed fiom the same point of the core top Edce. At the termination of this test, 
we continued to measure the pressure. There was no pressure increase, indicating 
negligible supersamation. 

Based on the observation of the first flow of gas, the critical gas saturation for Test 2 
is estimated to be around 0.5 percent. The displacement efficiency of solution-gas drive 
seems to be very low -- around 1 percent of PV at the end. A high gas mobility precludes 
high movery efficiency. 

Heavy Oil. A heavy oil of 11 API gravity with a bubblepoint pressure of 445 psia at a 
temperature of 76" F was ?sed for the two tests3described in the following. It was 
prepared by mixing 10 cm of methane to 1 cm of stock tank oil ratio at standard 
conditions of 14.69 psia and 60" F. The Viscosity of the saturated oil at 57" F was 
17,000 cp. However, the experiments were performed at 760 F. The compressi 
the live oil above the bubblepomt pressure was measured to be about 1.8 x 10- psla . 
Likewise, the com3ressibility of the total rock fluid system in the single phase state at 
760 F was 2.5 x 10 psia-'. 

The saturation of the core with the heavy oil was a real challenge. It took more than 
two months to saturate the core; the pressure drop across the core was Wed to 100 psi 
to avoid entering the two-phase region. This restricted the flow rate to about 15 cm3/day 
in saturating the core. By measuring the compressibility it was ensured that the fluid was 
in singIe phase state. 

Test 3; 0.06 cm3/hr Expansion Rafe. In the fist test using heavy 02, the expansion was 
carried out b m  an initial pressure of 645 psia. The production was from qe  bottom end 
of the core. On the top, the volume of the cap (open space) was about 4 cm . This whole 
volume could be viewed. 

Fig. 3 shows the measured pressure-volume expansion data. The upper curve shows 
the pressure on the closed side, and the lower curve is the pressure on the expansion side 
of the core. In the early stage of expansion, the pressure declines rapidly, as expected. 
Both upper and lower pressures continue to cprease to pressures of 405 and 385 psia, 
respectively, at a volume expansion of 1 cm . At this point, both curves flatten30ut, 
indicating the evolution of the gas phase. The supersaturations at expansion of 1 cm are 
40 and 60 psi for the top and bottom sides, respectively. Note that there is a substantial 
difference between the upper and lower pressures. The high pressure drop could be partly 
due to the narrow outlet tube at q e  bottom face of the core (diameter = 3 mm). 

At an expansion of 1.45 cm , some gas bubbles were visible on the outer surface of 
the core. We did not monitor gas bubbles on the surface of the core from 1 to 1.45 cm3 
volume eqansion; therefore, gas bubbles might have appeared prior to volume expansion 
of 1.45 cm . The bubbles were mainly located in the bottom 5 cm of the core, but several 
bubbles were observed as high as 15 cm fiom the bottom. There were approximately 50 
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to 60 small bubbles visible on the surface of the core. Further expansion to 1.7 cm3 
yielded a slight increase in the number and size of the existing bubbles. At this expansion, 
a gas pocket was observed in the transparent tube in the lower end cap of the core (see 
Fig. 5). The approximate volwne of the gas slu%was 0.04 cm . An interesting pressure 
fluctuation occurred at an expansion of 2.67 cm . At this volume expansion the lower 
(expansion) pressure increased while the upper pressure decreased. The pressure change 
continued for one hour, at which time the lower pressye had increased by 10 psi and the 
upper pressure had dropped by 5 psi. The trend then reversed itself and the pressures 
returned to their previous levels and decline rates. This behavior was witnessed repeatedly 
at later times, where it was observed to coincide with the production of gas pockets &om 
the core into the transparent outlet tu%. A similar behavior has been observed by 
Maini, et aL6 At an expansion of 2.91 cm , two gas slugs were observed in the core outlet 
tube. The upper slug was 3 mm in length, 18 mm below the bottom surface of the core. 
Below this slug was 5 mm of oil and then another gas bubble 2 mm in length. Based on a 
tube dkyeter of 3 mm, the volume f b m  the bottom bubble to the bottojn of the core is 
0.22 cm , which corresponds well with the volume expansion of 0.24 cm (4 hours) from 
the timepf the pressure fluctuation to the visual observation. At the volume expansion of 
2.91 cm , the core surface showed an increase in the number of gas bubbles towards the 
upper parts of the core. But, no bubbles were observed in the uppermost 2 cm of the core 
surface. Several more pressure spikes occmed at volume expansions 3f 3.52,4.20,4.56 
and 6.03 cm3 (see Fig. 3). From volume expansion of about 7.4 cm , the fluctuations 
occurred much more often. This is displayed by the jagged appearance of the pressure 
volume c y e  b m  this point to the termination of the experiment at an expansion of 
11.88 . At the tamination, the volume of gas in the pump was mea3& to be 
1.3 cm by compressing the fluids in the pump. This means that abut 10.6 an of oil was 
produced from the core. Subtracting the contribution from fluid expansion, and since the 
formation volume factor is very close to unity, the oil recovery due to solution-gas drive 
to a pressure of 320 psi is about 10 percent. Such a high recovery conhns that solution- 
gas drive can be an important recoveqprocess for some heavy oils. 

While at an expansion of 1.7 cm , gas was observed in the outlet tube; it may well 
have evolved &om the oil outside the core, being that the lowest pressure in the system 
was near the expansp pump. A more logical choice for a gas flow might be at an 
expansion of 2.67 cm where, as discussed above, gas slugs were produced from the core. 
Due to the uncertainty when gas flow from the core began, it can only be stated that the 
critical gas saturation is less than 3 percent. 

Test 4: 0.06 cm3/hr Expansion Rate. In this test, the direction of flow was reversed 
with the expansion pump connected to the top of the coreholder, rather than the bottom. 
This change was made in order to measure the flow of the gas &om the core in the cap at 
the top. 

The two curves 
correspond to the pressures on the closed side (bottom) and the expansion side (top) of 
the core. During the initial stage of expansion in the single phase liquid state, the 
pressures on both sides of the core were a few psi differen. Both pressures continued to 
decrease to 404 and 395 psia at expansion of 0.86 cm3. This point cornsponds to a local 
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minimum for both pressures, indicating the evolution of the gas phase. The critical 
supersaturation is, therefore, 40 to 50 psi. The data plotted in Fig. 4 are from manual 
readings and do not include data points where pressure fluctuations similar to Fig. 3 were 
observed. Fig. 4 shows that the difference between the two pressures increms with 
volume expansion. 

At an expansion of about 1 an3, many small gas bubbles (approximately 100 to 150) 
were visible on the outer surface of the core. These bubbles were mainly located in the 
top three-fourths of the core. The appearance of gas on the core surface at various 
volume expansions are 9layed in Fig. 5. The pictures in this figure were taken at 1.28, 
2.32, 5.30 and 12.90 cm expansions. Fig. 5a corresponds to about 5 hours after the 
appearance of the gas bubbles. There was very little change 9 the number of bubbles from 
the time, of their formation to the expansion of 1.28 cm . At volume expansion of 
2.32cm (Le., time = 38.8 hr), gas bubbles grew considerably (see Fig. 5b). But, there 
was no gas in the ca at the top; therefore, the volume of the gas in the core is estimated 
to be about 1.5 cm . At t = 88.3 hr, volume expansion 5.3 cm3, the gas bubbles had 
grown further (see Fig. 58)’ and there were no gas bubbles in the bottom 2 to 3 cm of the 
core. Finally, at 12.9 cm expysion, gas bubbles had grown all over the core surface. 

At the expansion of 2.4 cm (t = 40 hr), a small gas bubble was c$bserved in the cap at 
the top. The volume of the gas in the cap grew to about 0.3 cm at an expansion of 
4.2 cm . Further expansion to 5.3 cm yielded an increase in the amount of gas in the cap 
to about 0.8 cm . At 6.8 cm expansion, there was approximately 2 cm of gas in the cap. 
The oil recovery &om solution- as drive is equal to the gas saturation of the core; at 
6.8 cm3 expansion, about 4.8 cm of oil has been produced from the core (the formation 
volume factor is very close to one). Therefore, the oil recovery (to an expansion of 
6.8 cm3) for the solution-gas drive mechanism is over 4 percent. Fig. 6 depicts the gas 
volume in the cap vs. the volume ex ansion for Test 4. 

At an expansion of 11.26 cm , the amount of the oil produced 3to the expansion 
pump was measured (by compression). It was found that about 5 cm of oil had been 
produced from the core. At this expansion, the cap had alqfady been med with gas down 
to the production side arm, corresponding to about 3.4 cm of gas. Similar measurements 
were made at further expansions. The data are shown in Table 2. This table shows that as 
pressure drops, oil contjnues to be produced from the core. The oil production from the 
core is about 0.02 cm @si pressure depletion, which implies that the oil mobility is 
significant. 

The experiment was terminated at a volume expansion of about 30 cm . Pressures at 
both ends of the core were measured as a function of the time after the expansion was 
stopped. The pressure for the top at the termination of expansion was 248 psia. It 
increased to 252 psia after about 80 hours. There were small pressure fluctuations for this 
top end. The pressure at the bottom end, both during the test and after expansion halt, 
fluctuated more. After expansion halt, the magnitude of the fluctuations was about 5 psi 
and showed a decreasing trend in the period of pressure monitoring (80 hours). 

The critical gas saturation for this test is estimated to be around 2.5 percent (see Fig. 
6). But, oil mobility seems to be signifkant even after gas flow. Comparison of Tests 3 
and 4 reveals higher recovery &om solution-gas drive when flow occurs &om the bottom. 
But, even for Test 4, where the production was from the top, about 6.5 percent heavy oil 
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fecovery was achieved to the pressure of 269 psk As Table 2 shows, the oil recovery is 
still significant at this pressure. 

Visual observation of the top cap in Tests 3 and 4 reveal that the solution-gas drive 
for this heavy oil is not from the simultaneous flow of oil and tiny gas bubbles. 

Light Oil. For the following twq tests, a 35 API gravity oil hm3the North Sea was 
mixed with pure methane; 16.2 cm of methane was mixed with 1 cm of stock tank oil at 
standard conditions of 14.69 psia and 60' F. The bubblepoint pressure of the mixture at 
77O F is aroyr# 585 psia. The surface tension at the bubblepoint is estimated to be around 
15 dyne/cm. Viscosity at 77O F is not available. But, the Viscosity of the saturated oil at 
585 psia and 187' F is arounf 1 cp. The measured compressibility of the light oil used in 
the following two tests is 10' psia" (at 77O F in the pressure interval of 625 to 700 psia). 
The measured compressibility of the total coreholder system with single phase oil is 
around 2.5 x psia-'. 

Test 5: 0.3 crn3/hr Expansion Rate. In this test, as well as Test 6, the system pressure 
was initially 690 psia, and the expansion from the top started from this pressure. Fig. 7 
shows the pressure-vylume expansion data. The same figure also shows the data from the 
expansion of 120 cm of oil in the pump isolated from the core system. Due to Merent 
compressibilities, Test 5 and pump results in the single liquid phase state (from 690 to 
about 500 psia expansion) differ by a small volume. The critical supersaturation pressure 
for the oil in the pump (ie., open space) is slightly less than the corresponding value of 
Test 5. The growth of gas phase is, however, faster in the pump; after gas evolution, 
supersaturation decreases very fast in the pump. 

Around a volume expandon of 0.5 cm at a pressure of 505 psia, the slope of the 
pressure-expansion plot changes, indicating gas evolution (see Fig. 7).3 Gas bubbles on the 
surface of the core were fitst visible at a volume expansion of .9 cm . The total number 
of bubbles was around 20 to 25. Further expansion to 1.2 cm yielded an increase in the 
size of the existing bubbles. Fig. 8 provides the photoyaphs of the coreholder at various 
times during the expansion. At an expansion of 1.2 cm , the bubbles are shown in Fig. 8a. 
This picture shows !hat the bubbles are distributed evenly across the core. At the 
expansion of 1.45 cm , bubbles grow further, and there seems to be one new patch of gas 
at the top of the core; this new gp patch is possibly the result of bubble growth from the 
inside of the core. At the 2.1 cm expansion, the bubbles grow further (see Fig. 8g). The 
final photograph before gas flow fiom the core at a volume expansion of 2.7 cm shows 
that the gas bubbles have grown considerably and may be C O M C C ~ . ~  (see Fig. 8d). 

Visual examinap of the cap at the top showed very little gas until a volume 
expansion of 3.3 cm . At this expansion, the volume of gas in the cap started to b a s e  
with expansion. Fig. 6 shows the volume of gas in the cap vs. volume expansion for Test 
5. The contribution of the gas from the oil inside the cap is very small and can be 
neglected Therefore, the gas in the cap can be assumed to be the result of gas flow from 
the core. From Fig. 6, one estimates the critical gas saturation to be around 3 percent. In 
two other duplicate tests, the same value of the critical gas saturation was also established. 
Fig. 6 also reveals that during the expansion fiom 3.3 to 7.8 cm3, about 1 cm3 of oil is also 
produced from the core. The solution-gas drive to a volume expansion of 7.8 an3, results 
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in an oil production of 3.8 cm3, which is about 3.5 9xen t  recovery (excluding liquid 
compressibility). After the gas in the cap reaches 3.4 cm , it can flow out to the pump via 
the side arm (shown in Fig. 8). During the Tmaining course of the experiment at volume 
expansions of 8.1, 10.2, 15.0 and 22.8 cm , the volume of the gas in the pump was 
measured (by compressing the pump fluids in a short time).3 This allowed an estimation of 
the oil production3fiom the core. At expansign of 10.2 cm , oil production from the core 
was about 5.0 cm , but fiom 10.2 to 22.8 cm , there was very little increase in the amount 
of liquid in the pump. This suggests that gas mobility is very high and liquid mobility (in 
the core) is very low. Note that the oil shrinkage in the 600 to 400 psia range is around 
1 percent. 

The supersaturation for Test 5 and the pump test were measured at the end. For the 
pump, the pressure increased about 6 psi after halting expansion. For Test 5, the 
supersaturation was 8 psi. Thm was practically no increase in pressure after one day. 

Test 6: 0.06 cm’lhr Expansion Rate. Fig. 9 shors the pressure-volume expansion for 
both Tests 5 and 6. For Test 6, at about 0.5 cm expansion, the pressure decline rate 
decreased considerably, but no gas bubbl3s were visible on the outer surface of the core 
until a volume expansion of about 0.9 cm . At this expansion, some 7 to 10 gas bubbles 
were visible on the core outer surface. With further expansion, these bubbles grew. The 
growth of the gas bubbles was very similar to Test 5. The only Werence is that the 
number of bubbles in Test 6 is less than that in Test 5. The decrease in bubble density is 
due to the rate effect. As Fig. 9 reveals, a major difference between Tests 5 and 6 is the 
high supersaturation of the latter test at the early stages of gas bubble growth, as 
expected. 

Until an expansion of about 3 cm3, no sizable gas phase was visible in the cap at the 
top of the core. From this expansion, gas volume in the cap increased Fig. 6 shows the 
accumulation of gas in the cap. At an expansion of 4.0 cm , about 1 cm of gas is present 
in the cap, which is the result of gas flow fro? the core. The amount of gas in the 
cap increased to 3.4 cm at an expansion of 6.7 cm . Further expansion resulted in &,I, 
flow of the fas fkom the side-arm to the pump. In the expansion period of 3.0 to 6.7 cm , 
only 0.5 cm of oil was produced from core. 

At expansions of 11,14 and 17 cm , the amount of the gas in the pump was measured 
and then the oil production from the core was estimated. A4 11 cm3 expansion, the total 
oil production from the core is estimated to be about 4 cm . During further expansion, 
negligible oil production fiom the core occurred. Therefore, the total oil recovery at the 
termination of the test is around 4.2 percent. The critical gas saturation for this test is 
estimated to be 2.5 percent. Both the critical gas saturation and the recovery (at the same 
expansion) for Test 6 are less than for Test 5 due to rate effect. 

At the end, the supersaturation was measured. Over a period of one day, the pressure 
increased from 438 to 442 psia, which gives a supersaturation of about 4 psi. 
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DISCUSSION AND CONCLUSIONS 

An important issue in the interpretation of the experiments described above is whether 
the number of bubbles visible on the surface of the core represent the bubble density 
within the core. Based on the following reasoning, we believe the number of bubbles on 
the core surface and within the core are related. In the design of the coreholder, the c o ~  
was tightly sealed with a heat-shrunk teflon sleeve and the overburden pressure was kept 
at a pressure of at least 200 psi higher than the pressure inside the core. Measurement of 
the permeability of the core within the setup and outside gave the same permeability. 
Since nucleation active sites are not believed to be initiated firom the tefbn surface, the 
bubble density on the rack surface and within the rock should be the same. 

In this work it was observed that solution-gas drive for a heavy oil in comparison to a 
light oil can be an efficient process; the bubble density for heavy oil (number of bubbles 
per unit area or volume) is very high. Due to high oil viscosity, the pattern of bubble 
growth may be such that gas mobility is low; consequently oil mobility may be appreciable. 
Recovery of 10 percent of heavy oil with a bubblepoint pressure of 445 psia (Test 3) to a 
pressure of about 320 psia from solution-gas drive is an indication of high recovery 
efficiency. 

careful observation of the production from the transparent end face of the core and 
the open space on the top of the core reveals that the flow of heavy oil in porous media is 
not in line with the postulation of smith6 that solution-gas drive is a two-phase flow with 
the gas in the form of tiny bubbles moving with oil. Prior to establishing critical gas 
saturation in the core, only oil was produced. When gas saturation in the core exceeded 
critical gas saturation, slugs of gas were produced along with oil. The production of slugs 
was accompanied by pressure fluctuations. 

The visual observations in the experiments described in this paper also establishes the 
fact that critical-gas saturation is a measurable parameter. For the Cl/Cs model light oil, 
heavy oil, as well as the 35 MI oil, the onset of gas production after it has been formed in 
the core was by flow of a continuous stream of gas phase and not by isolated gas bubbles. 

Other major conclusions drawn from this work are: 

1. critical gas saturation for heavy oil systems may not be very high it may be within the 
range of lighter crudes. 

2. The high efficiency of solution-gas drive for heavy oils may be related to the high 
bubble density and the low gas mobility. On the other hand, the low efficiency of solution- 
gas drive in very light oil systems could be the result of low bubble density and high gas 
mobility. 

3. The nucleation process in porous media is of instantaneous nature, and does not 
follow the progressive nucleation. 
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Table 1. Gas and Oil Production Data for Test 4 

Time, Expansion, Oilin '. Gasin Oil from Closed Side Expansion Side 
pump, pump, a r e ,  Pressure, Pressure, 

hr cc cc cc cc psia psia 

187.7 11.26 8.35 2.9 I 4.95 356 346 
238.3 14.30 8.77 5.53 5.37 340 324 
327.8 19.67 9.43 10.24 6.03 31 1 293 
375.5 22.53 9.50 13.03 6.10 296 269 
495.3 29.72 10.05 19.67 6.65 269 248 

193 



Figure 1. Apparatus diagram for critical gas experiments. 
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Fig.2-Pressure-volume expansion data for Tests 1 and 2. 
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Fig.3-Pressure-volume expansion data for Test 3. 
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(a) expansion= 1.28 cc 

(c) expansion= 5.30 cc 

(b) expansion= 2.32 cc 

(d) expansion= 12.9 cc 

Fig. 5 - Growth of gas bubbles at various expansions for Test 4. 
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(a) expansion= 1.20 cc (b) expansion= I .45 cc 

(c) expansion= 2.10 cc (a) expansion= 2.70 cc 

Fig. 8- Growth of gas bubbles at various expansions for Test 5. 
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SUMMARY 

We have developed a phenomenological network model for critical condensate saturation. 
This model reveals that critical condensate saturation is a function of surface tension and contact 
angle hysteresis. On the other hand, residual oil saturation does not have such a dependency. 
Consequently, the selection of fluids in laboratory measurements for gas condensate systems 
should be made with care. 

INTRODUCTION 

Gas condensate reservoirs are becoming increasingly impr tan~ many new hydrocarbon 
reservoirs found in recent years are gas condensate reservoirs. These reservoirs, from a recovery 
and deliverability standpoint, may have significant differences fiom oil reservoirs. Prior to 
reaching the dew point pressure, the flow of gas in porous media is similar to that of 
undersaturated oil. When the pressure, either in the weIIbore, or in the reservoir, drops below the 
dew point pressure, a new liquid condensate phase appears. The saturation of the new phase has 
to reach a threshold value in order to become mobile, provided the surface tension is higher than a 
critical value (say o 2 0.01 dyne/cm). This threshold value is called critical condensate saturation, 
s, . When Q CQ, , the critical contact angle, e, = 00 and therefore the liquid condensate will 
perfectly wet the rock The phenomenon of critical point wetting * for a near critical condensate 
fluid in porous media is very complicated due to the chemical heterogeneity of the rock surface 
and the presence of the interstitial water *. For Q c a,, the new liquid phase spreads as a thin 
liquid film and film flow may occur. Consequently, S, may be very low, say less than 1 to 2 
percent. For Q > 0, , which is often the case, the new liquid phase is hypothesized to form liquid 
bridges between the walls of the pore network. For this case, the corresponding S, may be high. 

The formation of a new gas phase, when the pressure of an undersaturated oil is lowered 
below the bubble point pressure, is followed by critical gas saturation, S,. There are fundamental 
differences between S, and 8,. Critical gas saturation develops from the bubble nucleation in 
porous media ami its value is often ofthe order of 1 to 5 percent. Critical condensate saturation 
results from retrograde condensation in porous media, and the measured values are in the range 
of 10 to 50 percent Such high values may imply that critical condensate saturation could be 

201 



similar to residual saturation in oil reservoirs. Residual oil saturation, Sol, is established by 
displacement. Since S, results from the in-situ liquid formation, and S, is established by 
displacement, it is reasonable to believe that they are two different entities. Sol is not sensitive to 
the s u r f "  tension except at very low values. It stays constant with increasing sufface tension 
above a certain value. However, the &pendency of S, on surf' tension is unknown. It is also 
highly &sirable to examine the relationship between surface tension, gravity and criticap 
condensate saturation. Currently, there is no theoretical model for critical condensate saturation. 
"he main purpose of this work is to develop a phenomenological network model to understand 
the effect of surface tension and gravity on S, . 

We have embarked on a theoretical investigation for the understanding of: 1) the mechanisms 
of in-situ liquid formation and flow, and 2) the Werence between two-phase flow from external 
displacement and from in-situ liquid formation (internal). The first objective is mainly to address 
S, , and the second objective is well deliverability of gas condensate reservoirs. In this paper, the 
results of the work on S, is presented. 

s,, In a Single Tube 
It is well known that in a single tube, sol and the P, - Sw relationship depend on the shape of 

the tube. Refs. 9 to 12 provide the capillary pressure saturation relationships for the circular, 
triangular, rectangular and curved triangular cross-section tubes. Fig. 1 displays various plots of 
the imbibition capillary pressure. 

For a circular capillary tube of radius r, filled with a liquid and immersed in another fluid, if 
P,c2tscos9/ris imposed, the tube will become empty; consequently, the concept of r e d d  
saturation does not apply to a capillary tube with a circular cross-section. The tube can be either 
empty or full. 

Fig. la  shows the imbibition capillary pressure-saturation for a triangular tube where 
p, /(c / U) is the dimensionless capillary pressure, and a is the side length of the triangle. Note that 
residual nonwetting phase saturation, So,, (shown by an open circle) is independent of the surface 
tension while capillary pressure, P, , increases with surface tension. 

The imbibition P, - S, results for a square tube are shown in Fig. lb. Parameter x on the y - 
axis denotes the side length of the square. Similar to a triangular tube, residual nonwetting phase 
saturation, Sol, is independent of the surface tension and changes with contact angle. 

The imbibition P,-Sw relationship for a curved triangular tube which incorporates pore 
angularity is different from the shapes of triangular and rectangular tubes. Princen reasons that 
pore anguIarity is an important element of capillary pressure in porous media. l1 The examination 
of the 4 - S w  plot shown in Fig. IC (r is the radius of the side curve) reveals both positive and 
negative p,  for 8 = 7 5 O ,  but similar to previous shapes, Sol , is independent of the surface tension. 

S, In a Single Tube 
In the following, we will establish that the Iiquid holdup (Le., critical condensate 

saturation, S, ) in various tube geometries from the in-situ liquid formation, has features that are 
dif5enmt from So,, 



Circular cross-section tube. Consider a circular capillary tube of radius t shown in Fig. 2. 
Assuming in-situ liquid condensation of height h in the tube, the force balance on the iiquid 
column gives: 

where subscripts R and A stand for receding and advancing interfaces (ie., e, receding contact 
angle), and PR and PA represent the pressures on the gas sides. In case of contact angle 
hysteresis, eA > O R .  me dashed htefiaces in Fig. 2 have the same contact angle) 

(1) 2Cr 
r PR -PA =-(-OR --eA)-L\pgh 

The liquid column will flow only when 

Assuming the gas pressure difference on both sides of the liquid column to be smaIl, pR -PA I o , 
then Eq. 2 implies that if OR = 0, , no matter how small the liquid height and how large the SllTEdCe 
tension are, the liquid will flow. It also reveals that critical condensate saturation in a bundle of 
capillary tubes, 1) increases with an increase in the surface tension, 2) increases with a decrease in 
the diameter, and 3) increases with an increase in the contact angle hysteresis (the difS'erence 
between the advancing and the receding contact angle). 

Triane;ular cross-section tube. The height of the liquid column from the in-situ condensation in a 
triangular-shaped tube is given by (see Figs. 3b and 4) 

where gas pressure is assumed to be constant at both ends of the liquid column (see the &rimion 
in the appendix). Erom the above equation, we note that the amount of liquid that a triangular- 
shaped tube can hold is also proportional to surface tension and is related to contact angle 
hysteresis which is similar to a circular tube. 

Curved trianrrular cross-section tube. The height of the liquid holdup in a curved triangular tube 
is given by (see Figs. 3c and 4) 

The parameters I,,, Z z R ,  h,, Z2,, AR and A, are defined in the appendix together with the 
derivation of Eq. 4. In the above equation, similar to Eq. 3, the critical condensate saturation 
depends on the surface tension and the areal size of the tube. It is also related to the contact angle 
hysteresis. 

A simple calculation may be useful to appreciate which of the tube geometries will hold more 
liquid. Let's assume ts = 2 dynes/cm, Ap = 03 g/ cm3, OR = Oo , 8, = 100 and the cross-sectiod area 
of the tube =1 juri2. For a circular tube, r-056 pn, and Eq. 2 provides h=3.6 cm; for a 
triangular tube, a = 1.52 pn , h m  Eq. 3, h = 4.64 cm ; for a curved triangular tube, from Eqs. A-12 
and4, a A = W 0 ,  aR=28.69 and h=75cm.Therefore,th~curvedtrian~tubecanholdmore 
liquicirhancircularortriangulartubes. 

S, In a Network 
A variety of network configurations and shapes are used to represent porous media. In this work, 
we use a very simple network composed of vertical interconnected circular capillary tubes. A size 
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distribution for the network can be assigned. To model the condensate formation and flow in a 
network, since there are no existing rules for in-situ liquid phase formation, we have to establish 
such rules for both a single tube and intersections of the network. Theoretical considerations 
guide us towards this end. 

Liauid fonninp in a single tube. Consider two capillary tubes with radii r, and rz ; assume r, e r2. 
The vapor pressure of a pure component in tube rl will be less than in tube r2. The decrease in 
vapor pressure for a curved interface is well known; the Kelvin equation provides the relationship 
between the vapor pressure and the interface curvature However, for hydrocarbon mixtures, 
the saturation pressure often increases as the interface curvature increases. In other words, the 
saturation pressure in tube rl will be more than the saturation pressure in tube rz. The effect of 
curvature on the saturation pressure of hydrocarbon mixtures is discussed in Ref. 14. In this work, 

the gas will condense in the tube and as a result, the condensate will form a liquid bridge provided 
cr > 0,. Once a liquid bridge forms, it will grow. From the face balance: 

I 
I 

I we assume that when the radius of a circular capillary tube is smaller than a "threshold radius", rp , 

where h, i s  the height of the liquid column when the gas pressure is constant and gas density is 
neglected. The advancing contact angle at the bottom interface 0, can change from OAO to 

assume that the receding contact angle eR at the top interface iS constant. When the length of the 
liquid  column,^, exceeds (2o/&yI)(cOseR   COS^^,), it becomes unstable and moves downward 
to the end of the tube. 

O A - ,  where 6, 2eR and 6,- is the limiting advancing contact angle; 8 A o  <e, <eA-. We 

Liiuid flow in the intersections. Figs. 5a-h depict the process of liquid formation, growth and 
flow in two connecting intersections. In this figure, the radii of the four intersecting ducts in 
intersection 1 and intersection 2 are rl , r2 , r3,  r4 and ri , rz , rj , r; respectively. We assume that 
rz < r4 and only q < rp ; liquid first condenses in duct 1 , and forms a liquid column, as shown in 
Fig. 5a. 

Further gas condensation allows the length of the liquid column to increase, and the advancing 
contact angle wilI also increase. When the length of the liquid column, L,, exceeds 
(2o/pgfi&0~6~  COS^,,-), the liquid column becomes unstable and moves downward to the end 
of the duct at point A and stops. Due to the edge effect, the advancing angle 8, continuously 
increases from 8,- to 90" at point A, as more liquid forms in duct 1. This causes the liquid 
height, /I, , to increase to a maximum, (2o/pgr1)ms8R (see Fig. 5b). Further condensation causes 
the introduction of liquid to the intersection as shown in Fig. 5c, where the contact angle is 8,. 
This step is accompanied by a small decrease in liquid height, h, . With more liquid condensing, 
the liquid column in duct 1 increases its height back to the ma~imum,(2a/pgr~)cos~~ and finally 
the liquid in the intersection expands to a maximum radius r,, . At r,, , the liquid touches comer 
C (see Fig. 5c) and becomes unstable and 1) its interface may break into two new interfaces; one 
inter€= in duct 2, and the other interface in the intersection as shown in Fig. 5d; or 2) the liquid 
in duct 1 may flow down immediately to provide liquid for the new configuration shown in Fig. 
5e. The expression for r- is obtained by using a force balance: 



For the configuration in Fig. 5d, liquid flowing into duct 2 from duct 1 is determined from the 
new l i q d  column height in duct 1. From a force balance in duct 1 and duct 2, the maximum 
liquid height in duct 1 is found to be: 

K ' p g ( 7 -  2= - eR  -eAm) r2 (7) 

provided R= r2 /caseA (see fig. 5d). Once the G q d  pressure h the intersection exceeds the 
l i q d  pressure in duct 2, the configuration shown in Fig. 5d becomes unstable and the 
confguration in Fig. 5e develops. 

For the configuration shown in Fig. 5e, the fact that the liquid pressure in the interface may be 
higher than liquid pressure in duct 2, the liquid in intersection 1 is pulled into duct 2, until it 
breaks to two new interfaces in duct 1 and duct 2. When more gas condenses, the contact angle at 
the bottom interface of duct 1 changes fiom eAmu to 90" as the height of liquid column in duct 1 
increases to (2a/pgr,)coseR. If there is still more gas condensing in duct 1, the condensed liquid 
flows into duct 2 through the comer while the height of liquid column in duct 1 remains the same. 
As more gas condenses, the liquid fills duct 2, and the contact angles at both edges increase to 
90". Finally liquid enters intersection 2 as shown in Fig. 5f. The curvature of the liquid interface in 
intersection 1 changes to the convex shape and the maximum height of the liquid cblumn in duct 1 
increases to (W / pg)(cos OR / 5 +I / %> with further condensation. The liquid bridge in intersection 
2 keeps growing until it touches comer D and breaks into new interfaces. The interface in 
intersection 1 also breaks to two new interfaces in ducts 1 and 2. If 5'<t3*, the stable 
configuration shown in Fig. 5g(l) realizes provided the liquid pressure in the intersection and duct 
2 can be the same. If r1'>r3' , the new interface shown in Fig. 5g(2) with the dashed line is 
unstable. Liquid will be pulled into duct 3' and the stable configuration as shown with the solid 
line will evolve. 
The interface in intersection 2 of Fig. 5g(l) with further condensation expands until it touches 

the other comer E , then it breaks to two new interfaces as shown in Figs. Sh(1a) and 5h(lb). 
The configllliitions in Figs. %(la) and 5h(lb) are for different duct sizes as shown in these 
figures. In Fig. 5h(la), with further condensation, duct 4' will be filled and then the vertical liquid 
column fiom ducts 1' and 3' will increase till it becomes unstable leading to the configuration in 
Fig. 5i. 

When the liquid first forms in a horizontal capiUary duct ( r c rp ), the liquid bridge is stabIe until 
it reaches the intersections; then the contact angles at both edges increase to 90° (Le., flat 
interface). There will be no further condensation on those flat interfaces. The maximum liquid 
length in a horizontal duct is the duct length. 

In addition to the process described above, we also assume that when a liquid bridge first 
forms in a duct, it will appear in its middle. When two liquid bridges have been established in a 
single duct as result of flow fiom the neighboring ducts, these two liquid bridges upon touching 
each other form a single bridge or column. The rules goveming the stability of a liquid column or 
a liquid bridge are based on the force balance which is the same as relating the pressures at 
various points in a liquid medium; in the horizontal direction, liquid pressure should be the same in 
a continuous liquid medium, and in the vertical direction, liquid pressure should be in hydrostatic 
equilibrium. 



Network mification. We represent the porous media by a two-dimensional vertical square 
network with randomly sized circular capillary ducts. In this work, we use a network with 
dimensions of 20 x 20 intersections. The radius of each duct is randornly chosen &om a log- 
normal Size distribution fimction, shown in Fig. 6. The average radius of the ducts is 23.06 p ~ ,  
and the standard deviation is 5.74. For simplicity, we assume each capillary duct has the same 
length, 1 =60oO p . The total PV of the network is 8.89 m3. Fig. 7 provides the network used in 
this work. The thickness of the lines is proportional to the duct diameter. 

PROCEDURE AND RESULTS 

hitially, the network is fully saturated with gas at a pressure above the dew point pressure. 
The gas pressure is then decreased to allow the liquid to form. In our simulation, we modify the 
continuous condensation process with discrete steps. During every step, a small amount of liquid 
forms. At the saturation point, those ducts with t c tp allow condensation in the form of a liquid 
bridge. Later on those ducts with radii larger than tp which contain liquid bridges also serve as 
condensation sites. In this work, rp is assumed to be 20 pm , and the amount of condensation per 
step in a liquid bridge is 2OOpz3. For simplicity we keep surface tension constant and assume that 
it is independent of pressure. This restriction on surface tension can be easily removed. We also 
assume that the gas pressure is constant in the entire network and the effect of gas pressure on the 
gas-liquid interface is also neglected. 

Fig. 8 shows the liquid distributions in the network for OR =OO,OAmar =IOo, 
p = 05 g/ m3, Q = 0.1 @w/m at various stages of pressure depletion where liquid condensation 
inCreaseS. 

Fig. Sa shows the condensate distribution in the network at T = 10,OOO steps. The condensate 
saturation is 5.62%. Only small ducts have formed liquid bridges. There is little difference in 
condensate volume between vertical and horizontal ducts. This means that the liquid in most 
vertical ducts is sti l l  stable. 

Fig. 8b shows the condensate distribution in the network at T = 25,OoO steps. At this stage, the 
condensate saturation is S, =16.695. The small ducts and some nearby large ducts have formed 
liquid bridges, but the condensate is not well COM~CW~ to the outlet. 

Fig. & shows the condensate distribution in the network at T = 35J83 steps. At this stage, the 
condensate paths have been well established, the liquid is mobile, and the network produces 
condensate at a stable rate. The saturation is S, = 26.0%. Critical condensate saturation is defined 
as the liquid saturation at which the liquid production h m  the network becomes sustainable. 
Thus, in Fig. & the network has reached critical condensate saturation. 

Critical condensate saturation, S, , of the network is obtained from 

where V,, is the total liquid condensed in the network, V,, is the total liquid production of the 
network, and PV is the total porous volume. For this example, V,,=23imm3, 
V, = 7.25 x 10” mm3 and PV = 8.89 m3. 

Effect of various varameters. Fig. 9 displays the calculated results for Critical condensate 
saturation, S, , for various values of surface tension and contact angle hysteresis. The calculations 



are based on the u)xu)intersections network described above. The figure reveals that surface 
tension has a pronounced influence on critical condensate saturation. As surface tension increases, 
critical condensate saturation also increases. The effect of contact angle hysteresis is somewhat 
Werent. Contact angle hysteresis, when e, = Oo , and 6,- varies fkom lo to 10" affects critical 
condensate saturation (F'ig. 9a). However, contact angle hysteresis within the range of 100 to 
30" seems to have a small effect on S, . The oscillations in S, for low values of surface tension 
are believed to be due to the network size (see Fig. 9b). 

In order to study the sensitivity of the model to the network size, we increased the network 
size to 40x40 intersections. The advancing (maximum) and receding contact angles are e,,-= 
200 and 6, = 0". Other parameters are kept the same. The results of S, calculations are provided 
in Fig. 10. There is little effect of network size on S, values at high values of surface tension. 
The oscillations at low values of surface tension are due to the network size. 

So, In a Network 
Many authors discuss the displacement process by using a wide variety of network models. 

Here, the simple network described above is also used to study two-phase displacement to 
establish So,. The network for displacement is similar to the one used by Lenormand et all'; we 
use circular tubes rather than the rectangular tubes. 

Similar to Lenormand et al's model, the imbibition displacement follows the rules that: 1) in 
any duct, if the capillary pressure is equal to or higher than the invasion pressure, the invading 
liquid enters the duct and stops at the other end; 2) every duct is either full of wetting phase or 
non-wetting phase. (ie. piston-type motion as shown in Fig. lla); 3) snap-off motion occurs only 
when the piston-type motion is not possible for topological reasons as shown in Figs. llb, llc; 4) 
when the non-wetting fluid is in one duct at the intersection, the imbibition 11-type motion occurs 
as shown in Fig. lld; 5) when the non-wetting fluid is only in two adjacent ducts at the 
intersection, the imbibition I2-type motion occurs as shown in Fig. lle. 

PROCEDURE AND RESULTS 

In our S, network model, we first pe~orm a major drainage, then decrease the capillary 
pressure by increasing the water pressure to accomplish imbibition. Fn>m the drainage-imbibition 
process, we can determine residual oil saturation. The effect of gravity on S, is neglected. 

We separate the ducts in the network into seven groups according to their sizes, as shown in 
Table 1. Initially, the network is fully saturated with water (Le., wetting phase). The water 
reservoir is connected to the network at the top boundary. The oil (non-wetting phase) reservoir 
is connected to the network at the bottom boundary. 

In the drainage process, oil is the invading phase while water is the invaded phase. We increase 
the oil reservoir pressure, P, , and keep the water reservoir pressure, P, , constant. At first, the oil 
pressure is increased gradually to the extent that it can enter the ducts which have sizes among 
groups 4 to 7. The oil phase does not form continuous paths to the top outlet at this pressure. We 
then increase the oil pressure to drain water in the ducts which have sizes in group 3. The oil at 
this pressure builds continuous paths to the top outlet. The oil pressure again is increased to allow 
water to be drained from all the ducts in which their paths have not been blocked. Some water is 
trapped no matter how much we increase the oil pressure. The trapped water is the residual water, 
and the water saturation is residual water saturation, s,. This is the end of the major drainage 
process. 
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After this initial drainage, we start an imbibition process where water is the invading phase 
and oil is the invaded phase. We keep increasing the water reservoir pressure, P,, while keeping 
the oil reservoir pressure, p0,  constant. As we increase water pressure gradually, the capillary 
pressure allows water to enter the network. First, only piston-type displacement happens. We 
then increase water pressure further which causes the snap-off, imbibition 11- and I2-types 
displacements. When all the oil lefi in the network is the trapped oil, the imbibition prucess ends, 
and the oil saturation is residual oil saturation, So, . 

In order to investigate the relationship between S, and surface tension, we change the surface 
tension and repeat the drainage-imbibition process; S,, values at diEerent surface tensions are 
obtained which are shown in Fig. 12. The figure reveals that when surface tension is lower than 
0.25 dym/cm, So, increases with increasing surface tension. When surface tension is higher than 
0.25 & ~ / c m ,  So, is independent of surface tension. Fig. 13 shows residual oil saturation for a 
low water-oil intefiacial tension of 0.25 dynelcm (s, = 48596). Note the end effects on the right 
and left sides cause the oil to be trapped. Comparison of this figure with Fig. 8 reveals that s,, 
and S, are different entities. 

DISCUSSION AND CONCLUSIONS 
In this work, we have used simple tube geometries and a simple network for the representation of 
porous media. With these simple geometries, surface tension and contact angle hysteresis are key 
parameters of the critical condensate saturation modeL Surface tension for gas condensate 
systems is often known. However, the current knowledge on contact angle hysteresis for gas 
condensate systems on a rock substrate is very little. Since a rock substrate is not smooth, one 
may expect contact angle hysteresis. In reservoir engineering calculation, it is often assumed that 
the contact angle between the oil and gas phases on a rock substrate is zero (e measured through 
the oil phase). However, this does not mean that the contact angle hysteresis is zero. Very simple 
laboratory experiments using capillary tubes in the vertical position reveal that liquid in 
equilibrium with its vapor does not flow. The only reason for the liquid holdup is the contact 
angle hysteresis. Since contact angle hysteresis may depend on the type of hydrocarbons, one 
may speculate that the contact angle hysteresis for a model fluid such as C,/nC, and an actual 
Condensate may not be the same. 

The phenomenological model described in this paper leads to the following conclusions: 

1. Critical condensate saturation, S, , in a network of circular capillary tubes is similar to that 
of a single tube, S, increases with an increase in surface tension. 

2. Critical condensate saturation in a network of capillary tubes is affected by contact angle 
hysteresis within the range of 00 to 100; when contact angle hysteresis increases, S, also 
increases. S, is only slightly affected by the contact angle hysteresis in the range of 10" to 300. 

3. There is an essential distinction between critical condensate saturation, Sa, and residual 
nonwetting saturation, S,. Above a certain value of surface tension, s,, is independent of this 
parameter in a capillary tube network. However, S, is a function of surface tension both in a 
capillary tube network and in a single tube. 



The above conclusions are based on the balance between the capillary and gravity forces 
for S, . The conclusions, will, therefore, apply to critical condensate saturation in a vertical 
system, where viscous forces are neglected. S, in the horizontal direction when viscous forces 
are applied requires the examination of pressure effects, which are not covered in this work. 

NOMENCLATURE 
a = side length of an equilateral triangular tube 
A = liquid cross-section area 
1 =ductlength 
1, = parameter &fined by Eqs. A 4  and A-IS 
1, =parameter defined by Eqs. A-5 and A-16 
h = height of liquid bridge 
P =pressure 
P, = capilhrypressure 
PV =porevolume 

r = radius of a tube, also radius of the side curve of curved triangle 
R = radius of inteflace 
rp = threshold radius 
S =sawation 

S, = critical condensate saturation 
S, = residual oil saturation 
S, = critical gas saturation 
v = volume of condensate 

Greek letters 

a = angle defined for a curved triangular tube 
8 =contactangle 

e, = critical contact angle 
p =density 

Ap = density diference between liquid and gas phases 
0 =surface tenswn 
ac = critical su$ace tension (corresponding to 6, = Oo 

subscripts 

A = advancing 
C = condensate 
CC = critical condensate 

ntax=Maxintum 
out = liquidflowing out of the network 
R = receding 

wtal = total condensate that has been condensed 
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Appendix: Critical Condensate Saturation (Liquid Holdup) Expressions 

In the following derivations, the tube is assumed in a vertical position. First we will derive the 
expression for liquid holdup in an equilateral-triangular tube. 

Triangular tube. Let's first derive the expressions for capillary rise in an equilateral triangular 
tube shown in Fig. 3 of the text (see Figs. 3a and 3b). For simplicity we will limit the derivations 
for e e 6oo. Fig. 3a depicts the vertical cross section across AD. The horizontal cross-section is 
shown in Fig. 3b. We assume that the interface is near-vertical fix h > h , ,  similar to the 
assumption made by Princen. When the whole column is at equilibrium, the force balance on the 
liquid column below h = hl is given by: 

F, = FG ..................................................... (A-1) 

where the interfacial force F, is given by 

F, = ~ ( z , ~ S e + z , )  ...................................... (A-2) 

FG = ApghlAhl ........................................... (A-3) 
and the gravity force FG is given by 

In Eq. A-3 the gas density is neglected. 2, is the length of the nonwetting phase-wetting phase 
interface in contact with the solid wall, I ,  is the length of the wetting phase in contact with the 
nonwetting phase and A, is the projected liquid cross-section area of the hterface at h = h,. 
From Fig. 3b 

2, =3[a-4R1 sin(;-e)] ............................. (A-4) 

2 Z, = 3 5 ~ - 2 e ) ~ ,  ........................................ (A-5) 

............................................................................... A~ 

The radius R, in Fig. 3b is given by the capillary pressure at h = h, 

.......................................(A -7) 20 P,l = &gh1 =- 
4 

Combining Eqs. A-1 to A-6 provides the expression forRl 

The expression for h, is then readily obtained through h, = 2 0 / ~ p g ~ ,  . 
The next step is to obtain an expression for h, the liquid column in the vertical trian- tube 

(see Fig. 4). The basic concepts are the same as the capillary rise. There is a need to incorporate 
contact angle hysteresis so that the tube can hold a liquid column. We have to write the basic 
expression 
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Pd = Pdl + Apgh ......................................... (A-9) 
where pd is the capillary pressure on the advancing meniscus and P& is the capillary pressure at 
tk seceding meniscus. Substitution of various parameters with appropriate contact angles in Eq. 
A-9 will provide Eq. 3 of the text. 

Curved triangular tube. The capillary rise in an equilateral c w e d  triangular tube is similar to 
that for an equilateral triangular tube but somewhat more complicated Fig. 3a and Fig. 3c show 
the two cross sections. In the following, the derivations will be for a positive P, . 

The capillary pressure at h = hl (see Fig. 3a and Fig. 3c) is given by: 

Pd = 2014 = &ghl ................................. (A-IO) 
f?l isobtained 

1-wsa, Ri = I ..................................... (A-11) 
cOs(a1 +e) 

where r is the radius of the curved triangle, and a1 is obtained from 

(---)-(2-cosal)sinal f i x  -(~--cosa,)~ m(a1 +e) +al ('-ma') =O ..........( A-12) 
3 6  

To obtain the capillary holdup height h in a curved-triangular tube, the force balance equations 
at the interfaces on both sides are written 

Fp, = F, ................................................ (A-13) 

Fp, =P,A,, ............................................. (A-14) 

where )I = A ,  R; A and R represent advancing and receding interfaces, respectively and FPcn is the 
capillary force balanced by the interfacial force Fm. The expression for is given by Eq. A-2 and 
parameters l1,, l,, A,, (n = A ,  R) are given by 

x 
21, =3r(--2a,,) ...................................... (A-15) 

3 

1-cosa,, Z, = 31[x- 2(an + e)] ................ (A-16) 
cos(a, +e) 

Once the receding and advancing parameters are known, Eq. A-9 is used to obtain Eq. 4 of the text, 
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