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Background: The purpose of this project was to develop a method to monitor and control the biological treatment 
of high-strength organic wastewater based on earlier research with anaerobic sludge digestion. In this scheme, 
hydrogen (Hz) and carbon monoxide (CO), which are trace gases, are monitored, in addition to total gas production, 
methane, and carbon dioxide (CO,) concentration. These trace gases (in the parts per million and parts per billion 
range) were found to be sensitive to changes in organic and hydraulic loading, as well as heavy metal and toxic 
organic contaminations. 

Objectives: Experiments were conducted using upflow anaerobic sludge blanket (UASB) reactors treating a syn- 
thetic brewery wastewater. The dynamic behavior of the UASB system based on hydraulics, biological kinetics and 
mass transfer characteristics was analytically and physically modeled. Steady- and unsteady-state (cyclic) experiments 
were conducted to provide data upon which to base a control model. Nine organic loading rates (4-25 kg Chemical 
Oxygen Demand COD/m3-d) and system hydraulic retention times (HRT) (0.5- 1.5 days) were used to develop steady- 
state data. Harmonic and random step-wise perturbation experiments were conducted. Data were analyzed using 
time-series analysis and other statistical techniques. Step-wise cyclic loading and random perturbation experiments 
to bring the system to failure (up to 60 kg COD/m3-d) were used to test the trace gas control model. Tests were con- 
ducted with and without pH control. 

R&D Results: CO and H, were found to be good indicators of the state of the system. Under steady state 
conditions these parameters plotted in a bivariate plot of the ratio of CO and H, concentration to gas production 
(GP), in units of ppb/mL/hr and ppm/mL/hr, were within an envelope of {2,1). This was not the case for per- 
turbations leading to failure when these parameters leave this envelope. Early warning, however, was not obtained 
by monitoring these parameters. High-rate anaerobic wastewater treatment proved to be more robust and difficult 
to bring to failure than expected. The experience at higher loading rates demonstrated the capability of UASBs to 
handle a wide range of organic loadings without compromising operation. The UASB reactor was able to handle 
25 kg COD/m'-d without a problem. In all cases, the UASB reactor was able to recover after "failure." 

Trace gases provided early indications of process upsets to toxic contaminants, (e.g., phenol), but MBI and 
NYSERDA staff felt this wasn't sufficient to justify further development. 
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ABSTRACT 

Trace gases are generated by many biological reactions. During anaerobic decomposition, trace levels of 
hydrogen (H2) and carbon monoxide (CO) gases are produced. It was shown previously that these trace 
gases are intrinsically related to the biochemical reactions occurring and, therefore, offer promise for on- 
line process monitoring and control. This work was designed to test how effectively hydrogen and CO 
could be to monitor high-rate &aerobic systems that has significant mass transfer and complex hydraulics. 

An experimental program was designed to examine the behavior of an upflow anaerobic sludge 
blanket (UASB) reactor system under steady state and in response to organic loading perturbations. 
The responses of trace gases CO and H2 were tracked using an on-line, real-time gas-monitoring 
system linked to a computer-controlled data acquisition package. Data on conventional process 
parameters suck as pH, chemical oxygen demand (COD), volatile fatty acids (VFAs) were 
concurrently collected. 

Monitoring of conventional process indicators (Le., pH, VFA, gas production) and trace gas (H2 and 
CO) indicators was conducted using a matrix of nine different steady-state OLRs (4-23 kg 
COD/m3-d) and system HRTs (0.5 to 2.5 days) was performed to determine any correlation among 
the indicators. Of OLR, HRT, and influent COD, only OLR had any significant influence on the 
process indicators examined. All parameters except methane increased with increases in OLR 
methane decreased with increased OLR. The OLR and gas production rate (GP) were observed to be 
linearly correlated. 

The best method of applying trace gases for monitoring was observed to be the use of a bivariate plot 
of CO/GP versus H,/GP. All of this 
(2,l)  for all the steady state data. 

data fell within a narrow operating envelope of 

A series of six unsteady state experiments with on-line data for CO, H,, GP, and methane collected at 
10-minute intervals was conducted. The first three experiments examined step and impulse increases 
in OLR at times and amplitudes that did not significantly affect performance of the UASB system. 
This was followed by three experiments (one with pH control, two without) during which the OLR 
was increased to 60 kg COD/m3-d for a sufficient period to induce process upset or failure. In all 
cases, CO and H, did not provide early warning. It was observed that dissolved CO and H, 
concentrations were not close to being in equilibrium with the gas phase. CO in the liquid phase was 
much higher than would be expected based on the gas phase samples and H2 was much lower than 
would be expected. The ratios of aqueous to gas phase varied randomly and to a significant extent for 
both gases. 

The use of the bivariate plot of CO/GP and H,/GP was observed to accurately depict when system 
failures occurred. Because CO remained at elevated concentrations after the system recovered, the 
use of this type of control chart for tracking recovery is not appropriate. 

Final conclusions are that although there is some merit in using CO and H2 as process indicators, 
particularly the use of a bivariate plot or control chart using CO/GP versus H,/GP, the additional 
benefit in terms of providing early warning was not realized on a consistent basis. The added cost of 
a trace gas monitoring system for a typical industrial application does not appear justified based on 
these results. 

... 
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SUMMARY 

The potential of using trace gases H, and CO for monitoring andlor control of anaerobic treatment 
systems based on work with anaerobically digested sludge appeared promising. The long hydraulic 
residence time (HRT) in typical municipal digesters (1 5-30 days), however, means that most 
problems in these type systems can be adequately handled using currently practiced techniques. One 
potential application of trace gas monitoring that held promise was its application to high-rate 
anaerobic treatment systems used for industrial wastewater purification. Being able to reliably detect 
the onset of operational difficulties on-line would allow these type systems to be designed at high 
applied organic loading rates (OLRs), and therefore reduce the size and capital costs of the treatment 
system. 

An experimental program was designed to examine the behavtor of an upflow anaerobic sludge 
blanket (UASB) reactor system under steady state and in response to organic loading perturbations. 
The responses of trace gases CO and H, were tracked using an on-line, real-time gas-monitoring 
system linked to a computer-controlled data acquisition package. Data on conventional process 
parameters such as pH, chemical oxygen demand (COD), volatile fatty acids (VFAs) were 
concurrently collected. 

The most widely used anaerobic treatment system worldwide (and in the United States) is the UASB 
process. It is estimated that more than 90% of the high-rate anaerobic treatment systems installed 
worldwide are UASB or modified UASB-type systems. In the United States, the use of this process 
to treat brewery wastes is gaining rapid acceptance and popularity. A total of four systems had been 
installed in the United States for brewery waste treatment at the time this work was initiated. 

For this work, a laboratory-pilot UASB reactor was constructed and instrumented for on-line data 
acquisition. The UASB reactor was used to treat a synthetic brewery waste developed based on a 5- 
day sampling at a brewery. A series of steady- and unsteady state experiments was used to study 
system response and examine process control algorithms by simulating cyclic and cyclic random 
inputs to the reactor and modeling these results using time-series analysis, statistical techniques, and 
control charts and plots for evaluating the data collected. 

System hydraulics, biological kinetic rates, and mass transfer are important factors in the performance 
of any biological treatment system. In order that results obtained from this work, using laboratory 
pilot-scale reactors, could be readily applied for field-scale systems, careful characterization of these 
attributes were made. 

A review of existing hydraulic models was performed and a theoretical framework for an integrated 
reaction, diffusion, and hydraulic model developed (Section 4). This framework included mass 
transport and diffusion into a finite “active” biofih layer of the granules, and is therefore appropriate 
for use with other biofilm systems such as anaerobic fluidized bed reactors. 

The hydraulics of the UASB system were characterized under various hydraulic and organic loading 
rate conditions. At OLRs, hydraulics were dominated by the surface upflow rate. At high OLRs, gas 
production was the major factor controlling system hydraulics. For high OLRs, none of the models 
available accurately described system hydraulics. A new model that described the UASB as a 
continuously stirred tank (CSTR). with dead volume and by-pass flow, granule bed in series with a 
dispersion plug flow reactor (the clarifier volume above the granule bed) was developed. This model 
fit all observed data at high OLRs (Section 5). 

Monitoring of conventional process indicators (i.e., pH, VFA, gas production) and trace gas (H, and 
CO) indicators using a matrix of nine different OLRs (4-23 kg COD/m’-d) and system HRTs (0.5 to 
2.5 days) was performed to determine any correlation among the indicators. Of OLR, HRT, and 
influent COD, only OLR had any significant influence oh the process indicators examined. All 
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parameters except methane increased with increases in OLR; methane decreased with increased OLR. 
The OLR and gas production rate (GP) were observed to be linearly correlated. The other parameters 
were correlated in a non-linear fashion. Results of spectral analysis indicated no periodicity for the 
parameters measured. 

The best method of applying trace gases for monitoring was observed to be the use of a bivariate plot 
of CO/GP versus H2/GP. All of this “normalized’’ data fell within a narrow operating envelope of 
(2,l) for all the steady state data. 

A series of six unsteady state experiments with on-line data for CO, H,, GP, and methane collected at 
10-minute intervals was conducted. The first three experiments examined step and impulse increases 
in OLR at times and amplitudes that did not significantly affect performance of the UASB system. 
This was followed by three experiments (one with pH control, two without) during which the OLR 
was increased to 60 kg COD/m3-d for a sufficient period to induce process upset or failure. In all 
cases, CO and H, did not provide early warning. It was observed that dissolved CO and H, 
concentrations were not close to being in equilibrium with the gas phase. CO in the liquid phase was 
much higher than would be expected based on the gas phase samples and H, was much lower than 
would be expected. The ratios of aqueous to gas phase varied randomly and to a significant extent for 
both gases. 

The use of the bivariate plot of CO/GP and HJGP was observed to accurately depict when system 
failures occurred. Because CO remained at elevated concentrations after the system recovered, the 
use of this type of control chart for tracking recovery is not appropriate. 

The failure of CO to respond as anticipated was investigated further and was observed to be in part 
related to the appearance of n-propanol in the system effluent during the upset conditions. Some 
investigation of this phenomenon was performed (Section 7). The failure of CO to be correlated as 
well with acetate as during previous work is believed due to the fact that 1) other reactions involving 
CO production and consumption occur during the degradation of sugars, and 2) dissolved and gas- 
phase CO were not in equilibrium, as was the case in experiments performed using sludge and a 
completely mixed chemostat type system. 

Finally, the effect of perturbing UASB with addition of phenol was examined. During this 
experiment, CO increased rapidly in response to phenol addition well in advance of the upset and 
prior to response of any other process indicator monitored. The bivariate plot was observed to work 
well for predicting upset, but was not effective in indicating when system recovery occurred. This is 
again due to CO concentrations remaining elevated after recovery had occurred as measured by all 
other process indicators. 

Final conclusions are that although there is some merit in using CO and H, as process indicators, 
particularly the use of a bivariate plot or control chart using CO/GP versus HJGP, the additional 
benefit in terms of providing early warning was not realized on a consistent basis. The added cost of 
a trace gas monitoring system for a typical industrial application does not appear justified based on 
these results. 
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Section 1 

INTRODUCTION 

Anaerobic processes have been used for wastewa€er treatment for more than a century. Over the past 20 

years, anaerobic treatment has attracted considerably greater attention due to the development of high-rate 

anaerobic process advanced monitoring and control technologies, and new discoveries in anaerobic 

microbiology . 

Many studies have been performed using high-rate anaerobic processes such as UASB (upflow anaerobic 

sludge blanket) reactors, anaerobic fluidized bed reactors (AFBRs) and anaerobic filters. UASB and 

AFBR reactors with their ability to operate at short retention times (6-12 hrs), high organic loading rates 

(10-15 kg COD/m3-d), and high removal efficiency, have broad applications in the food industry 

worldwide. There has been considerable application of UASB systems in the USA and Netherlands. 

Anaerobic granules in UASB reactor systems are aggregates of microbia1 consortia composed of 3-5 major 

groups of organisms. These granules have the advantages of high volumetric densities of microorganisms. 

This high density of biomass accumulation allows excellent treatment performance in small reactor 

volumes. All three major steps in the process of anaerobic degradation (hydrolysis, acetogenesis, and 

methanogenesis) are involved in treating brewery wastewater. The complexity of the UASB process and 

wide range of potential applications demonstrate the importance of developing strong engineering and 

scientific knowledge to achieve stable and controlled performance. 

In biological wastewater treatment processes, the primary method of characterizing a process is to combine 

the knowledge of physico-chemical and microbial kinetics to allow a better understanding of the 

degradation process. Studying UASB reactors includes studying the inherent properties and physico- 

chemical-biological characteristics of system inputs and the use of on-line monitoring to help determine the 

responses of system variables. Such research should result in the ability to control the process with greater 

confidence. This can further improve system performance and prevent gross process failure. The present 

research focused on an overall description of UASB reactor performance in treating a synthetic brewery 

waste using anaerobic granules, inchding 1) characterization of UASB reactor hydraulics, 2) determination 

of metabolic performance of the anaerobic granules, and 3) monitoring and modeling of UASB reactor 

performance. 
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Section 2 

BACKGROUND 

METHANOGENESIS AND METHANE PRODUCTION 

Methanogenesis is the terminal step in anaerobic &gradation once inorganic electron acceptors such as 

nitrate and sulfate are exhausted. It is, therefore, the most important process in anaerobic freshwater lake 

sediments, sewage sjudge, or the rumen, where the supply of nitrate or sulfate is small compared with the 

input of organic substrates. Chemically speaking, the entire, rather complex, process of anaerobically 

transforming complex organic substances to methane ahd carbon dioxide is a disproportionation of organic 

carbon into its most oxidized and its most reduced form. Carbon and electron flow in methanogenic 

environments can be described by a three-step process (Figure 2-1). Complex organic matter is first 

broken down to alcohols and carboxylic acids (long-chain fatty acids) through hydrolysis and fermentation. 

These compounds are fbrther converted to acetate and H2 during acetogenesis. Finally, methane is 

produced from the acetate and H2/C02. Major metabolic groups involved are: hydrolytic and fermentative 

bacteria (I), proton-reducing acetogens (11), methanogens (hydrogenotrophic and acetoclastic) (111), and 

homoacetogenic bacteria (IV). Depending on the beginning substrate, acetoclastic methanogenesis 

contributes about 70%-80% of the methane produced. The remaining 20%-30% of methane is formed by 

hydrogenotrophic methanogenesis. The percentage of methane in the gas mixture formed depends on the 

oxidation state of the substrate used. Carbohydrates are converted to equal amounts of methane and carbon 

dioxide, while catabolism of methanol and lipids produces more methane than carbon dioxide. During 

brewery wastewater treatment, all three steps of the anaerobic degradative process are involved. 

Theoretically, about 75% methane and 25% CO, were produced from degradation of the brewery waste 

used in this study. 

Anaerobic degradation of complex organics requires the interactions of different groups of microorganism 

to form a "network" for a complete conversion of the organics to CO, and CH,. Variation of 

environmental conditions could result in significant changes in microbial populations within the system 

and affect performance. Methanogenic bacteria are very sensitive to pH variations. A low pH 

environment can inhibit methane production to a great extent. 

Methanogens are specialized for a unique form of energy metabolism. The central metabolic pathway in 

autotrophic methanogens involved the stepwise reduction of a one-carbofl unit, which was derived from the 

growth substrate, such as C02. Acetoclastic methanogenesis is dependent upon the ability ofthe cell to 

cleave the acetate molecule, reduce the methyl substituent, and oxidize the carboxyl substituent. 
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HYDROLYSIS 

Figure 2-1. Carbon and electron flow in methanogenic environments. Metabolic groups 
involved: 1. Hydrolytic and fermentative bacteria; 11. Proton-reducing acetogenic bacteria; 
111. Methanogenic bacteria a) hydrogenophilic b) acetophilic; IV. Homoacetogenic bacteria; 

V. Fatty acid-synthesizing bacteria. After Zehnder et al. (1981). 

Unique coenzymes found in methanogens include factor F420, MFR (methanofuran, carbon dioxide 

reduction factor), methanopterin, nickel-containing factor F,;,, mobile factor (required by 

Methanomicrobium mobile), component B of the methylreductase system. These coenzymes play a major 

role in the methanogenic pathways. Methanogenesis from acetate to methyl coenzyme M (CHj-S-CoM) 

involves coenzyme M as a methyl equivalent carrier, carbon monoxide dehydrogenase (CODH) which 

oxidizes the carboxyl carbon, and cobamides. Methanogenesis from COz and H2 involves three coenzymes 

- MFR, H,MPT, and Coenzyme M - as carbon carriers during the sequential reduction of C02 to CH,. The 

terminal reduction of CH3-S-CoM by hydrogen involves two additional cofactors, component B and factor 

F430 of the CH3-S-CoM methylreductase system, which reduces the methyl moiety to methane. 

' 

Methanogens are limited to simple growth substrates and can only obtain limited amounts of energy from 

these substrates. A comparison of the free energy changes of hydrolysis of ATP (-3 1.8 kJhol )  and those 

of methane formation from the substrates hydrogen and carbon dioxide (-135.6 kJimo1 of CH,), form8te 
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(-130.1 kJ), methanol (-104.9 kJ), methylamines (about -74 kJ), carbon monoxide (196.7 W) and acetate 

(-3 1 .O kJ) lead to the conclusion that only small amounts of energy are available to these organisms 

(Daniels et al., 1984; Thauer et al., 1977). Membranes of methanogens are important in proton-dependent 

energy coupling. This includes a membrane-associated, proton-dependent ATPase coupled to a 

sodiwn/proton antiporter. A Na' gradient is maintained by a Na+/" antiporter implicated in ATP 

synthesis. Active transport has been described in transport coenzyme M, nickel, and amino acids. 

Hydrogenase is central to rnethanogen bioenergetics. Methanogenesis and its energetics have been 

thoroughly reviewed (Jones et a]., 1987; Daniels et al., 1984). 

Many of the bacteria of groups I, 111, and IV have been Cultivated and studied in detail. Not much is 

known about the bacteria of group 11 because they are difficult to cultivate independently; a sink for the 

reducing equivalents they produce is required if the acetogenic reactions are to have favorable energetics. 

The Gibbs free energy change (AG"of a single chemical reaction 

aA +bB + cC + dD ... (2-1) 

can be written in the form 

AG'= AGO' +RT ~n (fa;:) - ... (2-2) 

Lowercase letters a,b,c, and d signify molar concentrations of compounds A,B,C, and D. Primes denote 

evaluation in aqueous solution at pH 7. The standard free energy change (AGO') denotes the free energy 

change in aqueous solution with all other reactants and products present at 1 M concentration at 1 

atmosphere and 273°K. In a closed system, the reaction will proceed from left to right if and only if AG' is 

negative. 

Since the proton reducing acetogenic bacteria (group 11) catalyze reactions which are thermodynamically 

endergonic under standard conditions, they can be cultivated only in the presence of hydrogen-scavenging 

bacteria such as methanogens, which maintain a sufficiently low hydrogen partial pressure to allow 

substrate degradation (Wolin 1976). A scheme that visualizes the thermodynamically delicate situation of 

ethanol and propionate degrading bacteria is given in Figure 2-2. In order for propionate to be converted 

to acetate, the H2 partial pressure must be maintained lower than lo4 ann. Methanogenic hydrogen 

consumers, however, require a H, level higher than atm to maintain a negative AG' for 

2-3 



methanogenesis. The lower bound of H, reflects a minimum energy. Energy requirements form the basis 

of the concept of substrate thresholds. A threshold is the substrate concentration below which a specific 

organism can no longer use that substrate as the primary growth substrate. 

- 8  - 

- 6  - 

kcal 

TO M E T I + t 4 H E  T O  M E T H A H E  

- 8  -7 - 6  - 5  - 4  -3 -2 - - I  0 

Figure 2-2. Effect of hydrogen partial pressure on the Gibbs free energy changes of 
conversion of ethanol, propionate, acetate and hydrogen during methane formation. After 

McCarty (1981). 

SUBSTRATE TRANSPORT AND UTILIZATION WITHIN ANAEROBKC GRANULES 

Reaction kinetics within biofilm systems (including anaerobic granules) often involve mass 

transfer into biofilms and simultaneous substrate utilization. The effect of mass-transfer or diffusion on a 

specific system can be described by a coupled reaction-diffusion relationship. When using mixed cultures, 

) when there are no 
dS kmXS 

substrate utilization can be generally described by Monod equation (- = ~ 

dt & + S  
mass transfer limitations. For Monod limiting substrate kinetics, when the substrate concentration is small 

km 
xs (S<<Ks), substrate utilization rate is proportional to ~, the ratio of specific maximum substrate 

utilization rate (km) to half velocity constant (Ks) times the biomass concentration (X) and substrate 

concentration (S). The reaction rate approaches a constant (kmX) when the substrate concentration 
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becomes very large (S>>Ks). Kinetic parameters km and Ks reflect the intrinsic properties of 

microorganisms for a specific substrate. 

In a biofilm system, calculation of the observed rate of substrate disappearance requires evaluation of the 

concentration profile of substrate within the biofilm. Substrate must fmt traverse the external film or 

liquid boundary layer from bulk liquid and subsequently diffitses into biofilms, where the biochemical 

reactions occur. The external mass transfer (substrate flux, [Ns] in mass per unit time per unit area) of 

substrate from the bulk liquid to the interface of liquid film and biofilm is described by the following 

equation: 

NS = KL (SO-S) ... (2-3 ) 

where K, is the mass transfer coefficient. S and So are the substrate concentrations at the interface and in 

the bulk liquid, respectively. The diffusion of substrate follows Fick’s law, or in X axis direction 

a 2 S  
at ax2 

- -D- as _-  ... (2-4) 

where D is substrate diffusivity. The observed overall reaction rate (apparent rate) in the bulk liquid, 

therefore, is a function of both reaction and mass transfer. Substrate concentrations within the biofilm vary 

with time and position. At steady state, the rate of substrate transported into the biofilm is balanced by 

substrate consumption, so that a substrate profile within the biofilm is established. There are several 

factors affecting substrate utilization under a mass transfer limited biofilm system: 1) biofilm thickness or 

granule diameter, 2) intrinsic kinetic parameters, 3) temperature and pH, 4) substrate concentration in the 

bulk liquid, 5 )  diffusion and mass transfer coefficients, and 6) liquid film thickness. Using a dimensional 

analysis, the mass transfer limitation in the biofilm system can be described by an effectiveness factor (q). 

The q is defined as the ratio of observed reaction rate at the surface of the biofilm to the reaction rate 

without mass transfer limitation, or the intrinsic reaction rate. When q is less than 1, the system is mass 

transfer limited. When q approaches 1 ,  reaction becomes rate-limiting. The effectiveness factor is 

influenced mostly by biofilm thickness or granule size. A detailed description of effectiveness factor and 

its evaluation is described elsewhere (Bailey and Ollis 1986). Mass diffusion through biofilm appears 

species dependent. The diffusivity of different species varies (Bennett and Myers, 1982). For the same 

substrate, the diffwivity changes with temperature. Within the biofilm, diffusion is described by an 

effectiveness diffusion coefficient which combines influences of the substrate diffusivity in the bulk liquid, 
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particle porosity, tortuosity factor and restricted diffusion situation in pores, internal surface chemistry, and 

charge. 

PROCESS MONITORING AND DYNAMIC MODELING 

Process monitoring is performed to detect changes of key parameters from a target level or to observe the 

variability of the process. Monitoring can be combined with control measures to maintain a process at a 

certain level of performance. Monitoring is accomplished using process indicators. Process indicators are 

used to: I)  tell how the process is operating currently, 2) tell how the process may be behave in the near 

future, and 3) identify periods of poor operation when assignable causes exist. Ideal process indicators 

should: 1) be sensitive to changes in the process with low noise, 2) be easy to measure, 3) have intrinsic 

meaning, 4) provide early warning, and 5 )  be amenable to on-line measurement. 

Anaerobic wastewater treatment processes, in general, are pH- and temperature-sensitive, vulnerable to 

toxicants, and require a certain range of hydrogen concentration to maintain a balance between hydrogen 

producers and hydrogen utilizers. For best performance of high-rate systems, the process must be 

monitored on a real-time basis. Various methods have been developed to detect variations in anaerobic 

wastewater treatment process, including on-line or off-line of the liquid, solid, or gas phase monitoring. 

Conventional process indicators in an anaerobic system have included reactor liquid pH, effluent VFA and 

COD, gas production, and methane production. Another category of monitoring has focused on parameters 

that have intrinsic meaning for biological consortia. These include using enzymatic, immunological, or 

gene probe assays, lipid composition analysis, F420 (growth factor), and fatty acids methyl ester (FAME) 

variation among methanogens. Most of these methods are off-line and time consuming. With 

improvements in monitoring technology and instrumentation, on-line monitoring in anaerobic wastewater 

treatment is becoming increasingly available. In recent years, there has been considerable interest in on- 

line monitoring of the trace gases CO and H,. A computerized, on-line monitoring system along with 

process indicators that are simple and sensitive and reflect microbial or biochemical variations can 

contribute significantly to the operation of a high-rate anaerobic treatment process. Successful process 

monitoring allows application of a control strategy and can prevent system failure. 

Mathematical modeling is still more of an art than a science. Several different approaches are possible 

based on existing information, hypothesis formulation in the literature, or theoretical knowledge from other 

branches of engineering and science. These lead to an explanation of phenomena known to occur in the 

field but not predicted by existing models. In wastewater treatment processes, mathematical modeling can 

serve many purposes. Modeling serves as a conceptual framework upon which to build and test 
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hypotheses, and it allows for exploration of the impact of a wide range of system variables, thereby 

extending knowledge. Modeling allows the development of control strategies by facilitating the 

investigation of treatment system response to a wide range of inputs without jeopardizing actual system 

performance. Dynamic modeling for bioreactors is used to describe unsteady state reactor performance 

and to characterize transient behavior. The application of mathematical models to anaerobic waste 

treatment was initially based on substrate utilization and growth of biomass. These simple models, 

although not a great advance over empirical equations for design and operating treatment systems, were a 

step forward. The models were not, however, satisfactory in describing dynamic behavior and treatment of 

complex organic waste under different reactor flow conditions. For these cases, a more complex structured 

model is necessary. A structured model is one which considers the biomass and substrate to be divided 

into several components, with biomass growth mediating the conversion of substrate to intermediates and 

finaI products. Physical, chemical and biological interactions during this process within the boundary 

volume (i.e., the reactor) are considered. Because of the unique characteristics of the bacteria in anaerobic 

treatment systems (low growth rates, high sensitivity to environmental factors, and complex syntrophic 

populations) and variations of reactor configurations, use of such a modeling approach becomes especially 

important. 

To mathematically describe the biological processes, the kinetics, stoichiometries, mass transport, and 

hydraulic relationships are incorporated into process material balances. This results in a family of 

slmultaneous mathematical equations (a model) which can be used to describe and predict system 

performance under a variety of conditions. 
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Section 3 

OBJECTIVES AND PROCEDURAL OVERVIEW 

OBJECTIVES 

The goal of this study was primarily to extend engineering knowledge in the area of anaerobic treatment. 

The objective is to develop the information base needed to improve process monitoring, control, and 

design of UASB reactors. Specific tasks within this objective included: 

0 Characterize the UASB reactor in terms of its hydraulic, kinetic, and mass transfer 

aspects. 

Monitor UASB reactor overall performance under pseudo-steady state and dynamic 

conditions using conventional parameters and the trace gases CO and HZ. 

UASB Reactor Hvdraulics 

The objectives with regard to UASB reactor hydraulics were to: 

0 Examine the effect of organic loading rate (OLR) and hydraulic flux on UASB 

reactor hydraulics and performance. 

0 Evaluate existing flow models. 

0 Develop of improved flow models for the UASB reactor. 

Metabolic Performance of UASB Reactors 

The objectives with regard to metabolic performance of UASB reacton were to: 

0 

0 

Examine the metabolic activity of brewery granules using different substrates. 

Examine mass transfer and diffusional limitations within the granules during 

substrate utilization. 

Examine the effect of temperature and substrate flux on overall substrate utilization. 

Examine acetate threshold during methanogenesis. 

Identify granule structure and predominant microbial groups. 

Identify pathway(s) of ethanol fermentation including n-propanol formation. 

0 

0 

0 

0 
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Monitorine and Modelin? UASB Reactors 

The objectives with regard to monitoring and modeling UASB reactors were to: 

0 Examine the impact of hydraulic loading, OLRs and organic composition on H2 and 

CO responses in the UASB reactor and relate these to reactor performance. 

Examine the potential of using H2 and CO to detect onset of unstable conditions and 

system failure. 

Develop a dynamic mathematical model for UASB reactors by integrating reactor: 

hydraulic, kinetic, and mass transfer information. 

0 

0 

EXPERIMENTAL APPROACHES 

UASB Reactor Hydraulics 

Experiments were conducted using a tracer study followed by flow modeling. An inert tracer, lithium 

chloride, was used. An impulse of the tracer was imposed on the reactor system and the response 

(residence time distribution curves) measured. Several existing models were evaluated. Improved models 

were then developed and compared with these previous models. 

Metabolic Performance of Biomass from an UASB Reactor 

Experiments were conducted in a batch Multigen Bench-Top Fermentor, continuomly stirred tank reactor 

(CSTR). Liquid film boundary layer mass transfer limitation was examined by controlling mixing in the 

reactor. Temperature was controlled in order to examine temperature effects. Anaerobic granules were 

disintegrated to help examine the extent of diffusional limitations. Substrates analyzed included ethanol, 

propionate, acetate, and H, (during ethanol degradation). 

Microscopy was performed to examine the internal physical structure and biological properties of 

anaerobic granules. Labeled substrate was used in determining the potential pathways of n-propanol 

production during ethanol degradation. 

Monitoring and Modelin? UASB Reactors 

These experiments were conducted in a bench-scale UASB reactor equipped with an on-line data 

acquisition system for monitoring H,, CO, methane content, and gas production rate. During pseudo- 

steady state, the reactor was operated at various combinations of OLR, HRT and feed composition. During 

unsteady state operation, organic overloading was imposed on the reactor. The responses of H, and CO 

and the system performance were examined using statistical analysis. 

3-2 



Dynamic modeling was based on single substrate and one microbial population. A series of mass balances 

were established describing reactor mass transport and transformations. A hydraulic flow model and a 

diffusion-reaction model were incorporated into the dynamic model. The problem was solved numerically 

by developing a computer program (in FORTRAN) and using subroutines from IMSL. Model calibration 

and verification were performed using a separate set of data gathered from the UASB reactor. Parameter 

sensitivities were analyzed. 
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Section 4 

THEORETICAL DEVELOPMENT 

A DYNAMIC MODEL OF UASB REACTOR WITH GRANULAR SLUDGE 

Reactor Hydraulics and Fluid Flow Model 

Reactor flow can be ideally described by two flow patterns: plug flow (in a plug flow reactor [PFR]) and 

complete mixed flow in a CSTR. In reality, real reactors never hlly follow these ideal flow patterns, and . 

deviations from these can be considerable. Deviations can be’caused by channeling of fluid flow or by 

creation of stagnant regions in the reactor. These problems of non-ideal flow are intimately tied to those of 

scale-up because the question of whether to conduct pilot-scale testing and at what scale rests in large part 

on how much control we have of all the major variables for the process. Often the uncontrolled factor in 
scale-up is the magnitude of the non-ideality of flow. Ignoring this factor may lead to gross errors in 

desigr?. 

Non-ideal flow behavior such as short circuiting and dead volume may be present in UASB reactors. In 

this section, non-ideal flow in a bench-scale UASB reactor was considered to consist of different regions 

interconnected in various ways. The modeling was accomplished using a combination of dispersion model 

and a network of ideal reactors (PFR or CSTR), connected in series or parallel. Since biogas production 

from the degradation of organic material affects reactor fluid mixing, several fluid flow models were 

developed (Chapter 5 )  to describe UASB reactor flow under low and high biogas production regimes. 

Theoretical derivations of these flow models are presented in this section. 

Paranel CSTRs and a Dispersion PFR in Series with a PFR (modei 1). Under conditions of low gas 

production, the UASB can be characterized as two CSTRs and a dispersion plug flow reactor in parallel 

followed by a plug flow reactor, as indicated by Figure 4-1. 
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I 

... (4-2) 

where the parameter Dp, which we call the axial dispersion coefficient, uniquely 

characterizes the degree of backmixing occurring. Since here only one-dimensional 

dispersion is considered, equation 4-2 is reduced to 

dC 
- = Dc 
at 

a’cl - 
ax2 J ,. (4-3) 

When advection (bulk flow) is also present, a moving coordinate system (Xt  axis) should 

be introduced. This X coordinate moves along with the stream at the mass average 

velocity (u). The fixed coordinate system (X , t  ’) is defined by X’=X+ut, t ‘=t, where t is 

time. By differentiation, we have 

dx’= a, 
dx’ 
dt 

dt’ = dt , 

-- - u, 

Hence 

ac acax aca t f  ac ac 
at ax~ at at’ at ax’ at’ 
ac ac ax’ scat' ac 
ax axvx attax ax’ 

-_-- - +--=u-+- 

---- - +--=- 

Substituting the relations into equation 4-3, the equation for dispersion and advection in a 

fixed coordinate system has the form 

ac dC a’c - u + - = D  - ax’ ai’ 3x2 
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or 

o<t: 0 4 ' 4  ... (4-4) 

X' 
L 

Let z = - , where L is the length of dispersion plug flow reactor. Equation (4-4) 

becomes 

... (4-5) 

The dimensionless form of the above differential equation is: 

... (4-6) 

t '  t ' u  - DP where 8 = -=- = - ; t is mean residence time. The dimensionless group - , called 

the vessel dispersion number, is the parameter which measures the extent of axial 

dispersion. -When - -+ 0, the dispersion is negligible; hence, conditions approach 

t L  UL 

DP 

DP 

U L  

plug flow. When - -+ co, the dispersion is large and conditions approach completely 

mixed flow. 

U L  

Under an idealized impulse, the solution to equations 4-5 and 4-6 yields a symmetric 

concentration curve 
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Equation (4-8) is a normalized form of equation (4-7). The UASB reactor by-pass flow 

in this model is described by above dispersion plug flow equations. 

... (4-8) 

The granular bed was characterized by two parallel 

CSTRs. The clarification zone was best characterized by a plug flow reactor. A mass 

balance was performed, after an inert tracer impulse, on the liquid volume of the CSTRs 

with time (t'), which led to the following expressions: 

dC, Qi M 
dt ' Q V I  

Vi - = -e, C, , with initial condition C,(O) = - - . . . (4-9) 

and 

(4- 10) QZ V2 = -Q2C2 , with initial condition C,(O)= - - . . . 
dt ' Q V2 

Integrating the above equations gives 

or 

... (4-11) 

... (4-12) 

... (4-13) 

4-5 



(4-14) 

M 
V 

where Co= - is effluent concentration at t’=O in an ideal CSTR. Applying a mass 

balance on the whole system gives 

Qc = Q3c3 + Q2C2 + QiC, ... (4-15) 

Substituting equations 4-7, 13 and 14 into equation 4-15, the UASB hydraulic model 

equation has the form 

+ Cexp[-D(t’-T,,)] + Eexp[-F(tl-Td,)] 

... (4- 16) 

Q3L . where Ci is effluent concentration of the UASB reactor at time i; A = 
2CoQ& 

’ 

.c= 1 -.D- Q, J7 - - ; T,, is lag time of plug flow reactor; T, 
U 2  

QY 
B = -  

4DP ’ 

Two CSTRs in Series Followed bv a PFR N a n  der Meer Model). At higher organic loading rates (ea. 

10 kg COD/m3bed-d), increased biogas production enhances the extent of mixing within the granular bed. 

The UASB can be described by the Van der Meer model, in which two CSTRs and a plug flow reactor are 

in series. By-pass and dead volume are present. The model was as follows: 



Figure 4-2. Flow chart of Van der Meer model. 

The by-pass stream is assumed not to occupy any fluid volume. One of the CSTRs (V,) represented the 

sludge bed in which the granular sludge was relatively compact and well settled. The other CSTR 

described the sludge blanket with upper layer granules and was more fluidized. The plug flow reactor 

represented the clarification zone. Performing a mass balance on the mass contained within the liquid 

volume in CSTRs with time t, in the case of a conservative tracer impulse, resulted in the following 

expressions: 

dc, = ( Q2 + Ql ')G - (Q2 + Qt ')G ... (4-18) 
v2 di 

Q c i  = Q2 '2 + Ql ' i n  ... (4-19) 

where Q = Q, + Q2, V = VI + V2 + V, + V d .  Initial conditions were: 

A4 
V c, (0) = - ,c2 (0) = 0. 

Solutions to equation 4-1 7 and 18 have the form 

C, = A, exp[ x , t ]  + B,  exp[ x t ]  ... (4-20) 
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C, = A, exp[ A, t ]  + B2 exp[ h , t] ... (4-2 1 ) 

where A,  + B, = C,(O) ... (4-22) 

A ,  + B2 = C,(O) ... (4-23) 

Considering PFR following the CSTRS, and normaliziong C and t for the whole system, the effluent tracer 

concentration of the UASB were given by 

. To simplify, let where 0= = = - ; Td is normalized delay time as a result of plug flow or - 
t HRT HRT 
t t RTPF 

A2 B2 
co CO 

C = - , D = - , E = -HRTh F = -HRm,  . Equation 4-24 becomes 

(4-25) CI 
- = Cexp[-E@ - T,)]+ Dexp[-F(B - T,)] 
CO 

... 

One CSTR and a Dispersicm PFR in Series (Model 2). A second model (model 2) was developed to 

describe the UASB reactor hydraulics at high OLR. Compared to the Van der Meer model, this model 

used a simpler expression of one CSTR for the granular bed. The clarifier section is represented by a 

dispersion PFR. Both by-pass flow and dead volume are present. Model 2 has the following form: 

QJin  QSin - e s b  1 QrSout 
dispersion PF 

@% 
CSTR 
vb* s b  

b b 

Figure 4-3. A schematic representation of model 2, describing UASB reactor at high gas 
production. 
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For the case of addition of an impulse of a conservative tracer, the CSTR of model 2 can be expressed by 

the following equations: 

E(t )  = 

.. (4-26) 

For impulse . . . (4-27) 
Mf, if o a q n  

Vb 17, 
0, if Tn < t  

where C(t) is concentration within CSTR; V,, is working volume of CSTR (=V-Vd); Vd is dead volume 

within CSTR E(Q is an input function; S, is bulk tracer concentration;fis fraction; Qfis the flow fiaction 

that enters the main stream; Mfis fraction of mass input that go through reactor working volume; and T,, is 

tracer injection time. 

The clarifier section is described by a dispersion plug flow reactor. Only vertical direction advection and 

dispersion were considered in this part. Equation (4-5) is rewritten to have the form 

, no, 0 4 4 ,  
acpf Dp a2Cpf U acpJ -- 

at L az2 L az ... (4-28) 

BC: Cp,O,t)=C(o ... (4-29) 

IC: cp~zo)=co ... (4-30) 

where Cpfis concentration in dispersion PFR, and Xis a vertical coordinate. An inert tracer response after 

an impulse to the UASB reactor can be predicted by solving equations 4-26 to 4-30. 

Inteerated Reaction-Diffusion and Hvdraulic Model 

Substrate transport and consumption within a granular sludge bed can be described by a reaction-diffusion 

model. The model can then be integrated with reactor hydraulic characteristics discussed above, in order to 

characterize the dynamic behavior of UASB reactors under organic impulse and step OLR increase events. 

The theoretical development of this dynamic coupled reaction-diffusion-hydraulic model is presented in 

this section. 
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Reaction-Diffusion Model. The kinetic properties of the granular sludge bed in a UASB reactor depend 

on coupled mass transfer and biochemical reaction processes. A reaction-diffusion type model can be used 

to describe the interaction of mass transport and reaction of the granules as a means to determine the 

overall activities. The mass transport and biochemical reaction interactions in a slab of biofilm are 

presented in Figure 4-4. 

bulk liquid 

liqL boundary layer 

Figure 4-4. Mass transport, diffusion, and reaction within a slab of biofilm. 

Substrate ( s b )  is transported from bulk liquid to a stagnant film or boundary layer at the outside of the 

biofilm. A concentration gradient is established across the liquid film. Substrate is then concurrently 

diffused through the biofilm and consumed (S,). By continuity of mass, at the interface of the buik liquid- 

boundary layer and the boundary layer-granule, the fluxes are equal. Thus, Jb=JL at the bulk-boundary 

layer interface, and JL=J, at boundary layer-biofilm interface. These phenomena result in the substrate 

profile indicated in Figure 4-4. This profile can be described quantitatively in terms of the following 

parameters: bulk substrate concentration (Sb), intrinsic kinetic parameters (km, &), effective diffusion 

coefficient (D), mass transfer coefficient through the boundary layer (K,,) and biofilm thickness (8). 

Mixing or flow of substrate solution adds a convective transport contribution to the movement of substrate 

from bulk solution to the external surface. As indicated in Figure 4-4, reactior, occurs within the biofilm at 

rates which are determined by the concentrations within the slab. Because of concentration gradients 

arising between the bulk solution far from the biofilm and reaction event which are occurring at the active 

sites, local reaction rates vary as a function of internal position. Thus, substrate concentrations within the 

biofilm (S,) vary with internal position as well as time. At steady state. the total rate of substrate 
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consumption is equal to the rate of substrate transport into the biofilm. The analytical framework for 

description of these interacting processes within anaerobic granules is given below. 

Granular sludge can be approximated with a spherical geometry with a radius of R. It is assumed that 

substrate diffuses through a layer of the granules with a constant thickness of 6 (active layer) that was 

observed from microscopy. This active layer (6) was composed of different group of microorganisms 

involved in anaerobic degradation of a complex waste, and formed as a result of a long period of 

acclimation to this waste at a certain range of OLRs. There are only traces of substrate beyond that layer 

(central core), indicated from much lower cell density at that area compared to the cell density in the outer 

layer. The assumption is therefore made that diffusion and reaction in the central core are small compared 

to that in the active layer and can be ignored. Due to the slow growth rate of methanogens, the growth and 

decay of granule biomass were ignored. Substrate concentration profiles through the granules are 

symmetric about the center of the granules. A basic model is shown in Figure 4-5. Several assumptions 

are made: 1) effective substrate diffusivity within the granules is constant and 2) the reaction can be 

described using Monod kinetics. 

Figure 4-5. A crossection of a granule with radius R, active layer thickness 6, and 
substrate profile S. 

The shell balance on substrate, S, in radial coordinates, results in a second-order partial differential 

equation, as follows: 

.. (4-31) 
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with boundary conditions 

r=R 
as  
ar 

(i) D- + K,S = KISb 

as 
(ii) -=O, 

ar 
r=R-6 

and initial condition 

... (4-32) 

... (4-33) 

... (4-34) 

is where term .(, a’s + ; 23s 5) is the rate at which substrate diffuses into the granules; knt Xni S 
K, + S  

substrate reaction rate; D is effective substrate diffusivity; S, is substrate concentration within the biofilm at 

steady state; k, is specific substrate utilization rate; X, is biomass density within the active layer (6 )  of the 

granules; K, is half the velocity constant; and K, is the mass transfer coefficient. Let us introduce a new 

variable tenned x. The x axis originates from the surface of granule towards the center. We define x = R-r, 

then dr = -&. By changing of variables, equations 4-3 1 to 4-34 become: 

BCs: 

IC: 

as 
(ii) - =0, 

ax 
X=6 

... (4-35) 

... (4-36) 

... (4-37) 

... (4-38) 

as 
at At steady state - =O for equation 4-35, thus we have following second-order ordinary differential 

equation 
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BCs: 

where 

as, 
(i) -D- + K,S, = K,Sb, , x=O 

dX 

a s s  (ii) - =0, 
dX 

X=6 

is the steady state substrate concentration in -L 

... 

... 

... 

(4-39) 

(4-40) 

(4-41) 

liquid. Equations .35 to 4-38 and .39 to 

4-4 1 can be solved numerically for a description of substrate variation within the granular bed of UASB 

reactor at unsteady state and steady state, respectively. 

Development of a Dynamic Model Including a Flow Model Combined with a Reaction-Diffusion 

Model for UASB Reactors. As discussed above in Chapter 4, UASB reactor flow can be characterized as 

several CSTRs, PFRs, and dispersion PFR interconnected in series or in parallel. The hydraulic model 

(model 2) is integrated into the reaction-diffusion model presented above to develop a dynamic model for 

UASB reactors. A schematic representation of the dynamic model is presented in Figure 4-6. 

Figure 4-6. Schematic representative of the dynamic model. 

A mass balance can be performed on the substrate within the boundary volume of the CSTR, at organic 

impulse and step increase: 
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IC: s, (0) = Sb, ... (4-43) 

where v b  is working volume of the CSTR Vd is dead volume of CSTR; E(t) is an input function; A,  is 

total granule surface area; s b  is bulk substrate concentration; S is substrate concentration within the 

granules at unsteady state; Qfis the flow fraction that enters the main stream; Mf is fraction of mass input 

that goes through the reactor's working volume; sb&d is feed concentration before any step increase; s,,, is 

feed concentration at first step increase; Sslp2 is feed concentration at second step increase. T,,, is t e time 

the first step is initiated; Tsp2 is the time the second step is initiated, and cn is the substrate injection time. 
P 

. -  

Very few granules were observed in the clarifier section. Thus, the reaction term was neglected. For the 

substrate concentration within the PFR, s d ,  the dispersion PFR described in equations 4-28 to 4-30 is 

rewritten as: 

asd Dp d2s, u as, 
at L~ az2 L az , no, 04<I ... (4-46) 

BC: SdO, t )  =S& ... (4-47) 

IC: SdZ, 0) =s,, ... (4-48) 

The UASB reactor responses under organic impulse and step increases can be simulated by simultaneously 

solving equations 4-35 to 4-48, using numeric methods. 



Section 5 

HYDRAULIC CHARACTERISTICS OF AN UPFLOW ANAEROBIC SLUDGE BLANKET (UASB) 

REACTOR 

INTRODUCTION 

A number of high-rate anaerc.,, treatment sy%-;ms have been developed over the past two decades. Despite 

the demonstrated benefits of these processes, hydraulic mixing efficiency problems are frequently observed. 

These must be taken into account when scaling up from laboratory reactors to pilot- and full-scale systems. 

Clogging and short-circuiting in anaerobic reactors are major concerns since these problems can lead to 

reduction in the volume of active biomass, and therefore reduced removal efficiency. The UASB system is the 

most widely used high-rate anaerobic process. The UASB process is generally reported to have good hydraulic 

mixing (Hall 1984, 1985). The design of UASB reactors has been primarily based on empirical relationships or 

the assumption that the process behaves as a CSTR. How well these systems approximate ideal CSTRs has not 

been adequately evaluated under different organic and hydraulic loading rates. 

Several studies have been conducted in attempts to characterize reactor hydraulics. Macmullen and Weber 

(1 935) presented an analytical study for short circuiting in completely mixed flow (CMF) reactors in series in 

the early 1930s. Cholette and Cloutier (1959) described three factors influencing reactor fluid flow mixing 

patterns: effective volume, short circuiting, and plug flow. Van der Meer ( I  979), studying the hydraulic 

characteristics of UASB reactors at bench-, pilot-, and full-scale, observed that biogas production, due to 

increases in organic loading rate, did not result in significantly altered fluid flow patterns. He further suggested 

that dead Ovohme can be reduced by controI of the amount of sludge and internal recirculation. In treating 

cane sugar wastewater, it was observed that at low organic loading rates, adequate mixing of an U4SB reactor 

contents did not take place (Manjunath et ai.. 1989). Bolle et al. (1986) developed a model in which both 

sludge bed and sludge blanket can be described as completeIy mixed flow reactors with short-circuiting flow 

paths, while the settler volume was best described as a plug flow reactor. Short-circuiting flow through the 

sludge bed was a function of the bed height. Hall (1985) suggested that gas production has a major impact on 

mixing under low hydraulic retention time (HRT<I day) conditions. Other researchers considered dead volume 

and mixing-zone volume without bypassing flow (Monteith and Stephenson 1981 ; Xu 1983). 

Three different models which have been used to describe reactor hydraulics are summarized in Figure 5-1. 

Cholette and Cloutier (1959) modified the CSTR model to include the effects of dead volume and short 

circuiting, resulting in the expression 
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... (5-1) 

VI where C, is effluent concentration at time i; C, is effluent concentration at time = o in an ideal CSTR;f, = - , 
V 

e, 
Q 

where V, is mixing volume (Vm), Vis  total volume;f, = - , Q, is working flow rate, Q is total flow rate; ti is 

time ; V =  V,  + Vd, where V, is dead volume; Q = Q, + Q2, where Q2 is bypass flow rate. Van der Meer (1979) 

presented a general flow model scheme (Figure 5-1) based on two coupled CSTRs; one was for the sludge bed 

and the other for the sludge blanket portion of the reactor volume, with back mixing in between. A dead 

volume and short circuit portion were also assumed to be present in the sludge bed, followed by a PFR 

representing the liquid layer above the sludge blanket. Hall (1985) proposed a parallel mixing hydraulic model 

for UASB reactors (Figure 5-1). Instead of assuming flow could short-circuit directly to the effluent from the 

inlet without mixing, a mixed bypass flow zone, parallel to the working zone, was assumed. The reported 

model equation is: 

Q2 VI 
. Q  V 

where BI = - , where Q2 is by-pass flow; B2 = - , where V, is active volume; Vi is by-pass volume; 

B3 = - 'd , where vd is dead voiume; 6, = - '' ; Q, + Q2 = Q; V, + V2 + V,= V(total volume). Hall concluded 
V HRT 

that the hydraulics in a UASB can be well described by the CSTR model, but that some deviation does exist 

during the initial period in tracer experiments. 
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Figure 5-1. Schematic representations of fluid flow models evaluated. 

Fluid-flow model parameter estimates were accomplished using both linear regression and the nonlinear least 

square techniques (Chapman 1983). The hydraulics in a UASB reactor with granular sludge are similar to those 

observed in liquid-solid fluidized bed reactors (FBRs). Richardson and Zaki (1 954) discussed in detail various 

factors that affect fluidization and presented an empirical correlation between particle velocity and bed voidage 

during fluidization. Iza et al. (1 988) demonstrated that the hydraulic behavior of a pilot-scale FBR could be 

described by this correlation. The Richardson-Zaki equation was modified by Fouda and Capes (1977) for 

describing the fluidization of non-spherical particles. Other correlations have been develope& based on 

Reynolds number and particle velocity (Garside et a). 1977) and Galileo number, Reynolds number, and bed 

voidage (Wen and Yu 1966). Andrews and Tien (1979) observed that the growth of biomass causes the bed in 

an FBR system to expand. This phenomenon can be described by a linear function of biomass with bed 

expansion. 

Tracer studies are commonly used for the s&dy of fluid flow (Levenspiel 1972). Rebhun and Argaman 

presented a tracer analysis for a reactor which includes dead volume, mixing volume, and a plug flow reactor 
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using F curve techniques (Rebhun and Argaman, 1965). Riemer et al. (1980) suggested the diffusion of tracer 

dye into and out of biological films could cause tailing in the residence time distribution curve. Stevens et ai. 

(1986) presented a model that accounts for the diffusion of a tracer within a biofilm. 

UASB reactors can be operated over a wide range of HRTs depending on the design organic loading rate and 

influent substrate concentration. The organic loading rate relates directly to biogas production in the sludge 

bed. The formation of gas bubbles contributes to the mixing intensity in the sludge bed zone. Flow 

recirculation rate also exerts an influence on the hydraulic behavior. If the reactor upflow rate is high enough, 

it will also affect the sludge bed hydraulics. Accumulation of biomass may cause dead volume and reduce 

active working volume. How strong these influences are and the interactions between them under different 

operational conditions has not been systematically studied. 

The present work investigated the hydraulic characteristics of a laboratory-scale UASB reactor operated at 

different HRTs, ranging from 1 1 hours to 5.6 days, organic loading rates ranging from 5 to 15 kg COD/m3-d, 

and surface upflow velocities ranging from 2 to 5 gpm/sq. ft. (0.14 to 0.34 c d s )  of reactor cross-sectional area. 

The initial hypothesis was that at low OLRs, effluent recirculation would play a major role in mixing; at high 

OLRs, the biogas production would be the predominant factor affecting mixing. This hypothesis was examined 

using two sets of experiments: 1) tracer studies of the UASB at various organic loading and hydraulic flux 

rates, and 2) fluid flow modeling and model evaluation at low and high OLRs. 

NG &4TE AND HYDRAULI * . _  ' .  - .  

During this portion of study, the UASB reactor was operated at OLRs between 5 and 15 kg COD/m3-d. The 

hydraulic flux rate was varied from 2 to 5 gpdsq.  ft. The UASB is considered to be a linear system with 

respect to hydraulic behavior during the entire residence time distribution (RTD) period. That is,'the changes 

of response under various operational conditions are consistent for the whole RTD curve. Since the only major 

discrepancies from CSTR 

residence time distribution during the initial period of the system HRT. This is the time period where 

differences in behavior would be expected.as a result of changes in substrate concentration, flow rate, etc. 

havior exist during the early period of the overall HRT, this study focused on 

, .  
UASB Reactor 

An all-glass, water-jacketed bench-scale UAS3 reactor (described in detail in Section 6) with an empty bed 

volume of 3.1 L was used for all hydraulic experiments. The unit was sealed from the atmosphere to prevent 

oxygen entry. Influent flow was pumped upward through the reactor continuously (using a Watson-Marlow 

model 503U tubing pump), contacted with the granular sludge bed, and discharged via effluent tubing. Mixing 

was provided by both biogas production and by hydraulic recirculation. The recycle flow was pumped back to 

the bottom of the reactor and mixed with the feed just prior entering the reactor proper. Gas/liquid/solid 
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separation was accomplished using a gas collector at the top of the reactor. A concentrated synthetic brewery 

waste, based on a waste analysis of a full-scale UASB plant where the granules used in this study were taken 

from, was used as the influent feed (see Appendix A). Seed granular sludge was acclimated with the synthetic 

waste for more than six months prior to initiating hydraulic studies. The granules ranged in size from 1 to 3 

mm in diameter. Operational conditions of the bench-scale UASB are presented in Table 5-1. 

Table 5-1. Operational conditions of bench-scale UASB reactor during hydraulic 
experiments. 

Parameters Range 
Influent COD (gL) 14.1 
Organic Loading (gCOD/L-d) 5 -  15 
Biogas Production (1fL-d)* 2.5 - 7.0 
Reactor Surface 

C 

Upflow rate (gpdsq. ft.) 2-5 
Upflow velocity (cds)  0.14 - 0.34 

1 6.82 - 7.0 I 
Bed Expansion (% of total volume) I 63 - 77 
*based on sludge bed volume (unexpanded) 1 

Tracer Studv 

RTD studies were performed using the tracer techniques described by Levenspiel (1972). Lithium was used as 

a conservative tracer material. For these experiments, 122 mg of lithium chloride was injected into the 

recirculation tubing just before the reactor inlet to produce an impulse input. Samples were collected at a 

sampling port in the recirculation tubing as the flow exited the reactor proper. The sampling frequency was 1 

minute for the recirculation effect study. Samples were centrifuged, and the supernatant collected for analysis, 

Lithium concentration was determined by ion chromatography (Dionex model 4000). The pseudo-steady state 

RTD experimental design is shown in Table 5-2. 

Table 5-2. RTD experimental design. 

Organic Loading Surface Upflow Rate 
Rue No. HRT (d) (gCOD/L-d) (gpdsq. ft.) 

1 5.6 5 2 

I I 
2 5.6 5 5 
3 3.6 8 2 

8 

I - 
4 3.6 8 5 
5 2.9 10 2 
6 2.9 10 5 
7 2.0 15 2 
8 2.0 15 5 
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Orpanic Loadinp and Hvdraulic Flux Effects 

It was assumed that pseudo-steady state conditions were reached after a minimum of three hydraulic retention 

times at each OLR, and the control parameters, (Le. pH, gas production, methane concentration, and effluent 

volatile fatty acids), varied less than 10% from the mean. Changes in the OLR were made by varying the 

influent feed rate while maintaining a constant feed concentration. The sludge-bed volume was fixed such that 

the unexpanded (settled) volume in the reactor was 1.5 L throughout these experiments. The degree of the 

fluidization of the sludge blanket was controlled by the hydraulic recirculation rate. 

I 

The matrix of RTD experiments for the early period of overall hydraulic retention time for each organic loading 

and recirculation rate is presented in Table 5-2. The effluent from the reactor was tracked for more than one 

recirculation after adding a pulse of lithium to the reactor. For each OLR, HRT,, and surface upflow rate, 

biogas production and bed height (fluidized) were monitored. Dispersion number and bed expansion were then 

calculated. Statistical comparisons were performed on the experimental data. The RTD results are presented in 

Figures 5-2 to 5-5, and Tables 5-3 and 5-4. The gas production rate increased proportionally with the OLR (2.8 

times, see Table 5-3), as expected. Dispersion number as well as bed expansion ( '$, ) varied primarily with 

surface upflow rate. A multiple comparison test was performed on dispersion numbers (averaged) at four 

OLRs. The least significant difference at the 0.05 level was 0.1008, which means the reactor hydraulic mixing 

patterns under four OLRs 'rested were not significantly different. A similar test was conducted for the 

dispersion numbers (averaged) at two surface upflow rates. Results indicate a significant difference 

(Table 5-4). The tracer profiles during the early period of an impulse varied considerably with surface upflow 

rate (Figures 5-4 and 5-5). These profiles varied slightly with OLR (Figures 5-2 and 5-3). The extent of 

mixing was predominantly affected by effluent recirculation, or surface upflow rate. For the final experimental 

condition (15 gCODL-d, HRT = 2d), the combination of high gas production and high hydraulic loading rate 

(5 gpm/sq. ft.) resulted in excessive loss of solids and required termination of the experiment. This result 

shows the influence of gas production at high organic loading rates. The mixing provided by the gas bubbles 

becomes increasingly important compared to hydraulic flux effects when the HRT is low. This agrees with 

results reported by Hall ( 1  985). 
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Figure 5-2. Effect of organic loading rate on hydraulic behavior at 2 gpmlsq. ft. 
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Figure 5-3. Effect of organic loading rate on hydraulic behavior at 5 gpmlsq. ft. 
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Figure 5-4. Comparison of effect at two surface upflow rates and an organic loading rate of 
I O  g CODlL bed-d. 
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Figure 5-5. Comparison of effect at two surface upflow rates and an organic loading rate of 5 g 
CODlL bed-d. 
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Table 5-3. Effect of organic loading rate on UASB reactor hydraulic characteristics. 

10.0 2 62.9 0.045 I 2.9 I 305 
5 77.0 0.102 3 00 

I I I I I 

14.7 I 2 I 68.4 I 0.048 I 2.20 I 440 
I 2.2 I 69.0 0.049 I I 444 

*Dispersion number @/pL) based on one turnover. 
*Multiple comparison test for dispersion number under four organic loading rates: Lsd,, = 0.1008 NS 

Surface Upflow 
Rate VbNt 

(gpmlsq. ft.) (Yo) 
2 63.2 
5 77.2 

Dispersion 
Number per Student t test 

Cycle C/Colt = 0 Results 
0.053 1.07 
0.103 0.69 d f = 5  

t = 6.986*** 
significant 

EVALUATION OF EXISTING FLUID FLOW MODELS AND MODEL DEVELOPMENT 

Modeling experiments were performed using a stimulus-response technique at OLRs of 4 and 10 kg COD/m3-d 

and HRT ranging from 11 to 99 hrs. The surface upflow velocity used was 2 gpdsq.  Et. The Cholette-Cloutier 

model, Hall's parallel CSTR, model and the Van der Meer model were evaluated and compared. Two new 

hydraulic models (model I and model 2) were developed to describe the hydraulic behavior of UASB under 

low and high OLRs. Residence time distribution (E curve) of an inert tracer following an impulse was used for 

modeling. The F curve (the integration of the E curve) analysis was employed for determination of tracer 

recovery and dead volume. In a dimensionless plot of the F curve, the area between F = 1 and F (e) equals 1 

for ideal CSTRs. An area that is less than 1 indicates the existence of dead volume. Sampling frequencies here 

were 10% of the HRT. Model parameters estimation of the Cholette-Cloutier model, Hall's parallel CSTR 

model, the Van der Meer model, and model 1 were performed using the software SY STAT. For the model 2, a 

computer simulation program written in FORTRAN and IMSL was developed. The theoretical development of 

the models is described in Section 4. 

5 -9 



Modeling at Low OLR 

For the UASB reactor operated at OLR of 4 kg COD/m'-d and HRT of 99 hrs, 1 1 mg of !ithiurn chloride was 

injected into the reactor inlet to produce an impulse. Approximately 90.4% of the lithium applied was 

recovered during the initial 1.4 HRT. There is a big discrepancy between measured data and ideal CSTR 

behavior under the operating conditions tested (Figure 5-6). Description of this non-ideal flow was attempted 

using four models: 1) the Cholette-Cloutier model, 2) the Hall model, 3) the Van der Meer model, and 4) 

model 1. Model 1 (Figure 5-7) includes a dispersion plug flow reactor for the by-pass flow, two parallel 

CSTRs for the granular bed and a plug flow reactor for the clarifier. Granular sludge bed has a mixing region, 

dead volume and a by-pass flow region. The first CSTR describes the main mixing region of the bed (V,). 

The other CSTR describes the volume in-between this volume and the stagnant region, or dead volume (Vd). 

Following parallel CSTRs and a dispersion PF is a plug flow reactor. The model is expressed as the following 

equation (for derivation, see Section 4): 

... (4-16) 

where Ci is the tracer concentration in the effluent at time i; C, is the effluent concentration at t'=O in an ideal 

; Dp is the axial dispersion coefficient; u is fluid velocity; L is length of dispersion Q3 L CSTR; A = 

2 

. Details on the development of this flow model are provided in ; F = ___ Q Z f Q  

V J V  
reactor; E = (%) 
Section 4. 

Results obtained using the above-referenced models are shown in Figures 5-8 through 5-1 1. The first few u t a  

points in the tracer study represent the bypass flow, expressed as a delta function. This initial portion of the 

RTD curve was not fit well by any of the existing models. Following this initial portion of the curve, an 

exponential decay curve was observed; this was described reasonably well by the Cholette-Cloutier, Hall, and 

the Van der Meer models. The model developed during this work (model 1) fit the experimental data, 

including the initial portion of the data, extremely well. 



_______- I measured data 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 

9 

Figure 5-6. Measured data compared with ideal CSTR at 4 g CODlL bed-d and HRT 99 hrs. 

Q 
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Figure 5-7. Representative of Model 1 used to desccribe UASB hydraulics at low OLR and high 
H RT. 
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Figure 5-8. 

Figure 5-9 
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Results obtained using the Cholette-Cloutier model at OLR 4 g CODlL bed-d and 
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Figure 5-10. Results obtained using the Van der Meer model at OLR 4 g CODIL bedd and HRT 
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Figure 5-11. Results obtained using the new model at OLR 4 g CODIL bed-d and HRT 99 hrs. 
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Modeliw a t  High OLR 

The bench-scale UASB was operated at an OLR of 10 kg COD/m’-d and HRT of 11 hours. Lithium chloride 

(160 mg) was injected at the base of the reactor. Recovery of LiCL was 100% at 5.3 HRT. As expected, when 

the OLR was increased, gas production increased. This in turn produced better mhing within the sludge bed. 

Thus, a model with a larger mixing volume would describe the UASB well. Initial results show the UASB does 

not represent an ideal CSTR (Figure 5-12). Parameters of Cholett-Cloutier, Hall, and Van der Meer models and 

model 1 were estimated with this data set (Figures 5-13 through 5-16. Van der Meer’s model describes the 

UASB reactor with good fit. Cholett-Cloutier’s, Hall’s models and model 1 were unable to fit the data. An 

attempt was made to describe the reactor hydraulics at high OLR using one CSTR, with bypass flow, in series 

with PFR. The model parameters showed no physical significance. A second model 1 (model 2) was 

developed. Model 2 consisted of a single CSTR with dead volume and by-pass flow to represent the granular 

bed, followed by a dispersion plug flow reactor (Figure 5- 17). This model was developed for high OLR 

operation because of the different hydraulic regime, the result of increased gas production. In practice, we are 

looking for a model as simple and meaningful as possible. There are several differences or simplifications 

between model 2 and the Van der Meer model. Since the interface layer of sludge bed and sludge blanket in a 

UASB reactor is usually not distinguishable by visual inspection and uneasy to determine, the two CSTRs 

which describe the sludge bed and sludge blanket in Van der Meer model are simplified to one CSTR. The 

clarification zone above the sludge blanket is represented by a dispersion plug flow reactor rather than a simple 

plug flow reactor, because increased gas production during the high OLR contributes to increased mixing in 

this layer. By-pass flow, instead of going through the bed only, passes to the end of the reactor. A computer 

program written in FORTRAN and IMSL has been developed for model 2. Finite difference (Ames 1977) was 

used as solution technique. Equations for this model are: 

1 W  

om 

om 

om 

om 

g 050 
U 

0 -  

024 

020 

0 IO 

om 0 .  

. *  

1 2 3 . 5 

0 

Figure 5-12. Measured data compared with ideal CSTR at OLR 10 g CODlL bed4 and HRT 11 
hrs. 
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Figure 5-13. Results obtained using the Cholette-Cloutier model at OLR I O  g CODlL bedd and 
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Figure 5-14. Results obtained using the Hall Model at OLR 10 g CODlL bed4 and HRT 11 hrs. 
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Figure 5-15. Results obtained using the Van der Meer model at OLR 10 g CODlL bed-d and 
HRT 1 I hrs. 
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Figure 5-16. Results obtained using the model 1 at an OLR 10 g CODlL bedd and HRT I 1  hrs. 
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bypass flow, Q2 

i 
~ 

Figure 5-17. Model 2 describes UASB at high OLR and low HRT. 

For impulse . . . (4-27) 

(4-28) 

BC: Cp/O,t) =C(t) ... (4-29) 

IC: CP[Z, 0) =c, ... (4-30) 

where C(t) is concentration within CSTR C&is concentration within dispersion plug flow reactor; Vb is 

working volume of CSTR ( = V-V,); V, is dead volume within the CSTR; E(t) is an input function; sb is bulk 

tracer concentration; f is fraction; @is the flow fraction that enters the main stream; Mf is fraction of mass 

input that goes through reactor working volume; T,,, is tracer injection time; Cpfis concentration in dispersion 

PFR; Xis a vertical coordinate; Dp is dispersion coefficient; u is flow velocity within the reactor; L is the length 

of the PFR. Detailed derivations are provided in Section 4. Model 2 fit the tracer data reasonably well 

(Figure 5-1 8). The estimated working volume (excluding the plug flow region), plug flow volume, dead 

volume and by-pass flow for the model 2 and the Van der Meer model, respectively, were 9 1% and 97% of the 

total reactor vohme, 2% and 3% of the total volume, 7% of total volume and zero, and 24% and 3 1 % of the 

total flow, (Figures 5- 15 and 5-1 8). Dead volume in Van der Meer model was estimated from F curve analyses. 
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DP U 

L2 L 
The dispersion factor( -) was 0.001 for model 2. A ratio of flow velocity (u) to the length of the PFR (- ) 

of 0.635 was observed. Model 2 does not describe the UASB hydraulics under low OLR (4 kg COD/m3-d, 

Figure 5-19) because of differences in hydraulic regime between low and high OLR. This hydraulic model is 

used in the dynamic modeling of UASB reactor during organic perturbations (Section 9). The two factors, 

- and - will be compared with that obtained from dynamic modeling. 
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Figure 5-18. Results obtained using the model 2 at OLR 10 g CODlL bed-d and HRT 11 hrs. 
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Figure 5-19. Results obtained using the model 2 at an OLR 4 g CODlL bed-d and HRT 99 his.  

DISCUSSION 

UASB reactors do not represent CSTRs under the experimental conditions tested. Hydraulic flux had a strong 

influence on the mixing efficiency of the UASB system at HRTs of 2 to 5.6 days, applied OLR of 5 to 10 kg 

COD/m3-d, and an upflow velocity between 2 and 5 gpmhq. ft., based on dispersion number analysis. By 

comparing Figure 5-2 with Figure 5-3, one can observe that at the recirculation rate of 2 gpdsq.  ft., an increase 

in the organic loading rate by a factor of 2.8 did not significantly change the hydraulic characteristics, despite a 

2.8-fold increase in biogas production (280 ml/hr additional production, Table 5-3). However, an increase in 

the recirculation rate (surface upflow rate) of 2.5 times did significantly improve mixing at OLR of 5 to 10 kg 

COD/m3-d. This is demonstrated by examining the calculated dispersion numbers (based on one turnover) 

shown in Table 5-4. A dispersion number larger than 0.02 is generally considered to be significant in a closed 

plug flow system. Under high reactor hydraulic loading rates (5 gpm/sq. ft.) the dispersion number was 0.1, 

double that observed (0.05) at the lower hydraulic loading rate of ca. 2 gm/sq. ft. Results from student t tests 

showed that the dispersion number for the two different surface upflow rates were significantly different 

(Table 5-4). Multiple comparisons (least significant difference test) for dispersion numbers under four organic 

loadings revealed an Lsd,, 05) = 0.1008 > all differences of means (Table 5-3). This indicates that the 

differences among the dispersion numbers for the four organic loading rates were not significant. During the 

initial period the reactor exhibits a pattern of plug flow with high dispersion under all operating conditions 

tested. The degree of mixing increased with increased recirculation and resultant increase in the expansion of 

the granular bed. Distribution curves were flatter for the higher upflow rate, indicating that increased internal 
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circulation smoothed the RTD curve by providing greater mixing, and more homogenous distribution. A lower 

peak ratio of Ci/Co was observed at the higher flow rates (Figure 5-3). This ratio should approach 1 .O for an 

ideal CSTR, but only reached 0.69 (on average) in the experiment at a surface upflow rate of 5 gpm/sq. ft. This 

indicates that some flow by-pass occurred. A peak CVCo ratio of greater than 1 was observed for runs at the 

lower surface upflow rate. This indicates the presence of a significant amount of dead volume, probably as a 

result of insufficient expansion of and channeling through the granular bed. This dead volume was reduced at 

higher internal recirculation (surface upflow) rates. It thus appears that recirculation serves to decrease dead- 

volume but concurrently increases the degree of short-circuiting that occurs. 

However, at the same range of upflow velocities, HRTs of 11-99 hours and OLRs of 4-10 kg COD/m3-d, the 

organic loading rate has shown to have a major influence on mixing, observed from modeling experiments 

(model 1 and 2). It thus appeared that the organic loading effect was not consistent. The mixing experiment 

was focused on dispersion number per cycle at the initial period of the RTD curve, thus local effect; while the 

modeling experiment examined the whole RTD curve and the descriptions were more general. Under the 

variations of OLR flux and hydraulic flux, granular bed expansions were increased (7% and 14%, respectively), 

demonstrating that both OLR and SUV (surface upflow velocity) affected reactor mixing, and the hydraulic 

flux had a stronger effect. This improvement of mixing through increased gas production was supported by 

modeling experiments where SUV was fixed, as described by the models 1 and 2. Dispersion number failed to 

indicate this change suggesting this is not a good tool for evaluating reactor hydraulics where significant gas 

production occurs. 

A correlation of fluidization index (n) with bed voidage and superficial velocity (or empty bed velocity) (U,J, 

has been used to describe fluidized bed expansion (Wen and Yu 1966; Fouda and Capes 1977; Garside and Al- 

Dibouni 1977). The bed voidage can be related to superficial velocity in reactor by the Richardson-Zaki 

equation: 

u b s  = uj & 

where u b s  is superfir .-l velocity (empty bed velocity), 

and n is the index. The correlation between the index with reactor system variables can be determined by 

following relationships: 

li is terminal particle settling velocity, E is bed voidage, 

d 
n = 4.65 + 19.5 - 

D Re < 0.2 
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d 
D 

n= ( 4 . ~ 1 7 . 5  -)Re-'' 0.2 5 Re < 1.0 

1.0 I Re < 200 
d 
D 

n = (4.4 + 18-)Re-O.' 

n = 2.39 500 I Re 

where d is granule diameter, D is reactor diameter, and Re is Reynolds number. The index for the two sizes of 

granules observed in this study (d = 3 mm, 1 mm, respectively) for two different upflow velocities is presented 

in Table 5-5. By visual observation, the lower portion of the bed (sludge bed) tended to have larger granules 

and appeared as a compact, nearly static bed; the upper part of the bed (sludge blanket) had smaller granules 

and fluidization could be maintained quite well. Results presented in Table 5-5 reflect the fact that the 

hydraulics were greatly different between the sludge bed and sludge blanket, with lower Reynolds number 

values in the sludge bed region. This resulted in non-uniform expansion and different n values for the sludge 

bed and sludge blanket region. The poor expansion of the sludge bed is likely the primary cause of the dead 

volume observed during experiments with low OLRs and high HRTs. This may contribute, in part, to the 

differences between UASB reactor performance and that expected from ideal CSTR behavior. 

Table 5-5. Fluidization index of UASB reactor under different operating conditions and 
granule sizes. 

Ubsa Granule d=3 mm Granule d=l mm 
(gpm/sqft) Sludge bed Sludge blanket 

Re n Re n 
2 5.23 4.63 710 2.93 
5 12.70 4.24 710 2.93 

I "empty bed velocity 

All three existing models (Cholette-Cloutier's, Hall's and Van der Meer's) failed to describe the UASB reactor 

at low applied OLRs (4 kg COD/m3-d). Model 1, however, fit the experimental data well. The duration for the 

net working flow (total flow rate minus by-pass flow rate, 0.91Q) to go through the working volume (total 

0.78Y 0.78 reactor volume minus dead space, 0.78V) is 0.86 HRT (0.86 = ~ - __ 
0.91Q 0.91 

HRT). This means the time the - 

fluid stayed within the reactor was 14% less than would be anticipated. By-pass flow has been observed in the 

bench-scale UASB reactor, especially between the bed and the glass wall of the reactor. Nine percent of the 

total flow entering the reactor by-passed the working volume region. At low OLR, the sludge bed was 

relatively compact due to low gas production and thus poor mixing occurred within the bed. In fact, compact 

clusters of large granules in the sludge bed were often observed. The calculated dead space of 22% of total 
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reactor volume suggests a significant portion of the granule bed has not being used for treatment. The space 

between the main working volume and the dead volume was described by a small CSTR (1% of total volume 

and total flow). The clarification zone above the sludge blanket in the bench-scale UASB reactor was about 

20% of the total volume. There was essentially no granular sludge in this portion of the reactor, although some 

granules passed upward through this volume when buoyed by attached gas bubbles and downward through this 

region after gadsolid separation occurred. However, the gas bubbles produced continuously due to degradation 

of organic materials migrated from the sludge bed, up through this region. This contributed to the extent of 

mixing in this region. At the top layer of this region, gas and solids were separated. Obviously, the hydraulics 

in this zone could be different from those of both the sludge bed and sludge blanket. Ideally, this portion of the 

flow could be described as a dispersion-piug flow or a plug flow and a CSTR. In the case of low OLR, a plug 

flow reactor and a CSTR joined with sludge bed work well, as was predicted by the model 1 (Figure 5-1 I). At 

high OLR, a dispersion PFR better describes the clarification volume in UASB (Figure 5- 18). The plug flow 

reactor has 2% of total reactor volume at low OLR. This means a majority of the space in the clarifier was well 

mixed by the gas bubbles. The model 1 appears adequate in describing the non-ideal behavior of UASB reactor 

at low applied OLRs. 

At high OLRs, the bench UASB does not behave as an ideal CSTR. Neither Cholette-Cloutier’s or Hall’s 

models, nor model 1 describe the UASB hydraulics well. The Van der Meer model and model 2 fit the data 

well (Figures 5- 15 and 5-1 8). The reactor working volumes from these two models were close (3% difference 

in the total volume). By comparison, the by-pass flow estimated by model 2 (22% of the total flow) was more 

reasonable than that estimated with Van der Meer model (3 1% of the total flow). A 3 1% by-pass flow means a 

maximum about 70% of organics removal can be achieved. However, operational data from the UASB reactor 

showed a COD removal efficiency of 80% and above. Thus, the UASB reactor tested is unlikely to have 30% 

of total flow bypassed. Model 2 has fewer compartments (one less CSTR) than does the Van der Meer model, 

and thus a reduced set of differential equations which resulted in much simpler computations. Apparently, the 

higher the OLR, the more gas is produced and the larger the mixing volume becomes. By comparing these 

results with the results from the low OLR modeling, one can observe that the volume of CSTR increased 17%, 

from 74% (model 1, Figure 5-1 1) to 91% (model 2, Figure 5-18), of total reactor volume. The increased 

mixing space is mostly a result of a reduction in the dead volume (22%). This means more granules in the bed 

were exposed to the incoming substrate. The by-product ofthis improvement is a 13% increase in by-pass 

flow. The fit obtained with the different flow models changed significantly when the OLR was increased from 

4 to 10 kg COD/m3-d, and the HRT was decreased from 99 to 11 hrs. The two parallel CSTRs became one 

CSTR, a dispersion plug flow by-pass stream was reduced to a simple by-pass flow, and a PFR was replaced by 

a dispersion PFR (Figures 5-7 and 5-17), suggesting improved axial mixing in the reactor. This is the main 

reason model 2 did not fit data obtained at low OLRs (Figure 5- 19). 
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Section 6 

MONITORING AN UASB REACTOR TREATING A SYNTHETIC BREWERY WASTE 

INTRODUCTION 

The complex degradation sequence in anaerobic treatment of organic matter in wastewater, coupled with 

the sensitivity of the various microbial populations, requires a strong monitoring and control strategy, to 

adequately detect instability of a process or any change in system responses from a target level. Improved 

monitoring and control should lead to improved system performance and avoidance of gross process 

failure. Numerous attempts have been made to reveal the causes of instability and better control anaerobic 

processes using control charts, pattern recognition, fussy control and expert systems (Olsson et al. 1989; 

Berthouex 1989; Locher et al. 1990; Boscolo et al. 1993; Barnett and Andrews 1992). Recent 

developments in anaerobic microbiology and available instrumentation have expanded monitoring of the 

anaerobic treatment process to a variety of system parameters. Successful process monitoring can be 

accomplished by using several process indicators which characterize current process status. In the near 

future, these indicators may be used to help identify the causes when poor operation exists. Ideal process 

indicators have the features of 1) being sensitive, with low noise, 2) being easy to measure, 3) having 

intrinsic meaning, 4) providing early warning, and 5) featuring on-line measurement. 

Early process indicators used for anaerobic digestion systems included pH (Clark and Speece 1970; 

Zoetemayer et al. 1982), VFA (Asinari di San Marzano 1981; Powell and Archer 1989), bicarbonate (Colin 

1984; Rozzi et al. 1985), redox potential (Dirasian et al. 1963), and gas and methane production (Dague 

1968). Among these parameters pH, VFA, and gas production are good process indicators for detecting 

slow-to-develop system failures such as those experienced for sludge digestion. In high-rate anaerobic 

systems such as UASB reactors, however, monitoring of process parameters that provide a fast response 

under shock loading and other perturbations is required to avoid serious system failure. Automation of pH 

monitoring is available. A reduction in pH, which could lead to inhibition of methanogenesis, is caused by 

accumulation of acids when the buffering capacity is exhausted. Therefore, it is the result of a system 

imbalance rather than an early warning sign. The measurement for bicarbonate is usually performed via a 

titration technique which is not easily automated. VFA accumulation is a sign of lack of balance between 

acetogens and methanogens. The determination of VFA at present is off-line and observed to be a less 

sensitive indicator than gas production. Variation of the composition of the major gases CHq and CO2 is 

sensitive and reflects intrinsic imbalances in the digestion of sludge. However, the response of the gas 

composition is observed only when system failure is well-developed. Gas production and methane 

production responsed rapidly to changes in organic loading rate, and on-line automation is available. 
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However, the variation of methane production and gas production can be either a sign of inhibition of 

methanogen or a result of background influent organic loading rate fluctuations. 

Another class of methods tested focus on the microbial populations in the digesters. These methods use 

enzymatic, immunological means, gene probe and lipid composition analysis to detect enzyme activity 

(Agardy et al. 1963; Thiel and Hattingh 1967; Lenhard 1968), fatty acids variation (Henson et al. 1988a, 

1988b), antibodies (Strayer and Tiedje 1978; Macario and Conway de Macario 1983) and F420, a co-factor 

specific to methanogens ( Schulze et al. 1988). DNA and ATP monitoring (Agardy and Shepherd 1965; 

Chung and Neethling 1988) have also been investigated. An immunological method has been successfully 

used in UASB for studying long-term population shifts (van Lier et al. 1991). These methods, however, 

are slow and off-line. A detailed review of monitoring technologies in anaerobic wastewater treatment is 

provided by Switzenbaum et al. (1990). 

Hydrogen and CO are intermediates of methane fermentation of organics. Accumulation of H, is 

inhibitory to hydrogen-producing microorganisms. As a result of this inhibition, more reduced products 

can build up as alternative electron sinks (Chung 1976; Kaspar and Wuhrmann 1978). CO is a metabolic 

intermediate involved in synthesis of carboxyl group of acetyl-coA and decarboxylation of acetate via 

CODH (Krzycki et al. 1982; Stupperich et al. 1983; Zeikus et al. 1985; Eikmanns and Thauer 1984; Nelson 

and Ferry 1984; Krzycki and Zeikus 1984). Monitoring trace gases H2 and CO has attracted attention for 

anaerobic process monitoring due to the fact that they are relatively easy to measure, slightly soluble in 

water, sensitive, can be measured on-line, and have the potential of indicating metabolic status. H, and CO 

were observed to have fast responses to organic overloading before VFA accumulation or build-up, pH and 

methane decrease (Hickey and Switzenbaum 1988; Hickey et al. 1987a: Hickey et al. 1989; McCarty and 

Smith 1986). Mosey (1983) developed a mathematical model based on H, variations in sludge digesters. 

Carbon monoxide had characteristic responses under heavy metal inhibition of digester (Hickey et ai. 

1987b). A thermodynamic relationship between H2, CO, methane content, CO, and effluent acetate 

concentration has been postulated to predict acetate concentrations during organic overload of sludge 

digesters (Hickey and Switzenbaum 1990). However, controversies still exist on whether CO and H, are 

useful monitoring parameters for the control of anaerobic process. The H2 level in a fixed bed reactor was 

observed to be affected by differences in reactor configuration (Harper and Pohland 1987). Pauss et al. 

(1990, 1993), using a hydrogen probe to measure liquid phase H2 on-line, observed no correlation between 

OLR and the ratio of H2(L)/H2*(L) because of variations in the liquid-gas mass transfer limitations of H2 

within the reactor they used. CO production in a CSTR during glucose. formate and acetate perturbations 

were reported to be inconsistent (Bae and McCarty 1993). 
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This portion of the study focused on examining responses of H2 and CO and reactor performance during 

various hydraulic loading rates, organic loading rates, and variation in feed composition at pseudo-steady 

state, and examining the potential of using H, and CO as indicators for monitoring UASB reactor system to 

detect the onset of unstable conditions (organic overloading) and system failure. The experiments were 

conducted during pseudo-steady state and unsteady state perturbations on a UASB reactor treating a 

synthetic brewery waste. Data were analyzed using statistical methods to detect any recognizable patterns 

of H, and CO, including mean and variance analysis, correlation between trace gases and performance 

variables, trend of CO and H, during pseudo-steady state and perturbations and spectra analysis. 

MONITORING CO AND H2 DURING PSEUDO-STEADY STATE OPERATION 

On-line Monitoring System of the Bench-Scale UASB Reactor 

Monitoring experiments were performed using a bench-scale UASB reactor (described in Section 5 )  

equipped with an on-line data acquisition and control system PARAGON (Intec) through an analoddigital 

(AD) interface (OPTO-22) and a personal computer (386). The reactor set-up used for gas, liquid, and 

data acquisition is presented in Figure 6-1. 

Gas phase CO, H,, and CH4, and gas production from the UASB were sampled and analyzed on-line. 

Headspace samples were collected from a gas loop connected to the reactor headspace. Gas generated 

from the reactor first passed through a condenser to remove moisture and then entered the gas loop. The 

gas stream was pumped continuously into an infrared Methane Analyzer (ADC SBlOO) for on-line 

quantitation of methane. Analog signals from the Methane Analyzer were transmitted to the host 

computer. The gas stream then exited the Methane Analyzer, where the flow was split into two streams: 

the majority of the gas stream went back to the reactor headspace, while the other branch was passed 

through the sample loop of a Trace Gas Analyzer (RGA3). A sample for CO and H, was collected via 

automated actuated gas sampling valves and analyzed in the Trace Gas Analyzer. The components that 

remained in the column were backflushed to vent with carrier gas. Data analysis of H, and CO was 

performed automatically by the integratorkontroller module (ICM) in the RGA3. The ICM was 

programmed for complete operation, which was monitored by the PARAGON program in the host 

computer. Gas produced from the reactor passed through a three-way valve which was connected to a gas 

meter and an exhaust pipe. Gas production was measured by means of a liquid displacement technique. 

Each gas count (cc. 3-5 ml) was recorded and cumulative gas production totaled using the PARAGON 

system. 
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(iJ gascounter @ trace gas analyzer 0 water bath 
@ moisture condensor @ D/A interface @ gas vent valve 

@ laboratory UASB reactor @ PC control @ gas split valve 
@ recycle pump @ liquid sampling port - liquid line 
@ mediapump 0 emuent - gas line 
@ feedpump @ feed - - data acquisition & 

@ methane analyzer 

@ media control line 

@ sludge waste 
Q gas Pump 

Figure 6-1. Schematic representative of the bench-scale UASB reactor with on-line data 
acquisition system. 

The inlet liquid flow rate to the UASB reactor was controlled via an automated pump (Watson-Marlow 

503U) connected to the PARAGON system to ensure the desired OLR was attained. A mixture of inlet and 

recycled flow was continuously passed upward through sludge bed/blanket and clarifier. Effluent was 

collected at the top of the reactor. The majority of the reactor effiuent from the clarifier zone was 

recirculated (Watson-Marlow 503s). Liquid samples were collected manually from the reactor 

recirculation line for VFAs, pH, and alcohols analysis. Biomass samples were collected through sampling 

ports in the sludge bed. Detailed descriptions of the data acquisition system, analytical methods and 

QA/QC procedures for gas, liquid, and solid phase sample analysis are presented in Appendix C .  
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Pseudo-Steadv State Exoerirnents 

A synthetic brewery waste (1  1.4 kg COD/m’, Appendix A) was used as feed for the UASB reactor. 

Anaerobic granules were cultivated in the UASB reactor, operated at 37°C. Liquid pH was maintained at 

6.8-7.0. Operational conditions of the UASB reactor during pseudo-steady state are shown in Table 6-1. 

Pseudo-steady state was assumed to have been attained when all effluent parameters stabilized after a 

change in OLR and more than three HRTs. Experiments began about three weeks after start-up. The OLR 

was varied from 4 to 23 kg COD/m3-d, HRT from 0.5 to 2.5 days, and feed concentration from 6-14 kg 

COD/m3. The experiment was designed to examine each parameter individually, by operating the UASB 

reactor at different combinations of OLR, HRT, and feed concentration. First, OLR was varied at two 

levels (1 5 and 23 kg COD/m3-d) while HRT (0.5 days) and feed concentration (14 kg COD/m3) were held 

constant. Then, HRT was varied at two levels (0.5, 1.5 days) while OLR (15 kg COD/m3-d) and feed 

concentration (14 kg COD/m‘) remained unchanged. Feed concentration effects were examined at two 

levels (9 and 1 1 kg COD/m3) while keeping OLR at 10 kg COD/m3-d and HRT at 1.5-1.8 days. The effect 

of increasing the OLR through changing feed pumping rate (HRT varies, feed concentration fixed) or 

changing both feed and mineral pumping rates (fixed HRT, feed concentration varies) were examined at 

three levels (4, 10, 14, and 6 ,  10, 15 kg COD/m3-d, respectively). A total of eight runs of different 

combinations were conducted (Tzble 6-2). Reactor gas, liquid and solid phases were monitored for nine 

months during this experimental period. Gas phase H,, CO, CH, content and gas production rate were 

measured hourly. Reactor effluent VFA and pH were measured daily. Biomass in the effluent (TSS and 

VSS) were measured weekly. Sludge bed solids concentration (TS and VS) were measured monthly. The 

pseudo-steady state data files were combined on a semiweekly basis and then transferred as as SAS data 

series. Computations were made for gas production rate based on cumulative hourly monitoring data. 

Minor disturbances of the system which happened during operation (i.e., methane analyzer failure and 

trace gas analyzer error signals) were corrected. 

Table 6-1. Operational conditions of the bench-scale UASB reactor during 
pseudo-steady state experiment. 

Organic Loading Rate (kg COD/m’-d) I 4.2, 5.8, 10. 15, 23 
~ _ , _  Y - , -  

Hydraulic Retention Time (d) 0.5, 1, 1.5,2.5 
Feed Concentration (kg COD/m’) I 5.7. 9.1, 11.4. 13.7 

I Temperature (“C) I 37 I 
PH 6.8 - 7.0 
Reactor Liquid Volume (L) 3.1 
Headspace Volume (L) 0.2 
Granular Bed Volume (L) 1.5 
Bed Expansion (‘33) of total liquid volume 65 
Up Flow Velocity (mlhin) 165 
Gas Recirculation Rate (L/min) 0.5 



Table 6-2. OLR, HRT and feed concentration at pseudo-steady state experiments. 
ExDeriment I OLR I HRT I Feedconcentration I Effects 

group 
I 

(kg COD/m3-d) (day) (kg COD/m3) Examined 
23 0.5 13.7 OLR 

I 

V 10 1.5 9.1 
V 15 1.5 13.7 

Typical profiles of acetate, propionate, CO, H,, CH,, and gas production rate during pseudo-steady state 

operation are shown in Figure 6-2. The largest variation was observed for H, concentration; methane 

varied the least. CO fluctuated at k0.2 ppm. During the entire operational period, acetate and propionate 

concentrations remained below 2 mM and 1 mM, respectively. At an OLR <14 kg COD/m3-d the acetate 

and propionate concentrations were near or below detection limits (0.1 mM). During the entire pseudo- 

steady state operations, COD removal efficiency ranged from 7 1 to 94%, the average being 85%. Methane 

production, based on COD removed, ranged from 0.28 to 0.37 LCH,/g COD removed, with an average of 

0.34 LCH,/g COD removed. 

Statistics of H2. - CO. and Other Process Variables 

General Statistics. Statistical analysis of the pseudo-steady state operational data was performed. For 

mean, variance, standard error, coefficient of variance (CV, the ratio of variance to mean), correlation, 

Student t statistics, confidence interval, and population distribution for acetate, propionate, CH,, gas 

production, pH, CO, and H,, at each pseudo-steady state operational condition. The CVs were then 

averaged to obtain a mean of CV for overall steady state operation. The mean, CV, and standard error for 

each variable during the overall pseudo-steady state is presented in Table 6-3. 
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010. 

Figure 6-2. Typical profiles of (a) COY (b) methane, (c) H1, (d) acetate and propionate, and 
(e) gas production rate at pseudo-steady state. (OLR 15 kg COD/m3-dy HRT 1.5 d, feed 
concentration 13.7 kg COD/m3.) Time scale: (a)-(d) in hours; (e) in days. Data collected 

from Nov. 30 to Dec. 7,1992. 
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. 

Component 
H2 

Table 6-3. Range of mean, coefficient of variances and standard error of monitoring 

Mean range (mean of 8 operations) Standard error range 
19- 173 ppm 75.2 0.936-4.999 

variables during pseudo-steady state experiment. 
I I Coefficient of Variance I 

Acetate 
co 
Propionate 

0.08-1.04. mM 49.1 0.005-0.168 
0.10-0.58 ppm 36.9 I 0.002-0.010 
0.10-0.72 mM 9.9 0.01 5-0.061 

Gas production 
CH4 

104-592 m l h  6.0 0.334-4.174 
74.2-85.6 % 2.6 0.064-0.234 

Ranged among eight pseudo-steady state operations 
ci = 0.05 

Mean. Coefficient of Variance. PoDuiation Distribution and Standard Error. Population distribution 

tests indicated all variables followed normal distribution. Methane content had the narrowest range 

(74.2%-85.6%) for the mean, while H, had the widest (19-173 ppm). The variation of each variable was 

estimated by the value of the coefficient of variation (CV). The higher the CV, the greater the fluctuation 

or higher the sensitivity. H, had the highest CV (75.2), CH, the lowest (2.6). The variation of CO (36.9) 

was moderate, as was that of acetate (49.1). These variables, grouped according to their variance were: H, 

> > acetate 

high background noise for H,. 

CO > propionate > gas production > CH4. The standard error was highest for H,, indicating 

Confidence levels of each monitoring variable were 

calculated using a Student t test at the a = 0.05 level. Acetate, propionate, CO, H2 , CH,, and gas 

production were computed using standard error. The mean and confidence interval (CI) of each variable 

were then plotted against OLR (Figures 6-3,6-4, and 6-5). The means of acetate, propionate, CO, and gas 

production all increased with increased applied OLR. This increase was clearly linear for gas production 

and non-linear for acetate, propionate and CO. The CH, concentration decreased with increased OLR, also 

in a non-linrsar fashion. There was no discernible pattern to the mean of H2 concentration. The CIS of gas 

production, CH,, and CO were small and consistent throughout the entire OLR range tested. The CI of CO 

increased slightly at high OLR (23 kg COD/m3-d). In contrast to the other variables, the CI of H2 was 

high. The CI of H2 overlapped between OLRs of 10 and 23 kg COD/m’-d, indicating there was no 

statistical differences in H, concentrations between these two OLRs. Acetate and propionate had 

considerably higher CIS, which increased at the highest OLR (23 kg COD/m’-d). 
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Figure 6-3. Mean and confidence intervals of methane and gas production during pseudo- 
steady state operation. Bars represent 95% confidence intervals. Note: in most cases, 

error bars are smaller than size of the symbol. 

6-9 



180 
160 
140 
120 
100 
80 
60 
40 
20 

* *  

I 
I 

I 
I I I 

0.00 5.00 10.00 15 .oo 20.00 25.00 

OLR (kg COD/m3-d) 

0.7 

0.5 o.6 t 
T 

v 0.3 
0 u 0.2 - 0.4 0.1 i 

i 

4 
i 

+ 
0 1  

I 
I 
I 

I 
I 

I 
I 

t 
I 

0.00 5.00 10.00 15.00 20.00 25.00 

OLR (kg COD/m3-d) 

Figure 6-4. Mean and confidence intervals of H2 and CO during pseudo-steady state 
operation. Bars represent 95% confidence intervals. 
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Figure 66 .  Mean and confidence intervals of acetate and propionate during pseudo- 
steady state operation. Bars represent 95% confidence intervals. 

Correlation. Correlation analysis showed acetate, propionate and methane content were most closely 

correlated with other variables (at a = 0.01; Figure 6-6). CH, was negatively correlated with propionate, 

acetate, CO and gas production. Gas production and CO concentration Rere related to three other 

variables. There was no correlation between H, and any other variables. 

Bivariate plots of CO and H, with acetate for eight pseudo-steady state operations were used to examine 

the correlation between acetate and trace gases. The results (Figures 6-7 and 6-8) indicate that CO 
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concentration was scattered in some individual runs although it correlated with acetate based on all of the 

data. 

(+I 
Acetate 4-w Propionate 

co / 

H t  Gas production 

Figure 6-6. Schematic diagram of correlations among monitoring variables at pseudo- 
steady state operations (based on results from correlation analysis; (+) indicates a positive 

correlation; (-) = negative correlation; correlation test at a = 0.01). 

Analvsis of Variance and Multiple Comparison Tests. Analysis of variance (ANOVA) was performed 

on the six monitoring variables to test the significance in variation among the OLRs tested. Results of 

significance tests, presented in Table 6-4, indicated high F values for all of the variables. The values of Fs 

were significant at a = 0.001 level (indicated by three ‘+’ signs), which provided strong evidence of real 

differences among the means of each variable for the eight OLRs tested. Thus, it can be concluded that 

every individual monitoring variable does not belong to a population within a common mean (p) at 

different OLRs. 

To further examine at which two OLRs variables are different from each other, multiple comparison tests, 

Duncan’s multiple range test, and LSD (least significant differences) tests were conducted on the 

population means of each variable (a = 0.05). The variables were then grouped based on OLR (Table 6-5). 

Acetate and propionate were grouped similarly. Gas production and CH4 were close, as were CH, and CO. 

All values for OLR 23 kg COD/m3-d were different from the others, except that for H,. Most variables 

showed only small differences at low OLRs. 
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Figure 6-8. Bivariate plot of H2 versus acetate at each pseudo-steady state. 



250.00 - 

200.00 .- 

2 150.00 .- 

L. A A 
A ' A  & 

4 A  
h A 

g IOO.00 -- A A A a 
Y 

50.00 .- f 
0.00 i I I I I I I I I I 

300.00 - 
250.00 '- 

200.00 .- 

A 

A 

A A  A 4 h 

E 
A -  A 8 150.00 .- A 

zN 100.00 .- A A 

4 
50.00 .- 

A 100.00 1 A 

120.00 

h A 
A 

' A  

A A A 
'- 

40.00 

20.00 

250.00 

200.00 

2 150.00 
B 
9 100.00 

Y 

50.00 

0.00 I 

A A  AA 
A 

A A A  A A A  .- 

A .- 

-- 

.- 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0 0.2 0.4 0.6 0.8 1 I .2 

Acetate (mM) Acetate (mM) 

Figure 6-8. Bivariate plot of H2 versus acetate at each pseudo-steady state (continued). 



Variables 
Acetate 

Observations OLR levelsa F value Significance Test 
157 7 52.98 +++ 

1 

Propionate 157 7 260.28 +++ 
co I 157 7 70.9 +++ 

I "OLR at 4.2, 5.8, 10, 14, 14.5, 15, and 23 kg COD/m3b-d. 

H2 
CH4 
Gas production 

OLR. HRT and Feed Concentration Effects. Sample means of the eight pseudo-steady state operational 

data sets were shaped into five groups according to different control variables. The mean of acetate, 

propionate, H2, CO, CH,, and gas production at different combinations of OLR, HRT, and feed 

157 7 15.79 +++ 
157 7 71.94 +++ 
157 7 1297.91 +++ 

concentration are listed in Table 6-6. Within each group, means were compared in an attempt to detect 

trends. The monitoring variables followed OLR variations. Acetate, propionate, gas production, and CO 

generally varied in parallel with OLR. CH, varied in the opposite direction. 

When HRT and feed concentration were both held constant at 0.5 days and 14 kg COD/m', means of all 

variables, with the exception of methane, increased with an increase in the OLR from 14.5 to 23 kg 

COD/m3-d. When the HRT was decreased while OLR and feed concentration remained about the same, 

COY H,, propionate, and gas production changed slightly. CH4 decreased and acetate increased. At a fixed 

OLR of 10 kg COD/m3-d and HRT varying at 1.5-1.8 days, the responses were weak. When the OLR was 

increased by increasing the pumping rate (HRT decreased), acetate, propionate, CO, H2, and gas 

production increased; CH, decreased as OLR was increased. When the OLR was increased by increasing 

the feed concentration (HRT remained constant), the same phenomena were again observed. All the 

variables increased or decreased (CH,) with increased OLR. A reduction in HRT caused an increase in 

CO, H, concentrations, and gas production. The reduction in HRT resulted in a slight decrease in CH,, in 

one case, and the opposite in another case. This implies that HRT does not have a strong influence on the 

6-17 



gas monitoring variables at the OLR and HRT ranges studied. This was also the case when feed 

concentration was varied. The OLR appears to be the parameter that most affected the variables 

monitored. 

SDectral analvsis. Spectral analysis was conducted on pseudo-steady state operational data for six 

monitoring variables (acetate, propionate, H2, CO, CH4, and gas production) in order to detect any cyclical 

patterns. The spectral technique uses finite Fourier transformation to reduce data into a sum of sine and 

cosine waves of different amplitudes and wavelengths (Brockwell and Davis 1987). The periodogram 

represents a sum of the squares. The periodogram is smoothed by a weighted moving average to produce 

an estimate for the spectral density of the series. Frequencies of each series are plotted against the 

periodogram. The maximum frequency calculated from the periodogram indicates any hidden periodicity. 

The data was further examinedby Fisher’s test at each OLR to differentiate any hidden periodicities from 

white noise. The hypothesis (HO) that the data is generated by a Gaussian white noise sequence was tested 

against the alternative hypothesis (Hl) that the data is generated by a Gaussian white noise sequence with a 

superimposed deterministic periodic component. The test was computed using the following equation: 

n - 1  
2 

where P is probability; Eq is a realized value of x; q is -. , n is data size; x is Kappa test statistics. 

a = 0.05 was used in the test. 
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Cross-correlation of monitoring variables under the pseudo-steady state operation was analyzed to examine 

the time phase between the spectra (delay in response) of different variables. Phase spectrum 

15 

14.5 

23 

periodograms were computed for each pair of variables at each OLR. 

1.14 1.14 2.28 0.57 0.57 1.14 

0.42 0.42 0.84 0.84 0.42 0.42 

0.52 0.52 0.52 3.14 2.62 0.52 

Spectral analyses were conducted by writing several SAS programs and plotting results for each variable. 

The maximum frequencies determined are presented in Table 6-7. Acetate and CH4 concentrations have 

the same maximum frequency throughout the operation. In three out of seven cases, propionate had the 

same common frequency as acetate and CH4. For two out of seven cases, CO had the same common 

frequency as acetate. The maximum frequencies of acetate and CH4 ranged from 0.26-2.62; five out of 

seven data sets had values that were within the range of 0.26-0.57. Similarly, propionate had a maximum 

level between 0.26 to 0.63 for five out of seven OLRs. CO, H, and gas production ranged from 0.1 1-0.84 

for most of the experimental conditions tested. The maximum frequency of each monitoring variable 

appears to be independent of the OLR of the system. CH, and acetate were related to some degree in 

frequency. The variation of gas production and H, did not appear to be periodical in nature. 

White noise tests were performed using SAS for Kappa’s test (x) and q. Fisher’s test was then calculated 

manually using equation 6-1 for each variable at each OLR. The probability was compared at the a = 0.05 

level, and the decision made to either reject or accept the hypothesis HO. Rejection of HO means the data 

series has a hidden periodicity. Accepting HO means that the data is described by random noise. The 

probability levels for each variable are listed in Table 6-8. In three out of seven cases, propionate and CO 

had periodicity (HO was rejected). At less than two cases, each variable showed some degree of 

periodicity. However, white noise was normally observed for all the variables tested. The periodicities, 

however, were weak for most variables. 



Table 6-8. Fisher’s white noise test results for each variable at different organic 
loading rate. 

OLR H2 Acetate Propionate CO GP CH4 

P 0.3949 0.2358 - 0.0000 0.4734 0.01 1 
4.2 X 3.0844 3.5025 - 9.1413 2.9224 5.4822 

decision - reject reject 
5.8 X 2.8720 3.1138 2.3035 2.2290 2.9039 4.4020 

P 0.4544 0.3412 0.7770 0.8170 0.4382 0.095 

10 X 5.7867 9.9356 18.228 1 3.0882 5.3868 6.6225 
P 0.057 0.0002 0.0000 0.8147 0.091 0.012 

decision reject reject reject reject 
14 X 2.6043 1.8017 3.6702 4.0904 3.9884 2.1916 

P 0.3478 0.7762 ’ 0.025 0.02 0.0254 0.5969 

decision 

decision reject reject reject 
15 X 1.6320 2.41 10 2.1149 1.7557 1.8587 1.8135 

P 0.8841 0.3594 0.5487 0.8077 0.7357 0.6485 

14.5 * X 1.9294 2.2639 3.9867 2.1697 2.1430 2.7841 
P >0.05 0.6307 0.0445 >0.05 0.7098 0.2653 

23 X 1.7940 2.0822 2.2368 3.473 1 1.8986 1.7150 
P >0.05 >0.05 0.4652 0.0435 0.7067 0.8344 

decision 

decision reject 

decision reiect 

Results of cross-correlation analysis using SAS are presented in Table 6-9. For each pair of variabIes, a 

real periodogram was plotted with time-phase ranging from -7c to 7c. CH, had a delay from CO ranging 

from -0.1 to -0.25 in most cases. Acetate and propionate had the same time-phase when OLR was high. 

Time-phase correlation for the rest of the monitoring variables was unclear. 

Bivariate plots. An attempt was made to determine whether the CO and H2 data could be manipulated 

into a form where a “stable” operation region could be identified. A surrogate was sought to normalize 

. both CO and H2 on the applied OLR. The OLR is not available on-line in field situations. Gas production 

rate (GP), however, did track the OLR well for all sready state testing. Therefore, the ratios of CO/GP and 

H2/GP were selected as the variables to investigate. 

The CO/GP and H2/GP ratios at each steady state (4.2-23 kg COD/m3-d) were calculated. The mean +3a 

was calculated using the above data (mean and standard deviation) as baselines. There were 2.46 ppb 

CO/ml gas-hr for CO/GP and 1.2 1 ppm H,/ml gas-hr, for the steady state operation. The steady state 

operation data of COIGP and HJGP is presented in Table 6-10. Results are reasonably consistent for both 

CO/GP and H2/GP especially for data collected at OLR of 10 kg COD/m’-d and higher. 
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I Table 6-9. Time Dhase between each pair of monitorina variables in freauencv. I 
OLR A/P A/CO AM2 A/CH4 k P  PIC0 PMz.  PICH4 P/GP- COMz CO/&H4 *CO/GP H2/CH4 Hz/Gp 
4.2 -0.4 -0.4 1 .o 1.8 0.1 -0.18 -1.6 -0.75 NA NA -0.25 1.1 -0.3 NA 
5.8 -1.2 -0.6 -0.5 0.0 0.6 -3.1 -0.25 0.55 1.3 0.1 -2.5 -0.45 0.25 3.1 
10 -0.6 0.3 3.0 -2.8 NA 0.3 1.4 1.1 -1.1 NA -0.8 0.9 0.28 3.0 
14 0.22 0.13 -0.8 -2.8 1.1 -0.35 0.0 -0.9 NA NA -0.1 2.45 0.0 -0.1 
15 0.0 -1.5 0.75 1.2 -1.5 0.0 -3.1 1.0 -0.32 0.2 -1.8 -2 -1.1 0.0 
14.5 0.0 -2.9 1.4 0.7 0.1 0.0 -0.45 1.7 2.0 -1.8 1.1 NA 1.15 0.1 1 
23 0.0 0.53 -0.1 -2.17 NA 0.5 0.0 -3.1 NA 0.0 -1.5 -1.1 0.0 0.0 
frequency range : - n to 7~ (-3.14 to 3.14). 
A/P=-0.4 means A delayed from P by 0.4 (l/d). 

1 A-acetate, P-propionate, GP-gas production. OLR as kg COD/m3-d 



OLR 
MEAN 
SD 
STDerr 
n 

Acetogenesis and methanogenesis are the two major processes involved in the biodegradation of the 

synthetic brewery waste. During biodegradation, ethanol degraded quickly. During pseudo-steady state 

operations, ethanol was never detected in the reactor effluent (detection limit 0.1 mM). Thus, the reaction 

thermodynamics were performed primarily using propionate and acetate degradation. Values for the mean 

4.2 5.8 10 10 14 15 14.5 23 
0.189 0.165 0.623 0.739 0.547 0.325 0.277 0.274 
0.297 0.132 0.476 0.297 0.098 0.059 0.088 0.091 
0.012 0.006 0.021 0.015 0.006 0.005 0.005 0.006 
5 80 428 525 406 259 158 317 226 

of each monitoring variable, derived using statistical analysis, were used in the energy calculations. The 

major biochemical reaction equations and their Gibbs free energy under standard conditions (after Thauer 

et al. 1977) are shown in Table 6-1 1. In order to track the influence of CO and H,, reactions 2 and 3 were 

split from the reaction Acetate -+ CH4 + CO,. 

At standard conditions, the Gibbs free energy for propionate degradation is positive. From a 

thermodynamic point of view, the reaction could therefore not proceed to the right. To reach a negative 

value of AG, H, must be low. AG for each OLR was calculated using the actual concentrations during 

pseudo-steady state operations and the reactor operational conditions (37"C, pH=7; Figure 6-9). CO and 

H2 were analyzed using the headspace concentration. The values of the first 2 points of each of the four 

reactions were different from the values of the rest of the points of these reactions. This may be caused by 

the low concentration of acetate and propionate (near detection limits) at an OLR of 4.2 and 5.8 kg 

COD/m3-d. This also affected the level of the other variable. The calculated AG' of propionate 

degradation (reaction 1) was positive. The reaction was therefore not likely to occur. However, the 

propionate concentration in the feed (15 mM) decreased down to less than 1 mM during the operation. The 

discrepancy between the calculated free energy values was probably due to the lack of equilibrium between 

the gas present in the headspace and the gas dissolved in the aqueous phase. 
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Table 6-1 1. Gibbs free energy change for propionate oxidation and methanogenesis 
at standard conditions. 

Propionate degradation AGO’ (kcaho l )  

1 .  
Acetate degradation 

CH3CH2COO- + 3H20 + HCO3- + H+ + 3H2 + CH3COO- 18.2 

2. -3.78 

3. CO+H20  + C02+H2 -4.78 
CH3COO- + H2 + H+ -+ CH4 + CO + H20 

CO, reduction 
4. C02 + 4H2 + CH4 + 2H20 -3 1.25 

10.00 -I i 

0 I \ ?  I 
0 0 0  -. 

0 5 10 20 25 
-5.00 1 
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x eo 
E -20.00 - 
8 
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~ ~~~ 

+delGl + delG2 t d e l G 3  -delG4 

Propionate degradation 

1 .  

Acetate degradation 

CH3CH2COO- + 3H20 -+ HCO3- + H+ + 3H2 + CH3COO- 

2. 

3. CO+H20  + C02+H2 

C02 reduction 

4. 

CH3COO- + H2 + H+ + CH4 + CO + H20 

C02 + 4H2 -+ CH4 + 2H20 

Figure 6-9. Free energy change of propionate oxidation and methanogenesis during 
pseudo-steady state operation. (Headspace CO and H2 used for calculation.) 
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H2 and CO present in the headspace do not necessarily represent the concentration in the liquid phase that 

microorganisms actually experience. Pauss et al. (1 990a) reported a 70-times difference between dissolved 

H2 and headspace H,. This could be due to 1) limiting mass transfer from liquid to gas phase (Pauss et al. , 

1990a, 1990b), 2) hydrogen’s rapid turnover rate and its perhaps widely varying concentration in solution. 

An attempt was made to measure dissolved H, and CO in the UASB reactor in a separate experiment at 

various head-space concentrations (for method, see Appendix C). The value of the pseudo-steady state gas 

phase H2 and CO Concentrations were adjusted using the results obtained from dissolved gas analysis from 

the same UASB reactor in a separate test. The ratio of measured gas concentration to gas concentration at 

equilibrium with liquid phase concentration (H,*(g) and CO*(g)), calculated based on the measurements of 

dissolved gas concentrations, are presented in Table 6-12. A ratio of less than one, where the gas phase 

concentration is smaller than equilibrium gas concentration (H,*(g) or CO*(g)), indicates that mass transfer 

of the compound from liquid phase to gas phase is limited. This ratio for H2 was greater than one, while it 

was smaller than one for CO. The results suggested that mass transfer from liquid phase to gas phase was 

limiting for CO but not for H,. Dissolved gas concentrations of H, and CO during pseudo-steady state 

operations were then estimated (Figure 6-10). The free energy of the propionate degradation calculated in 

this fashion was negative at pseudo-steady state. For each reaction within the OLR range studied, the AG’ 

values were quite stable. Reaction 2 (acetate -+ CO) had three positive points. However, AG’s for the 

whole reaction of acetoclastic methanogenesis (reactions 2 +3) were negative. The average free energy 

level of propionate oxidation (reaction 1)  was -20 kJ/mol; of acetate decarboxylation (reaction 2+3) -20 

kJ/mol; of H2 oxidation (reaction 4) -5 kJ/mol. 

H2 (1) 
nM 

mean 4.83 
SD 5.59 

Range 1.36-18.50 

H Z  (g) b “ ( g ,  b CO(U H2 (g) co (g) ~ 

nM (PPm) (PPm) H2 *(g) co *k) 
9.25 53.71 0.158 16.3 0.145 
17.94 34.53 0.058 17.3 0.129 

0.71-51.45 9.6-94.5 0.1 1-0.26 2-50 0.02-0.34 
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Figure 6-10. Free energy change of propionate oxidation and methanogenesis during 
pseudo-steady state operation. (Dissolved CO and H2 used for calculation. CO and H2 

were headspace concentrations in equilibrium with measured dissolved gas 
concentration.) 

UNSTEADY STATE OLR PERTURBATIONS AND SYSTEM RESPONSES - NO PH CONTROL 

Unsteady state OLR variation experiments were performed by imposing step OLR increases and decreases 

as well as imposing impulse loads on the bench-scale UASB reactor treating a synthetic brewery waste. 

OLR was varied by changing the feed rate. Perturbation of different OLR strengths and durations were 

tested. The effect of fixed duration of steps (regular variation) and a combinations of impulse and step 

increases (random variation) were also examined. The OLR was increased high enough to cause a system 

failure. Trace gases H, and CO and performance variables acetate, propionate, gas production rate, 
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methane content, pH, and suspended solids were monitored. Reactor granule volume was maintained at 

1.5- 1.7 L (unexpanded bed volume). 

OLR Variation at  5.8.12. 15 ke COD/m'-d (USSl,. 

A regular perturbation experiment performed by varying OLR at a fixed frequency (24 hours) and duration 

of each step (3 hours) was conducted (Figure 6-1 1). Three perturbations were imposed on the UASB 

reactor. The background OLR was 5 kg COD/m3-d. The OLR was increased stepwise from 5 to 8, 12, and 

15 kg COD/m3-d, and then back by increasing and then decreasing the forward flow rate to the reactor 

(decreasing HRT from 2.6 to 1.3 days). Results of the experiment are graphically presented in Figures 

6- 1 1 through 6- 13. The UASB responded quickly to changes in OLR. Gas production rate followed the 

changes in OLR extremely well. CO also appeared to track the changes in OLR with little delay (Figure 

6-12). No discernible trend was observed for H,. Acetate and propionate levels rose only slightly at each 

new step OLR (0.1.0.3 mM). Methane content decreased by 3-4% as the OLR was increased. After the 

OLR was decreased, methane concentration increased rapidly, reached a peak value and then returned to 

the normal steady state range (Figure 6-1 1). Reactor pH also decreased slightly (0.2 pH unit) during the 

step OLR increases (Figure 6-13). Since the responses were relatively low (Le., there was little 

accumulation of acetate, propionate, etc.), a high level of OLR perturbation was desired. 

OLR Variation at  5, 10.15.20.25 kg COD/m'-d (USS2). 

A second experiment was conducted to examine response to a regular variation of OLR with the same 

frequency and duration of each step but at a higher amplitude in the OLR increase. The OLR was varied 

from 5 kg COD/m3-d to 25 kg COD/m3-d. The HRT was concurrently varied from 2.6 days to 22 hours. 

Three perturbations were imposed upon the laboratory UASB reactor (Figure 6-14). The gas production 

rate followed increases and decreases in OLR quite well. The CO concentration atso increased and 

decreased in concert with OLR. H, response was poor. A decrease in system performance was observed 

when the OLR was increased to 25 kg COD/m3-d during the second and third perturbations. Gas 

production rate decreased from 1 120 mL/h at the peak rate of the second day (29-3 1 hours) to 800 mL/h at 

the peak of the third perturbation (53-56 hours). Maximum CO concentrations increased from 0.4 ppm 

(first and second perturbation) to 0.6 ppm (third perturbation; Figure 6-15). A lag was observed in the 

response of CO to increases in the OLR. Nevertheless, CO concentration appeared to track the changes in 

OLR and gas production reasonably well. Effluent VFAs accumulated when the OLR was at its peak 

(Figure 6-16). During the third day, acetate and propionate concentrations peaked at 0.5 mM compared to 

0.28 mM and 0.12 mM, respectively, for the second day. Butyrate and iso-butyrate were also observed in 

the effluent at this timelFigure 6-16). The peak concentration of acetate occurred at approximately the 

same time as peak concentration of CO. Methane varied in the same pattern as for the previous 

experiment. It decreased gradually when the OLR was high and increased quickly when the OLR was 
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decreased (Figure 6-14). Reactor pH decreased slowly from 7.0 when VFAs were observed to accumulate, 

reaching 6.7 at the end of the experiment. 
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Figure 6-1 I. Applied OLR and HRT and reactor methane content variation during OLR 
loading variation experiments (OLR: 5-15 kg CODlm3-d). 
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Figure 6-12. Hydrogen, carbon monoxide, and gas production rate during loading 
variation experiments (OLR: 5-15 kg CODlm3-d). 
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Figure 6-13. Acetate, propionate, and pH during variation experiments (OLR: 5-15 kg 
COD/m3-d). 

There was no significant change in effluent volatile suspended solids (VSS) concentration during the initial 

two days. VSS concentration increased slightly during the third day (120 mg/L) from a level of 20 ppm 

and did not immediately return back to previous level once the experiment was discontinued and the OLR 

maintained at the starting level of 5 kg COD/m3-d (Figure 6- 17). 
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Figure 6-14. Applied OLR and HRT and reactor methane content variation during OLR 
loading variation experiments (OLR 5-25 kg CODlm3-d). 

6-30 



1200 . , - - - -  " ... 

I I000 

10 00 20 04 30 00 40 00 50 00 60 00 70 00 0 00 

time (hrs) 

1.00 

0.90 

0.80 

0.70 

0.60 
h 

E 
v B 0.50 

8 
0.40 

0.30 

0.20 

0.10 

0.00 
0.00 10.00 20.00 30.00 40.00 50.00 60.00 10.00 

time (IUS) 

Figure 6-15. Hydrogen, carbon monoxide, and gas production rates during OLR variation 
experiments (OLR: 5-25 kg CQD/m3-d). 
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Figure 6-16. Acetate, propionate, butyrate, isobutyrate and pH during OLR variation 
experiments (OLR: 5-25 kg CODlm'd). 
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Figure 6-17. Volatile suspended solids (VSS) during OLR variation experiment (OLR: 5-25 
kg COD/m3d). 

OLR Variation at  10,30.40.50.60 and 104 kp COD/m'-d WSS3). 

To examine the responses of random versus regular OLR variations, a four-consecutive-day experiment 

was conducted. Two types of variations, random and regular, were applied, each for 24 hours. Random 

OLR variations were accomplished by a combination of steps (variable duration of 1 to 3 hours) and 

impulses. The OLR ranged from 10-60 kg COD/m'-d up to 104 kg COD/m3-d during an impulse. The 

HRT was varied from 6 to 12.6 hours. The applied O t R  and HRT during this experiment are presented in 

Figure 6-1 8. A regular variation of OLR at 10 and 25 kg COD/m3-d, with a fixed duration of 2 hours for 

each step increase, was first imposed on the system. This was followed by a random variation up to 3@ kg 

COD/m3-d in steps and an impulse of 104 kg COD/m3-d. On the third day, a high strength random 

variation was impose? on the reactor to push the system to its limit. The applied OLR was increased up to 

60 kg COD/m3-d. Duration af each step increase at 30,60, and 50 kg COD/m3-d wa.. 3 hours. 

Immediately after this perturbation, a random variation similar to the one performed on day 2 was repeated 

to allow studying the impact of the day 3 perturbation on the system. 

The gas production rate had a distinct response pattern to the variations in OLR. It was one of the most 

sensitive variables tested (Figure 6-19). Gas production rate closely followed the input pattern of OLR, 

although a 1- to 2-hour lag was observed. The total gas production was 1 1.9 liter on day 2 (20-34 hr) and 

12.1 liter on day 4 (68-91 hours). Under the perturbation conditions imposed during day 3 (44-68 hours) 

the gas production rate decreased to 68% of the theoretical potential production (growth not included in the 

analysis). This indicates the methanogens were probably overloaded. Methane production was estimated 

to be 0.28 m3CH,/kg COD removed during the third perturbation. Background methane production was 

0.38 m3CH4/kg COD removed. 
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Figure 6-18. Applied OLR and HRT and reactor H2 responses during OLR variation 
experiments (OLRIO-104 kg C8D/m3d). 

During this perturbation, H2 responded to the changes in OLR (Figure 6-18). About a 1-hour delay in 

response was observed. After the system had been significantly disturbed, on day 3, H2 had a slightly 

higher response to the random perturbation performed on day 4, compared to a similar perturbation on day 

2 (Figure 6- 18). 

The CO concentration parameter appeared sensitive to both the step increase and impulse in OLR (Figure 

6-1 9). Once CO accumulated, it took an average of 10 hours to return to the initial level. On day 4 (68-9 1 

hours), during the repeated random perturbations, the CO concentration remained relatively stable at a 



level of 400 ppb. The initial CO concentration was 500 ppb, higher than the expected level of 200 ppb. 

This may be the result of the system being exposed to air when a gas reservoir was installed and a gas 

valve replaced prior to initiating the experiment. 
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Figure 6-19. Gas production rate, CO and methane content during OLR variation 
experiments (OLR:I0-104 kg COD/m3-d). 

The effluent VFA did not have any strong response to the OLR during the low strength perturbations of 

days I ,  2, and 4 (0-44 hours and 68-91 hours.; Figure 6-2G). On day 3, however, the high level OLR 

variation resulted in significant accumulation of acetate, propionate, COD and higher molecular weight 

VFAs including iso-valerate, n-valerate, iso-butyrate, n-butyrate and 2-methyl-butyrate (Figures 6-20 and 

6-21). A mass balance performed on the system showed that the majority of effluent-soluble COD came 
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Figure 6-20. Acetate, propionate and soluble COD during OLR variation experiment 
(OLR:10-104 kg CODlmj-d). 

from acetate and propionate (Figure 6-22). VFAs began to accumulate significantly when the OLR was 

increased from 30 kg COD/m3-d to 60 kg COD/m3-d, during the third perturbation. The VFA 

concentration continued to increase even when the OLR was decreased down to 50 kg CODlmj-d, 

indicating that the acetoclastic methanogens were unable to keep pace with acetate production. Acetate 

and propionate reached peak concentrations of 14 mM and 5 m M  (COD of 1450 mg/L), respectively, by 54 

hours. VFAs with 4-5-carbons such as butyrate, iso-butyrate, 2-methyl-butyrate, valerate, and iso-valerate 

were detected when acetate and propionate concentrations were high (Figure 6-2 1). Once the perturbation 

was stopped (OLR decreased back to 10 kg COD/m3-d), the concentrations of VFAs decreased. 
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Figure 6-21. Four and fivetarbon compounds measured during OLR variation experiment 
(0LR:lO-104 kg COD/m3-d). 

Methane content, pH and suspended solids exhibited weak response during the first and second OLR 

perturbations (0-44 hours; Figures 6-20 and 6-22). Under the high-strength OLR perturbation of day 3 

(44-68 hours), methane content decreased continuously from 75% to 65% over 10 hours until the 

perturbation was stopped. The pH declined from 7.0 to 6.2, during this period. Methane content and pH 

recovered after 10 and 5 hours, respectively. The random variation repeated on day 4 (68-9 1 hours) had a 

stronger impact on these variables. Methane concentration decreased by 5% during this period, compared 

to during the identical random variation of day 2 (20-44 hours) when methane remained quite stable (75%). 

The pH decreased to a lower level and remained at that level longer than during the first random variation. 
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Figure 6-22. pH, total suspended solids (TSS), and volatile suspended solids (VSS) during 
OLR variation experiments (OLRAO-I 04 kg CODlm3-d). 

The response observed for suspended solids was again the slowest and the most insensitive to OLR 

variation. A slight increase in both total suspended solids (TSS) and VSS, both below 100 mg/L level, was 

observed during the experiment. The VSS/TSS ratio was 0.8, indicating the TSS was essentially all 

biological in nature. The granular sludge bed was stable throughout the four-day period. Breakdown of 

the granules and appearance of flocs within the bench-scale UASB was observed about two weeks after the 

conclusion of this experiment. Whether this was related to the perturbation experiment is not clear. 

The perturbations due to regular and random variations at low OLR levels during the initial two days were 

insufficient to significantly perturb system performance as judged by accumulation of effluent VFAs. The 
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strong random variation performed during day 3 (44-68 hours) did result in a significant response, reflected 

by the accumulation of effluent acetate and propionate (>lo mM and 5 mM, respectively; Figure 6-20). 

Effluent COD accumulation (1450 m g k  Figure 6-20) as well as the appearance of four and five-carbon 

compounds (Figure 6-22) was also observed. Gas production, methane concentration, and pH all 

decreased (Figures 6-18,6-19 and 6-21 ). These results demonstrated that a high strength OLR (Le., 50-60 

kg COD/m3-d) perturbation applied to a UASB reactor for more than 6 hours had a pronounced effect on 

the system. If continued, this OLR could lead to system failure. 

The random variation performed on day 4 after the strong disturbance on the system had a greater effect on 

methane, pH, CO, and H, than the same variation performed on day 2 (Figures 6-1 8 and 6-19). Gas 

production, effluent VFA, and COD did not significantly differ between days 2 and 4. Results suggested 

that impulse, random, and regular variation at low OLR had relatively weak impact on system 

performance, while step increases at high strength and longer duration could perturb the system 

significantly. 

OLR variation at 10.30.40.50.60 kg COD/m'-d (USS4k 

An unsteady state OLR regular variation experiment was performed (a repeat of the perturbation used 

during day 3 of USS3, previous experiment, but with an increased duration of each step). The purpose was 

to examine the maximum OLR level that the system could tolerate, system recovery, and the response of 

system variables. The OLR was increased from 10 to 30,40,50, and 60 kg COD/m'-d (Figure 6-23). The 

HRT was varied from 1 1  to 5.3 hours (Figure 6-23). The duration of each step was 24 hours (increased 

from 3 hours used for the prior experiment). 

Initial results are shown in Figures 6-23 through 6-27. Performance of the bench-scale UASB reactor was 

markedly affected by the increased duration and strength of the OLR step increases used in this 

experiment. The H2 concentration increased to over 1000 ppm after 60 hours from a starting value of 200 

ppm; the pH concurrently decreased to 5.2 from 7.0, VFAs accumulated, and gas production rate decreased 

at an OLR of 60 kg CODlm -d. The methane content decreased from 83% to 75% during this period. The 
3 

presence of 3-, 4-, and 5-carbon and higher-molecular weight compounds, such as butyrate, valerate, 

2-methyl-butyrate, propanol, and ethanol was observed. The duration of the step down from 60 to 50 kg 

COD/m -d was cut short because of imminent reactor failure. Two hours after the decrease in OLR to 50 

kg COD/m -d (t = 72-74 hours.), the gas production rate continued to decrease while VFAs continued to 

3 

3 

accumulate; H, (g) remained at >lo00 ppm and the pH continued to decline. To observe the system 

recovery, the shock loading was terminated by reducing the OLR to the initial 10 kg COD/m -d level (at t 
3 
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= 75 hours). Most monitoring variables, including H,, CO, gas production rate, pH, and VFAs returned to 

near-steady state levels within the next 10-20 hours. 
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Figure 6-23. Applied OLR and HRT and reactor methane content variation during loading 
experiment (0LR:lO-104 kg CODlm’d). 
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Figure 6-24. Gas production rate, H, and CO responses during OLR variation experiments 
(OLR10-60 kg CODlm3d). 
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Figure 6-25. Acetate, propionate, butyrate, and isobutyrate during OLR variation 
experiment (OLR:10-60 kg COD/m3d). 

The pattern of the gas production rate mirrored the changes in OLR during the first and second OLR steps 

(30 and 40 kg COD/m -d) and remained at 1 .O L/h and 1.18 L/h, respectively (Figure 6-24). When the 

OLR was set to 60 kg COD/m -d, the gas production rate initially increased to 1.4 L/h and then began to 

decline. This decrease in gas production even continued 3 hours after the OLR was reduced to the original 

3 

3 
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accumulated VFAs, ethanol, and propanol. It took 20 hours for the gas production rate to return to the 

background level at an OLR of 10 kg COD/m3-d. 
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Fiaure 6-26. Ethanol. n-DroDanol. valerate. isovalerate. and 2-methvl-butvrate durina OLR 
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variation experimeits (0LR:lO-60 kg COD/m34); 2 MB: 2-methyl-butyrate. 
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Figure 6-27. pH variation during OLR experiment (0LR:lO-60 kg COD/m3d). 

H2 tracked the changes in OLR (and GP) reasonably well (Figure 6-24). Yhe H2 concentration reached 

1000 ppm when the OLR was increased to 60 kg CODlm -d. Two hours after the OLR was reduced to 10 

kg COD/m -d, the €I2 concentration started to decrease. It took 12 hours for the H2 (g) concentration to 

return to background levels. The response pattern of H, was different from that of gas production rate 

during the period between 65 and 95 hours, when the system was near failure, the decrease in OLR and 

during recovery hours 72 and 74. H2 concentration decreased rapidly in concert with the decrease in OLR; 

gas production did not. 

3 

3 

It appeared that CO increased in response to each increase in OLR imposed on the system and then 

stabilized at a certain level. Headspace CO increased initially and then stabilized at 200 ppb for the first 

and second steps (30 and 40 kg COD/m -d; Figure 6-24). The CO concentration reached 300 ppb when the 

OLR was increased to 60 kg COD/m -d. During the system recovery, CO peaked at 75 hours (c. 1600 

ppb), similar to when peak concentration of ethanol and n-propanol were observed. CO had greater 

fluctuation during the recovery period than the OLR step increase period. It took 20 hours for CO to return 

to background levels after a secondary peak at 90 hours which was apparently not related to any of the 

variables measured during the experiment. 

3 

3 

Methane was the slowest of the gaseous components measured in responding to the perturbation. The OLR 

step increases to 30 and 40 kg COD/m -d did not cause any change in methane content. Methane content 
3 
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3 
was reduced by 3% by the end of 60 kg COD/m -d shock loading. A significant decrease and then rapid 

increase of methane content to 70% and 78% were observed after the decrease in OLR to 10 kg COD/m3-d 

(77-81 hours). A new level of 76% in methane content was established t = 95 hours. Return of methane 

content to the original (pre-shock) level did not occur until 2 weeks later. 

Ethanol and n-propanol were the major alcohol components found in the effluent (Figure 6-26). Ethanol 

and n-propanol had almost identical response curves. Their concentrations reached peak values (1.5 mM 

and 1.2 mM, respectively) at the 73-hour mark when the reactor system approached failure. The 

concentration of these alcohols decreased immediately after the OLR was decreased. Ethanol was one of 

the major substrates being fed to the system. Its accumulation is likely due to kinetic and/or 

thermodynamic limitations. N-propanol was not fed to the system, but appears to have been produced 

under the perturbation conditions. 

Most higher-molecular-weight acids (with the exception of iso-butyrate and iso-valerate) exhibited simi!ar 

response patterns during the second and third steps of OLR increase and during recovery. All VFAs 

measured appeared in the effluent during the second step OLR increase and disappeared at the 81- to 82- 

hour mark. Acetate concentration increased in accordance with OLR (Figure 6-25) after the first step. 

After an initial increase at the second step in OLR, acetate concentration stabilized at 4 mM (from 30-48 

hours). The third step in OLR resulted in acetate reaching a concentration of 20 mM. Fourteen hours after 

operation at this OLR of 60 kg COD/m3-d (62 hours), a rapid increase in acetate concentration was 

observed. When the OLR was reduced to IO kg COD/m3-d, the acetate concentration decreased from 55 

mM to 0.1 mM in a period of 10 hours. The response of propionate was similar to that of acetate except 

that concentrations were lower (Figure 6-25). OLR increases to 40 and 60 kg COD/m3-d resulted in an 

increase in propionate concentration to 3 mM and 8 mM, respectively. A peak of 10 mM was observed at 

72 hours. The reduction in propionate concentration was also rapid after the OLR was decreased. 

Propionate concentration decreased to its background level in less than 10 hours. Butyrate had the same 

pattern of variation as acetate (Figure 6-25) during the perturbation. An initial increase followed by a 

stable concentration during the second step in OLR of 40 kg COD/m3-d. Butyrate reached 1.5 mM at 

about 7 1 hours as system failure proceeded and it returned to background level in 7 hours once the 

perturbation was stopped. Iso-butyrate was not present at equal concentrations with butyrate when butyrate 

concentration exceeded 0.2 mM (Figure 6-25). The variation in the five-carbon fatty acids (i.e., valerate, 

iso-valerate and 2-methyl-valerate) is presented in Figure 6-26. Valerate and 2-methyl-butyrate varied in 

similar patterns. Peaks of 0.2 mM and 0.17 mM (2-methyl-butyrate and valerate, respectively) was 

observed at 72 hours. 



Little variation in pH was observed during the first and second steps of OLR (Figure 6-27). During the 60 

kg COD/m3-d OLR operational period, pH gradually decreased from 7.0 to 5.9 by 7 1 hours. A significant 

decrease of pH to 5.2 within three hours (71-74 hours) occurred, which signaled a system failure. 

Immediately after the shock loading was lifted, pH increased back to 7.0 in 10 hours. 

Dissolved gas analyses were performed during the OLR perturbation for both H2 and CO. H, (1) had high 

fluctuations around a reasonably stable mean level (Figure 6-28]. H, (1) was observed to be less than H, 

(1 eq.) during the steady state operations and mass transfer of H, from the gas to liquid appears to limit H2 

(1) concentration. When H2 (g) reached 1000 ppm, about 10 times steady state background level, for about 

10 hours the concentration of H, (1) did not accumulate (Figure 6-28). CO (1) had high noise (Figure 6-29) 

and apparently did not track the gas phase CO concentration well. Mass transfer was limited from the 

liquid to gas phase for CO at pseudo-steady state and most of the perturbation period here. However, 

during the system failure (72 to 80 hours), when CO (g) reached 1.5 ppm, CO (1) did not concurrently 

increase. There appears to be little correlation between the aqueous and gas phase concentrations of either 

H, or CO. 
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Figure 6-28. Headspace and dissolved H2 variation during OLR perturbation. 

UNSTEADY STATE OLR PERTURBATIONS AND SYSTEM RESPONSE - WITH PH 

CONTROL 

OLR Variation at 10.30.40.60.50 kp COD/m'-d rUSS5l 

An experiment was conducted with pH control (pH maintained between 6.8 and 7.0 via partial feed of 

sodium carbonate). The OLR pattern used was the same as employed in the previous experiment (USS4). 

One-day step increases in OLR from 10 to 30,40, and 60 kg CODlmj-d followed by a step down to 50 kg 

COD/m3-d for 5 hours and finally a return to 10 kg COD/m3-d (Figure 6-30) was used. 
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Figure 6-29. Headspace and dissolved CO during OLR perturbation. 
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Figure 6-30. OLR variation during OLR shock loading. 

Gas production rate increased commensurate with the frst  step increase in OLR (Figure 6-3 I). After the 

increases to 40 and 60 kg COD/m3-d, however, the gas production increased to only 1270 mL/hr or 66% of 

what would have been anticipated at 60 kg COD/m3-d. After the OLR was decreased back to 10 kg 

COD/m3-d, the gas production rate gradually decreased to the baseline level in about one day and then 

remained at that level. 

Methane content varied between 80 and 'lo%, decreasing as VFAs accumulated in response to the step 

OLR increase (Figure 6-32). 



1,500 

g 1,200 
r : 
E - 900 

5 600 
e 
P 

0 

300 8 
0 

0 20 40 60 80 130 120 140 160 180 
Time (hours) 

Figure 6-31. Gas production response during OLR shock loading. 
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Figure 6-32. Methane content variation during OLR shock loading. 
* .- 

Acetate and propionate concentrations in the effluent increased in response to each step increase in OLR 

(Figure 6-33). Acetate concentrations peaked at close to 50 mM and propionate at 14 m M  (one hour after 

the OLR was decreased back to 10 kg CODh3-d). Acetate was 42 mM and propionate was 11.5 mM at the 

fmal sample taken at an OLR of 60 kg COD/m3-d. This is virtually the same as observed during USS4 

when there was no pH control. The accumulation of acetate is apparently not due to the decrease in pH 

during USS4. 
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Figure 6-33. VFA concentration during shock loading experiment. 



This leads to an interesting question of what is an OLR failure. During the peak OLR, the COD removal 

was quite low, c. 57%, but upon reduction of the OLR to 10 kg COD/m3-d the system quickly returned to 

normal operation when pH control was exercised. The system here recovered more quickly than when a 

similar step load experiment was conducted without pH control. In order to determine failure, it was 

necessary to pick an operational definition. A COD removal efficiency of 75% was arbitrarily selected. 

Based on this definition, the system can be seen to be at failure during the 60 kg COD/m3-d step OLR 

increase. 

The response of trace gases CQ and H2 was different during this run compared to prior experiments 

without pH control. Hydrogen increased in a similar fashion, but a little more quickly, during the OLR 

step of 40 kg COD/m3-d (Figure 6-34). CQ remained near normal levels (Figure 6-35) just as during 

experiment USS4. When the OLR was increased to 60 kg COD/m3-d, H, increased from c. 900 to 1200 

ppm. The concentration of CO during this 24-hour step increase in OLR rose continually from c. 300 to 

I600 ppb, in contrast to US 
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Figure 6-34. Hydrogen variation during OLR shock loading. 
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Figure 6-35. CO response during OLR shock loading. 
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A constant pH of c. 6.9 was maintained during the OLR increase due to alkali addition. When the OLR 

was decreased to 10 kg COD/m’-d, the degradation of accumulated acetate and propionate resulted in 

recovery of alkalinity that had been titrated by the produced VFAs and a corresponding increase in pH up 

to c. 7.4 (Figure 6-36). 
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Figure 6-36. pH response during shock loading experiment. 

OLR Variation at 10.40.60 k? COD/m’-d RJSS6) 

An OLR step variation was imposed on a second bench-scale reactor, which has a similar configuration to 

the one used in USS5, a total volume of 3.8 liters, and granular bed volume of 1.4 liters. The reactor had 

been operated at an OLR of 10 kg COD/m3-d and HRT of 12 hours for about a month before this 

perturbation study was initiated. The feed to the reactor was a synthetic brewery waste, the same 

composition as used in all previous UASB reactor experiments. The experiment was run using pH control 

(pH = 6.8 to 7.0) using sodium bicarbonate as the alkalinity source. Gas phase H2 and CO, gas production 

rate, pH, and effluent VFAs and alcohols were measured during the course of this experiment. The OLR 
was increased from the base level of 10 to 40 and then 60 kg COD/m3-d. Each OLR was maintained for 

24 hours, as shown in Figure 6-37 (t = 5 to t = 53 hours). At the 53-hour mark, the response of H, was so 

high that it exceeded the linear range of the Trace Gas Analyzer. The feed was stopped for 40 minutes 

before being reduced to an OLR of 10 kg COD/m3-d. Based on a mass balance, the total COD removal at 

52 hours (OLR 60 kg COD/m3-d) was 60%. 
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Figure 6-37. OLR variation during OLR shock loading (5123194). 

Gas production increased rapidly in response to step OLR increases (Figure 6-38). The gas production rate 

(GP) was 1000 mLh after about five hours at an OLR of 40 kg COD/m3-d. Twelve hours later, the GP 

decreased to 800 mVh. During the rest of the OLR increase period (40 kg COD/m3-d and 60 kg 

COD/m3-d, from 20 hours to 52 hours), gas production remained at 800 mLh with little variation. The GP 

declined soon after the OLR increase was stopped. GP returned to the background level at 70 hours, 18 

hours after the OLR was returned to 10 kg COD/m3-d. The continued elevated gas production rate is 

primarily due to degradation of alcohols and VFAs that accumulated during the perturbation period. The 

on-line gas counting equipment was not functioning during the experiment. The gas production was, 

therefore, manually recorded during the experiment. Gas production at an OLR of 60 kg COD/m3-d level 

was 57% of total expected value, assuming 100% conversion of input soluble COD. 

The variations in methane and pH are shown in Figures 6-39 and 6-40. Methane content decreased from 

84% to 72% and remained at that level during the shock loading. Methane concentration increased rapidly 

to 86% after the OLR was reduced. Changes in methane concentration were gradual and relatively smooth. 
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Figure 6-38. Gas production response during shock loading experiment (5123194). 
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Figure 6-39. Methane content variation during OLR shock loading (5123194). 
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Figure 640. pH response during shock loading experiment (5123194). 

The pH controller was set at a lower liniit of 6.8. During the initial five hours, pH decreased from 

7.05 to 6.8 and remained at that level thereafter. The pH increased immediately to 7.4 when the OLR was 

reduced to 10 kg COD/m3-d. 

H, responded to the increase in OLR to 40 kg COD/m3-d immediately (Figure 6-41). The concentration of 

gas phase H, was 1500 ppm at 40 kg COD/m3-d and 2200 ppm at 60 kg COD/m3-d. The background H, 

concentration was 300-400 ppm. For an unknown reason, H, concentration reached 1000 ppm a few hours 

before the experiment started. Thus, the net increases of Hz were 500 ppm for the first step and 700 ppm 

for the second step. H, returned to 500 ppm 7 hours after the OLR was reduced to 10 kg COD/m3-d and 

remained at that level thereafter. Compared with previous mns, the response of H2 to an OLR of 40 kg 

COD/m3-d was high. During most shock loading experiments conducted, the net increase in H, was only 

several hundred pprn in response to this level of OLR. 

The behavior of CO was similar to the previous run using the other bench-scale UASB reactor (Figure 

6-42). The concentration of CO displayed little variation at an OLR of 40 kg COD/m3-d. CO increased 

rapidly when the OLR was increased to 60 kg COD/m'-d, reaching a peak value of 1400 ppb. CO 

decreased immediately after shock loading was stopped. Five hours later, CO returned to a background 

level of 200 ppb. 
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Figure 6-41. Hydrogen variation during OLR shock loading (5/23/94). 
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Figure 6-42. CO response during OLR shock loading (5123194). 

As expected, acetate, propionate, butyrate and other four-and five-arbon acids were all observed to 

accumulate during the shock loading (Figures 6-43 and 6-44). Acetate accumulated immediately after the 



OLR was increased to 40 kg COD/rn3-d. Acetate reached a concentration of 10 mM by the end of the first 

OLR step increase (30 hours). During the second OLR step increase,to 60 kg COD/rn3-d, acetate 

concentration reached a peak value of 34 rnM at 52 hours. One hour after shock loading had been stopped, 

acetate concentration decreased to 15 mM. Because of the oxidation of accumulated alcohols and higher- 

molecular-weight VFAs, acetate accumulated again between the 53-and 58-hour time period, returning to 

background levels at 65 hours. Propionate increased in a pattern similar to acetate. Propionate peaked at 5 

mM at an OLR of 40 kg COD/m3-d and 10 mM at an OLR of 60 kg COD/m3-d. The peak value of 

propionate was 10.5 mM at 52 hours. Eight hours after the shock loading was stopped, propionate returned 

to its background level. 
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Figure 643. VFA concentration during shock loading experiment (5/23/94). 

Butyrate, iso-butyrate, valerate, iso-valerate, and 2-methyl-butyrate accumulated immediately at an OLR of 

40 kg COD/m3-d. They disappeared from the reactor liquid eight hours after the shock loading was 

stopped. 

Ethanol and propanol were observed as shown in Figure 6-45. Ethanol accumulated to 7 mM, while n- 

propanol reached a peak concentration of 1 mM. The peak value of both alcohols was observed at 45 

hours, about seven hours earlier than the peak VFAs. The reason for this is unknown. Ethanol and 

propanol disappeared one hour after the OLR vas decreased to 10 kg COD/m3-d. 
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shock loading experiment (5123194). 

rIx- Ethanol 

+ n-propanol ~ 

Figure 6-45. Ethanol and n-propanol response during shock loading experiment (5/23/94). 



ANALYSIS OF UNSTEADY STATE MONITORING RESULTS 

Data Transformation of Three QLR Perturbation ExDeriments - Non-failure Tests (USSl-USS3) 

Data analyses were performed on three sets of unsteady state OLR experiments (USSl through USM) 

conducted without pH control. During the first OLR variation (USSl), a fixed interval of step-up and step- 

down in the OLR in the sequence 5-8-10-8-5 kg COD/m3-d was imposed on the bench-scale UASB 

reactor. In the second experiment (USS2), the OLR schedule was 5-10-15-20-25 kg CODim3-d. A 

combination of regular and random variation of OLR, using both step and impulse, with a larger amplitude 

scale (OLR 10-15-20-25-30-60-104 kg COD/m3-d) was used for experiment USS3, the third OLR 

perturbation experiment. Trace gases CO, H2, and gas production rate were monitored throughout these 

experiments. 

During the first and second perturbation, the UASB system performance was not significantly affected. 

Effluent VFAs and gas production rates increased in response to the increase in OLR, but remained within 

the steady state region (Figures 6-46 and 6-47). During the third shock loading experiment, the system was 

significantly perturbed. Effluent VFAs increased to 14 m M  and effluent COD increased up to 1380 mg/L. 

Higher molecular weight VFAs were observed in the system effluent. The pH and methane content of the 

headspace gases were reduced in response to the high level of OLR and increase in VFAs. Because of the 

overloading, gas production decreased to 68% of theoretical conversion rate and remained at that level 

(Figure 6-48). A shock OLR of 10 hours on day three of this experiment did not result in the system 

failure or the system going "out of 

For each data set of shock loading experiments (USS1 - USS3), the CO and H2 concentrations were 

normalized by gas production rate data (as a surrogate for OLR). A time series plot cf the transformed CO 

and H2 data (i.e.7 CO/GP) for the three sets of experiments is presented in Figures 6-49 through 6-54. 

CO/GP (gas production) and H$GP did not increase with increased OLR. In general, during OLR 

perturbations when the UASB system was "in control," the CO/GP ratio remained below 2.0 ppb/ml/h, and 

the H2/GP ratio was lower than 1 .O ppm/ml/h. 
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Figure 6-47. (A) OLR variation and H2 response during harmonic variation experiment 
(USSZ); and (B) Gas production rate and CO response during harmonic variation 

experiment (USSZ). 

The mean and standard deviations of these data sets were calculated, and the results compared to the mean 

and standard deviation of steady state periods and the last OLR shock loading data. Finally, a baseline was 

determined based on mean +3 sigma for CO/GP and H2/GP. A summary of steady state and the four sets 

of perturbation results are shown in Tables 6-13 and 6-14. The CO/GP ratio during the third shock loading 

was calculated using time equal to 50 hours because of a possibility that air in the reactor headspace prior 

to the experiment influenced CO levels during the early portion of the study (Figure 6-54). These data 

were averaged again, to have a final baseline of CO/GP and H2/GP (Table 6-15). CO/GP was 0.71zk0.44 

ppm/ml/h. H2/GP was 0.35i0.23 ppb/ml/h. The mean +3 sigma were 2.03 ppb/ml/h and 1.04 ppm/ml/h 

for CO/GP and HzIGP, respectively. 
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Figure 6-48. (A) Harmonic random variation experiment (OLR variation and H2 response) 
(USS3); and (B) Harmonic random variation experiment (gas production rate and CO 

response) (USS3). 
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Figure 6-49. Normalized H2 (HdGP) varies with time during USSI (5-8-10-8-5 kg COD/m3-d). 
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Figure 6-50. Normalized CO (COIGP) varies with time during USSl (5-8-10-8-5 kg 
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Figure 6-51. Normalized H2 (H$GP) varies with time during USS2 (5-10-15-20-15-70 kg 
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Figure 6-52. Normalized CO (COIGP) varies with time during USS2 (5-20-15-20-15-10 kg 
COD/m3-d). 
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Figure 6-53. Normalized H2 (H,/GP) varies with time during USS3 (10-1 5-20-25-30-50-60-104 
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Figure 6-54. Normalized CO (CO1GP) varies with time during USS3 (1 0-~~5-2O-25-30-50-60- 
?05 kg CGD!m3-d). 
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Table 6-13. Mean, standard deviation and standard error of normalized CO 
(COIGP) of three OLR overloading experiments (USSI - USS3) in 

1 Experiment I MeanKO/GP) I SD 
I I I 

USSl 0.82 0.43 0.001 
USS2 0.71 0.26 0.004 
uss3 0.78 0.59 0.002 

* SD standard deviation 
* STDerr standard error 

Table 6-14. Mean, standard deviation and standard error of normalized H2 (H,/GP) 
of three OLR overloading experiments (USSI - USS3) in ppmlmllh. 

Experiment Mean (CO/GP) SD STDerr 
uss 1 0.35 0.25 0.0006 
u s s 2  0.4 1 0.5 1 0.008 

I I I 

uss3 0.06 I 0.05 0.000 1 
* SD standard deviation 
* STDerr standard error 

The CO/GP ratio was very consistent for all three experimental data sets. 

Based on the above information, further analyses were performed to search for a criteria to determine when 

the system was out of control (failure) and when it was in control. Data from steady state operation and 

these three OLR variation experiments were considered to indicate a UASB reactor system in control. 

Bivariate plots of all three sets of unsteady state OLR shock loading experiments were made. Within the 

OLR range from 5 to 60 kg COD/m3-d (duration of any of the OLRs of no longer than three hours), and 

100 kg COD/m3-d (duration of OLR no longer than 15 minutes), the majority of the points fall within 2 

and 1 for CO/GP and Hz/GP, respectively (see Figures 6-55 through 6-57). Similarly, the normalized CO 

and H2 for steady state operation were inside the region {2,1). 
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Figure 6-55. Bivariate plot of COlGP and H,/GP during OLR perturbations (5-8-10-8-5 kg 
COD/m3-d) on bench UASB reactor (USSI). 
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Figure 6-56. Bivariate plot of COlGP and H,lGP during OLR perturbation (5-1 0-1 5-20-1 5-1 0- 
5 kg CODlm3-d) on bench UASB reactor (USSS). 
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Figure 6-57. Bivariate plot of COlGP and Hl/GP during OLR perturbation (10-15-20-25-30- 
60-104 kg COD/m3-d) on bench UASB reactor (USS3). 

Transformation of Data from Unsteady State OLR Experiment When Failure Occurred (USS4) 

To obtain more information from the original headspace monitoring data collected every 10 minutes, trace 

gases CO and H,, methane content, and gas production rate were plotted using 10-minute interval data. 

These results were compared with the hourly averaged plots. The 10-minute data are presented in Figures 

6-58 through 6-61. Plots of the 10-minute data were similar to those for the hourly data, but revealed 

greater fluctuations and/or more rapid response for H,, CO, CH, concentrations, and gas production rate. 

During the 60- to 80-hour time period, gas production rate and CH, were essentially identical to those 

parameters for the hourly data. Low readings for H2 concentration during the peak period (Figure 6-59) 

were probably due to an instrument problem (Le., the instrument did not properly integrate the raw data). 

These atypically low values were adjusted by extrapolating between points where the H2 values were 

normal. The results are plotted as shown in Figure 6-58. The adjusted H2 plot better describes the H2 

behavior. CO had one low reading during 70-80 hours which was averaged in the hourly plot. The cause 

of this anomaly is unknown. The same instrument sampling problem which occurred for the H, integration 

could be responsible for this low reading. 
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Figure 658. Headspace H2 and gas production rate during OLR shock loading experiment 
( I O  minute data, H2 low readings adjusted). 
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Figure 6-59. Headspace H2 and gas production rate during OLR shock loading experiment 
( I O  minute data, H2 low readings not adjusted). 
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Figure 6-60. Headspace CO variation during OLR shock loading experiment ( I O  minute 
data). 
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Figure 6-61. Methane content in headspace during OLR shock loading experiment ( I O  
minute data). 

Plots of the ratio of CO to gas production rate (CO/GP) and H, to gas production rate (H,/GP) were 

constructed for the 10-minute data (Figures 6-62 and 6-63). A bivariate plot was then constructed (Figure 

6-64). During the critical period (70-80 hours) when the reactor performance was not stable, gas 

production decreased continuously, while both H, and CO exhibited large concentration changes. The 

CO/GP and H,!GP ratios represented this change well. The CO/GP ratio was smooth and low (4.4) before 

the O t R  was increased to 60 kg COD/m3-d at 70 hours (Figure 6-63). The CO/GP ratio then increased 

rapidly to 6.0 within 6 hours. Immediately after the perturbation was stopped (OLR stepped down to its 

pre-perturbation level of 10 kg COD/m3-d), the CO/GP ratio decreased to background with about a 2-hour 

lag period. The CO/GP displayed cyclic variations thereafter. The H,/GP ratio was observed to slightly 

increase over time during 0-70 hours (Figure 6-62), but remained at a low value (<0.75). After the 70-hour 

mark, this ratio peaked at 3.7 (76 hours). It returned to its background level at 80 hours. Again, 

fluctuations were observed after the shock loading. Bivariate plots of CO/GP and H,/GP were constructed 

using 10 minute and hourly averaged data (Figure 6-64). The majority of points fall in the lower range or 

lower left corner of the plot. During the periods when the system was “in-control,” the CO/GP and H,/GP 

data all fell within the { 1,2) window (Table 6-16). This matches the data from the three other unsteady 

state and steady state experimental runs. Any point that falls outside of the “stable” region may be 

recognized as a sign of system disturbance due to OLK shock loading. The data outside this region are 

those collected during the 70- to 80-hour time period. 
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Figure 6-63. COlgas production versus time during OLR shock loading experiment (based 
on 10-minute data). 
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Identification of each of the scattered points in a bivariate plot was performed for the last perturbation 

experiment (USS4), to examine the UASB system behavior under system failure (or out of control). 

Results of this analysis are presented in Figure 6-65. The scattered points, from (a) to (g) represent the 

peak during 72 to 78 hours, when the system started to fail. That is, gas production was continuously 

dropping, VFAs were accumulating, and pH decreased to below 6.0. A region of (2,1] for CO/GP and 

H2/GP at lower left comer included all other points. H2/GP was more sensitive in responding to system 

failure than CO/GP. During 72 to 75 hours, when the UASB system started to go out of control, 

normalized trace gases represented by points c) to f) did not fall within this “stable” or “in-control” region 

but began moving toward the upper right comer. The worst case was at 76 hours when the system was 

totally out of control. At that time the bivariate point (a) was far away from the region (2,1)(CO/GP, 

H2/GP). During the system recovery-points (b), (g) and (h), from 77 to 79 hours - the normalized trace gas 

ratio was observed to begin moving back to the lower left comer. After OLR shock, small variations were 

observed. These can be seen from 86 to 96 hours-points (i) to (p). These variations were within (0.5,2.0} 

for HJGP and CO/GP, respectively. The behavior of the CO/GP and H2/GP combination in this 

experiment confirmed that a certain region in the bivariate plot contained most data points collected when 

the system was ”in control.“ 

The above results, steady state data and system failure data demonstrated that criteria c m  be established to 

recognize early signs of system failure caused by OLR overloading, using CO/GP and H2/GP. The region 

(CO/GP = 2.0 ppb/mL/h, H2/GP = 1 .O ppm/mL/h) appears to represent the OLR region where the system 

is operating under control. 
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CONFIRMATION EXPERIMENT - UNSTEADY STATE (USS6) - NO PH CONTROL 

Results and data analyses of a final OLR shock loading experiment (USS6) were developed to confirm that 

the control chart technique using bivariate plot of C0:GP and HdGP is a valid approach. This OLR 

perturbation was essentially a repeat of OLR shock loading experiment USS4. OLR was varied step-wise 

from 10 to 30,40,60, 50 kg COD/m3-d (Figure 6-66). Each step change in OLR lasted for 24 hours. The 

background OLR level was at 10 kg COD/m3-d. After a 60 kg COD/m3-d OLR was applied to the UASB 

reactor for 24 hours, the OLR was reduced down to 50 kg COD/m3-d from 72.6 to 74.6 hours. The 

applied OLR wirs then returned to the initial OLR ( 1  0 kg COD/m3-d ) at t = 74.6 hours. The experiment 

had to be terminated at 77 hours when the granular bed rose up to the gas collector and clogged gas flow 

and liquid effluent flows. During hours 23 to 29, the OLR was at 10 kg COD/m3-d due to an operational 

accident. The HRT was varied from 12 to 5 hours during the course of the experiment. The feed 

concentration was 1 1.4 kg COD/m3-d throughout. The OLR variation was accomplished by varying feed 

rate only. Reactor operational temperature was 37°C. The H2, CO, CH4 concentrations, and gas 

production were monitored every 20 minutes. Liquid phase pH, effluent, and VFAs were monitored hourly 

for the first 6 hours and at 8, 12, and 24 hours of each day. 
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Figure 6-66. OLR variation during shock loading experiment USS6. 



Gas phase H2 concentration exhibited a similar trend compared with experiment USS4. although the 

absolute value of H2 was not the same. Little variation in CO was observed. The trend in CO 

concentration at unsteady state was reproducible. Gas production continued to decrease after the OLR was 

decreased to 50 kg COD/m3-d and subsequently to 10 kg COD/m3-d (t = 74.6 hr), which was identical to 

results observed during the previous run. Concentrations of CH4, VFAs, pH and gas production rates were 

reproducible. Long-chain fatty acids (4 and 5-carbons), were observed in the reactor effluent. Ethanol and 

n-propanol were also detected. The UASB reactor system was in control for 60 hours, it handled the OLR 

of 60 kg COD/m3-d for 12 hours before system performance began to go out of control. The reactor 

system slowly recovered over five days after the shock loading was ended. The reactor was shut down at 

that time. Following is a detailed discussion of each parameter monitored. 

H2, CO. and Gas Production Rate 

The responses of gas production rate and H2 are presented in Figure 6-67. The gas production rate 

followed the variation in OLR. Both the response trend and the levels were close to those observed 

previously. The background gas production rate was 320 mLh.  As the OLR reached 60 kg COD/m3-d, 

the gas production rate started decreasing 12 hours after the step increase (at t = 60 hr). The decline of the 

- 

gas production rate was accelerated at t = 65 hr represented by a slope change at that time. The gas 

production rate became reduced to 40% of its steady state value at t = 70 hr, and 30% at t = 73 hr. After 

the OLR was reduced to 10 kg COD/m3-d, gas production continued to decrease. Due to the complication 

caused by flotation of many of the granules in the reactor bed, the recovery data for the gas production rate 

could not be obtained. 
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Figure 6-67. Responses of gas production and H2 during OLR shock loading. 
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Headspace H2 concentration was much less sensitive to OLR compared to prior tests. The background H2 

concentration averaged 67 ppm. H2 remained at 160-220 ppm for the initial 48 hours (OLR 30 and 40 kg 

COD/m3-d) and then began to increase gradually at a rate of 10.8 ppmhr until t = 74.5 hr. H2 reached a 

peak of 510 ppm and declined after the OLR was reduced to 10 kg COD/m3-d. The behavior of H2 was 

similar to that observed during experiment USS4 at t = 48 hr. The absolute value of H2, however, was 

much lower (500 ppm at the peak in this run, compared to 1000 ppm in the previous run). 

The CO background concentration was 4.0 ppb, which is the detection limit of the instrument, and was 2% 

of the CO in the previous run (200 ppb). During the experiment, CO remained at levels below 0.05 ppm 

for the initial 72 hours (Figure 6-68) with little variation. After that point, CO increased rapidly at a rate of 

0.21 ppmhr. CO reached a peak of 0.85 ppm at 75.5 hours (1 hour after the OLR returned to 10 kg 

COD/m3-d). The CO concentration had decreased to 0.77 ppm when the experiment was terminated. The 

highest CO concentration observed was about 60% of the CO values observed during the last run 

(1.5 ppm). Outside of the lower absolute value of CO at steady state (t = 60 hr) and when the system was 

significantly perturbed (t > 60 hr), the trend of CO variation was similar to that observed previously. 
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Figure 6-68. CO response during OLR shock loading. 



The normalized H2 and CO (using the gas production rate) were calculated. Results of COiGP and H2/GP 

and bivariate plots of CO/GP-Hz/GP are shown in Figures 6-69 through 6-7 1. Both the CO/GP and H2/GP 

ratios were very reproducible. The CO/GP and H2IGP peaked 1 hour after the shock OLR was stopped. 

The CO/GP was stable at low level during t = 0 to t = 7 1 hours (Figure 6-69). Starting at 72 hours, it 

increased rapidly up to 6.8 ppb/ml/h by 76 hours. The ratio of H2IGP remained below 0.5 ppm/mL/h for 

68 hours (Figure 6-70). Beginning at 69 hours, H2/GP increased, reaching 3.5 ppm/mL/h at 76 hours. 

Bivariate plots of CO/GP and H2/GP show that the data points initially fell within { G . l ,  0.5) as CO/GP and 

H$GP (Figure 6-71). The first data that did not fall within the CO/GP = 2.0, H2/GP = 1 .O range occurred 

at 72 hours. These data were similar to those from USS4. Data points from 72 to 76 hours were marked as 

“a” to “e” in Figures 6-69 through 6-71 (a‘ and a” represent the data at 71 and 72 hours, respectively). In 

bivariate plots, data points were away from the (2,1] region (CO/GP = 2.0, H2/GP = 1 .O) when the UASB 

reactor system was significantly perturbed (from a to e). This could be seen from the poor performance, 

i.e., continuous accimulation of VFAs (27 mM acetate, 7 mM propionate, 3.4 mM ethanol, and 5.5 mM 

propanol), low pH (5.3), and decreased biogas production rate (34% of steady state value). 
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Figure 6-69. Normalized CO (COIGP) variation where GP is gas production rate. 

6-76 



3 
n 

2.5 E 
\ 

E a 2  a 
v 
a 9 1.5 
2 

1 

0.5 

0 
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Figure 6-70. Normalized H2 (H,/GP) variation where GP is gas production rate. 
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Figure 6-71. Bivariate plot of COlGP and H,/GP. 



C H 4  and DH 

The change in methane concentration was slow in response to the OLR shock loading (Figure 6-72). 

Methane was between 85% and 87% for the first 70 hours. It decreased slightly to 80% at the conclusion 

_ 

of the experiment. Clear indication of system perturbation could not be obtained by looking at the methane 

content. The change of methane content in the gas stream was less than observed previously at the same 

OLR shock loading (USS4). 

__ 55.00 ~~ _ _ ~ _ _  
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Figure 6-72. Methane content variation during OLR shock loading (USS6). 

The variation in pH during the OLR shock loading is presented in Figure 6-73. The pH varied little during 

the first 53 hours of the experiment. The initial pH of 7.0 decreased 1 unit by t = 60 hr as a result of 

accumulation of acids. The pH continued to decrease to 5. I by t = 83 hr. This trend was similar to the 

response observed during the last OLR perturbation. In both cases, the pK did indicate disturbance to the 

system when the reactor started going out of control. Reactor pH remained low after the shock loading was 

stopped. The pH returned to 6.6, six days after the OLR was decreased to 10 kg COD/m3-d. 
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Figure 6-73. pH variation during OLR shock loading (USS6). 

VFAs. n-propanol. and Ethanol 

The concentration profile of acetate and propionate during the initial 83 hours of the perturbation is 

presented in Figure 6-74. Quantifiable concentrations of acetate and propionate were detected in the 

effluent when the OLR was increased to 40 kg COD/m3-d at t = 30 hours. A step to an organic loading rate 

of 60 kg COD/m3-d led to a rapid increase in acetate and propionate. Acetate accumulated at a rate of 

approximately 1.16 mM/h, reaching 33.0 mM at 74 hours, and then stabilizing at this level for 10 hours, 

even when the OLR shock was removed from the UASB system (OLR set back to 10 kg COD/m3-d at 74 

hours). Similarly, propionate accumulated during this time period to a range of 6.4 to 7.4 mM. It 

remained at this concentration for 24 hours. Reduction in the OLR to 10 did not affect propionate 

concentration for 10 hours. Accumulation of VFAs were observed to occur parallel with a decrease in pH 

in the reactor effluent. When acetate and propionate reached their peak values, inhibition of ethanol 

conversion occurred. Ethanol and n-propanol were observed to be at their highest concentrations between 

the 73- to 74-hour time period (Figure 6-75), when acetate and propionate were at their highest level. After 

the OLR shock was stopped, ethanol and n-propanol immediately decreased; concentrations of 0.4 mM 

were observed for both compounds at 83 hours. The disappearance of these two peaks may contribute, in 

part, to the delayed responses of acetate and propionate to the decrease in OLR. As observed previously, 

the appearance and disappearance of ethanol and n-propanol coincided with accumulation of CO. 
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Figure 6-74. Acetate and propionate variations during OLR shock loading experiment. 

The concentration of higher MW VFAs during this run are presented in Figures 6-76 and 6-77. VFA 

accumulation began at t = 3 1 hr. Two-carbon (acetate), three-carbon (propionate), four-carbon (butyrate 

and isobutyrate), and five-carbon (2-methyl-butyrate, valerate, isovalerate) organic acids were observed in 

the reactor effluent. Acetate and propionate were the first to accumulate; they were observed shortly after 

the OLR was raised to 40 kg CODim3-d. Trace concentrations of isobutyrate and isovalerate appeared 

from t = 35 hr. Butyrate was observed at t = 48 hr. 2-methyl-butyrate appeared at t = 50 hr. Valerate was 

detected at 83 hours and lasted 6 days in the reactor effluent. The accumulation responses pattern of 

butyrate and isobutyrate were similar to those observed during the previous OLR shock loading. After a 

25-hour delay. 2-methy l-butyrate had about the same peak concentration as compared to the last run. 

Isovalerate remained at low concentration (0.004 mM) for most of the experiment, similarly to the prior 

experiment. Accumulation of vaierate, however, appeared very late (83 hr), compared to 28 hours at the 

last OLR shock loading. Valerate reached 0.2 mM and remained at that level for six days after the shock 

loading. 

The accumulation of propanol and ethanol were reproducible. Both compounds accumulated during the 

time period between 60 to 80 hours, which is similar to what occurred during USS4. The concentrations of 

propanoi and ethanol were higher for this run (4.5 mM versus 1.5 mM for ethanol, and 7.5 mM versus 1.2 

mM for n-propanol). However, ethanol and propanol declined rapidly after the OLR was decreased to the 

normal level (10 kg COD/rn3-d). Both compounds were not detected in reactor effluent after four days. 
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Figure 6-75. Ethanol and n-propanol variation during OLR shock loading. 
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Figure 6-76. Butyrate and isobutyrate variation during shock loading. 
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Figure 6-77. Valerate, isovalerate and 2-methyi-butyrate variation during shock loading. 

DISCUSSION 

The behavior of H, and CO were quite different during the pseudo-steady state experiments. At a low 

OLR (4-6 kg COD/m3-d) the mean response level of H, did not exceed 30 ppm (Table 6-6). When the 

reactor was operated at higher OLRs (2 10 kg COD/m3-d) and longer HRTs (>ld) the mean of H, 

concentration surpassed 100 ppm. Although the mean of the H, concentration increased with increased 

OLR to some degree, and acetate followed OLR well, the bivariate plot of H, and acetate appeared 

scattered (Figure 6-8). H, had no correlation with any other variables monitored (Figure 6-6). Sensitive 

but high background noise of H, during pseudo-steady state indicated from its CV and standard error vatue 

(Table 6-3) could contribute to this phenomena. 

By contrast, CO had moderate variations and low background noise (Table 6-3). The mean of CO 

concentration remained at 0.1 ppm at low OLR (4-6 kg COD/m3-d), and reached a high value of 0.59 ppm 

at a high OLR (23 kg COD/m’-d). The mean concentration of CO increased in response to increased OL,R 

(Figure 6-4). CO correlated with other monitoring variables except H, (Figure 6-6). Although correlated 

with acetate, CO did not show a particular pattern when compared with acetate. This could be caused by 

the mass transfer limitation of dissolved CO gas to the headspace, the variation of degree of the limitation, 

which has wide range (Table 6- 12) and the variation of methanogenic activity. 
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During OLR perturbations, when the same type and level of OLR variation was repeated following a strong 

perturbation (Le., 60 kg C0Dim'-d), ?he response of H2 increased while the response of CO decreased. H, 

was very sensitive to high OLR but had no observable pattern at low OLRs. CO, by contrast, tended to 

stabilize at a new slightly higher level after an initial increase in OLR. When system failure occurred, H2 

concentration exceeded 1000 ppm, greater than 10 times its pseudo-steady state concentration. CO, 

however, did not show a significant increase until 24 hours later, when the system began to recover. 

Mean analysis of pseudo-steady state data from the bench UASB reactor indicated all monitoring variables 

(acetate, propionate, gas production rate, methane content, pH, hydrogen, and carbon monoxide) varied 

with OLR (Table 6-3). This was confirmed by analysis of variance (Table 6-4). Results from both 

analyses show that gas production rate, CO, methane content, acetate, and propionate, in general, were 

different between low and high OLRs (Figures 6-5,6-6 and 6-9, Table 6-5), suggesting a possible 

threshold could exist at certain OLRs for acetate, propionate, CO and CH,. For gas production, however, 

because its behavior closely coupled to OLR (Figure 6-5), the threshold concept is not applicable. Acetate, 

propionate, gas production, and CO generally increased with increased OLR. CH, varied in the opposite 

direction. 

Results demonstrate that OLR variation using either feed concentration (at constant HRT) or feed rate (at 

constant feed concentration) had the greatest impact on system response and trace gases CO and H2. Feed 

concentrations or HRT influenced the responses of monitoring variables to a much smaller extent. The 

feed concentration did not have any significant effect on the observed system responses (OLR 10 kg 

CODim3-d, Table 6-6). 

Acetate, propionate and methane content, CO, and gas production rate were closely correlated. The 

correlation was positive for most monitoring variables except methane content. These variables varied 

with OLR; the negative correlation of methane content in response to OLR can also be seen in Figure 6-6. 

The maximum frequency of each monitoring variable seems to be independent of the OLR imposed onto 

the system (Table 6-7). Based on results of frequency analysis, no cyclic pattern was detected for gas 

production, HZ, CO, methane, acetate and propionate. The variations of all monitoring variables were 

primarily caused by random noise or background fluctuations in the system, as reflected in results of the 

white noise test. Similar results were obtained from a separate cross-correlation test; there was no clear 

cross-correlation between pairs of monitoring variables due to lack of periodicity. 

Results demonstrated that the pseudo-steady state brewery waste biodegradation can be described using 

Gibbs free energy. The free energy levels were relatively stable throughout the operation despite the OLR 
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variation. H, and CO present in the headspace did not necessarily represent the concentration in the liquid 

phase that the microorganisms actually experienced. Gibbs free energies based on dissolved gas 

concentration varied significantly from calculations based on headspace concentration, suggesting 

energetical analysis has a fundamental limitation as a monitoring tool for fixed film and UASB type 

systems. Results indicate that both H, and CO liquid phase and headspace were not close to equilibrium 

(Table 6-1 1). It is not surprising, therefore, that no clear cut correlation be’nveen headspace H, and CO, 

and OLR was observed. 

Results from six sets of OLR perturbation experiments (USSI - USS6) indicated that the strength and 

duration of each step increase in OLR had a strong impact on the performance of bench UASB reactor. 

The reactor was able to accept OLRs up to 40 kg COD/m3-d without any significant deterioration in 

process performance. At an OLR of 60 kg COD/m’-d system performance degraded significantly. The 

system was able to tolerate this OLR and maintain a pseudo-steady state level for a maximum of 14 hours 

before becoming unstable. During this time period, system variables, such as VFAs, exhibited relatively 

steady concentration levels with little fluctuation. Once the reactor buffering capacity was exhausted, or 

microbial populations were overstressed, the dynamic balance no longer held and intermediates started to 

accumulate linearly and rapidly. 

During the time period when reactor performance began to fail, gas production, VFAs and H, were among 

the most sensitive variabIes to show changes. Methane content was the least sensitive. Gas production rate 

decreased from its steady state level; acetate and propionate concentration rapidly accumulated. During 

this period higher molecular-weight VFAs appeared and the major substrate, ethanol, was not completely 

degraded. As a result, pH decreased significantly (5.2) and a high H, (1000 ppm) environment developed. 

These unfavorable conditions prevented both methanogenesis and acetogenesis from procezding, finally 

leading to system failure. 

During USSI , CO and acetate appeared to be correiated, although the response of CO generally lagged 

increases in acetate by several hours. There was no apparent correlation between H, and system 

performance. Similar observations were made for USS2 and USS3. In all cases, GP tracked OLR 

extremely well. 

During USS3, the most severe of the OLR perturbations where no failure occurred, both acetate and 

propionate accumulated at an OLR of 60 kg COD/m’-d. The concentration of CO did not track the 

increase in acetate well during this period of high acetate. A bivariate plot of CO/GP and H,/GP revealed 

that the data fell within the same (2, 1 ] region observed for the pseudo-steady state data (Table 6- 15). 
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Perturbations of much longer duration were applied during USS4. The result was a significant decrease in 

reactor performance. As before, GP tracked OLR well up to the point when reactor performance began to 

spiral out of control. As before, CO did not increase dramatically when acetate did. The concentration of 

HZ, however, did increase when the system became perturbed. CO finally did increase; it appeared to peak 

and decrease, however, more in relationship with the appearance and disappearance of n-propanol and 

ethanol in the system effluent. 

Samples taken from the liquid phase were concurrently analyzed for dissolved H, and CO. As during the 

prior work at steady state, the H, (1) was much less than would be predicted based on H, (g) concentrations: 

and CO (1) was much greater than would be predicted based on equilibrium with CO (g). The ratio of the 

liquid and gaseous concentrations varied randomly and substantially. 

Based on these observations, the use of CO or H, as on-!ine process indicators appears limited. The results 

of experiment USSS, similar to USS4, during which pH control was used to maintain a pH of 6.8, provided 

virtually the same results. The accumulation patterns of acetate, propionate, H,, and CO were all similar. 

The only major difference was that the accumulation of butyrate and higher-molecular-weight VFAs was 

reduced and recovery once the high OLR was decreased was more rapid. In both experiments, the 

accumulation of CO appeared to coincide with accumulation and disappearance of n-propanol and ethanol. 

Despite the fact that CO and H, alone were not found to be viable process monitors, the bivariate plot of 

the ratio of CO/GP and H,/GP did appear to be a useful method to track system failure. In all cases, when 

the system was clearly out of control, the CO/GP and H,/GP chart was out of the (2, 1) stable region. 

Unfortunately, it does not appear that this technique offers any significant early warning, but rather reflects 

current conditions. 

A final verification experiment, essentially duplicating conditions used for USS4 was conducted (USS6). 

Results were similar for these experiments, indicating results are reproducible. 

6-85 



Section 7 

N-PROPANOL FORMATION AND CONSUMPTION DURING ETHANOL OXIDATION BY 

ANAEROBIC BREWERY GRANULES 

INTRODUCTION 

Anaerobic oxidation of ethanol to corresponding fatty acids is accomplished by syntrophic cultures of 

ethanol-fermenting, H,-producing bacteria coupled with H,-oxidizing bacteria. The syntrophic degradation 

of ethanol, therefore, can only occur if the reducing equivalents derived can be transferred to suitable 

electron acceptors keeping the hydrogen partial pressure low (Thauer et al. 1977). The energy available 

from ethanol degradation depends on the type of H,-oxidizing species and on the terminal electron 

acceptor used. Sulfate-reducing bacteria can reduce sulfate, as an electron acceptor, to sulfide during 

ethanol oxidation (Postgate and Campbell 1966). In the absence of sulfate, ethanol oxidation can be 

coupled with hydrogen transfer to methanogens (Wolin 1976; Bryant et al. 1977). For this latter case, 

ethanol is oxidized with a concurrent reduction of carbon dioxide to form acetate or propionate (Schink 

1984; Eichler and Schink 1984; Braun et al. 1981; Samain et al. 1982), or condensed with acetate to form 

butyrate (reaction 9, Table 7-1) (Bornstein and Barker 1948). Bacteria able to oxidize ethanol to form 

acetate and propionate were isolated from sewage sludge and sediments (Eichler and Schink 1984; Schink 

1984). Formation of acetate and propionate was also observed in another study using an ethanol- 

fermenting bacterium (Samain et al. 1982). Addition of hydrogen inhibited ethanol degradation and 

resulted in an accumulation of 14C-labeled butyrate (Schink et al. 1985). Fermentation of ethanol to acetate 

and propionate by Desulfobulbus was strongly inhibited by high hydrogen concentrations (Schink, et al. 

1987). Propionate-forming bacteria were believed to contribute significantly to ethanol degradation. The 

pathway of propionate formation from ethanol by Pelobacter propionicus and its energetics were 

extensively discussed (Laanbrock et al. 1982; Schink, et al. 1987). A hydrogen partial pressure less than 

I O 4  atm is necessary for anaerobic oxidation of propionate to be energetically favorable (Thauer et al. 

1977; Gujer and Zehnder 1982). This low hydrogen concentration is maintained by interspecies transfer of 

hydrogen from H2-producing bacteria to H,-consuming bacteria. Chloroform did not inhibit ethanol- 

oxidizing acetogens and formate was synthesized from bicarbonate and ethanol during syntrophic ethanol 

oxidation in flocs isolated from a whey digestor (Thiele and Zeikus 1988b). 
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Syngas, a mixture of hydrogen and carbon monoxide, has been used as a feedstclck for production of 

polymetric chemicals. Syngas is involved in chemical synthesis in the organic chemicals industry to 

produce alcohols since World War 11. In the OXO process, hydroformylation occurs where hydrogen and 

carbon monoxide are added across an olefinic bond to produce aldehydes containing one more carbon arom 

than the olefin. Alcohols are obtained by reduction of the aldehydes. N-propanol is one of the major 

products available from syngas (hydrogen and carbon monoxide) reactions with ethylene through the OXO 

process (Kirk, Othmer, Grayson and Eckroth 1982). 

Hartmanis and Gatenbeck (1984) provided evidence for direct enzymatic conversion of butyrate to butanol 

during anaerobic energy metabolism of Clostridium beijerinckii in butyrate fermentations. Acetone yielded 

through the fermentation is reduced to isopropanol coupled with NADH oxidation (Linden 1988). 

N-propanol was observed to accumulate in the UASB reactors under out-of-control conditions (Section 6). 

There appeared to be a link between the appearance and disappearance of n-propanol and the accumulation 

of CO in the system. 

Several reaction mechanisms which could contribute to propanol formation during ethanol fermentation. A 

list of poxible reactions and their standard Gibbs free energy changes for ethanol consumption and 

propanol production and consumption during ethanol degradation are presented in Table 7-i . N-propanol 

could be produced from ethanol and carbon dioxide (reactions 1 and 2), ethanol and propionate 

(reaction 3), propionate and H, (reaction 4), an ethanol condensation (reaction 5), or from carbon 

monoxide, H, and ethanol (reaction 10). Schink (1 984) described a new strain, Ott Bd 1, which was 

isolated from freshwater sediments and sewage sludge, that was able to oxidize propanol to propionate with 

concomitant reduction of acetate and bicarbonate (reaction 7). It has been demonstrated that hydrogen- 
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utilizing methanogens can oxidize ethanol and isopropanol to produce acetate and acetone. The reducing 

equivalents generated were used for methane production (Widdel and Wolfe 1986). Propanol was observed 

during impulses of ethanol, propionate and formate imposed on a chemostat containing ethanol or 

propionate enrichments (Smith and McCarty 1989). Hydrogen was not believed to be associated with 

propanol production. The possible pathway for propanol production under the experimental conditions 

used was proposed to be concurrent ethanol oxidation and propionate reduction to form acetate and 

propanol (reaction 3)  (Smith and McCarty 1989). 

The purpose of this study was to examine ethanol degradation by anaerobic granules from a UASB reactor 

fed with a synthetic brewery waste, to examine propanol formation and consumption during ethanol 

oxidation, and to identify the involvement, if any, of CO and COz in the formation of n-propanol. In this 

waste, 70% of COD was ethanol, 14% was acetate, and 14% was propionate. The study included ethanol 

degradation assays and an isotopic assay using '3C-iabeled ethanol and bicarbonate. The interactions of 

ethanol, propanol, propionate, hydrogen: and CO during ethanol degradation are discussed. 

MATERIALS AND METHODS 

Source of Methanozenic Granules 

The granules were taken from a 3.1-liter bench-scale laboratory UASB reactor operated at 37"C, pH = 7.0 

(+0.2), organic loading rate of 10 kg COD/m3-d and HRT of 11 hours. These granules had been 

acclimated for more than six months to a synthetic brewery waste. The diameter of the granules ranged 

from 1.8 mm to 3.0 mm, with an average of 2.5 mm. 

Ethanol Depradation Assay using Granule Flocs 

The ethanol degradation assay was conducted at 37°C and pH of 7.0, in a 2-liter bench-top Multigen 

reactor with an impeller speed of 600 rpm. Flocs were derived or disrupted from anaerobic granules taken 

from a bench-scale UASB reactor. The Multigen reactor, methods for preparation of the granule flocs, and 

the UASB reactor are described elsewhere (\Vu et al. 1995). Possible intermediates and products, 

including acetate, propionate, n-propanol, formate, HZ, CO, CO;, and methane were measured. Carbon an1 

eiectron balances were performed. Background concentrations of acetate and propionate, at the beginning 

of the assay, were 6.9 mM and 0.19 mM, respectively. Biomass concentration was determined at the 

conclusion of the assay to be 0.94 g of volatile solids (VS) in the vessel. Aqueous samples were collected, 

transferred into 1.5-ml Eppendorf tubes, and centrifuged at 12,000 rpm (model 5415, Brinkmann 

Instruments Co., Westbury, NY) for 2 minutes. A 0.8-ml aliquot of supernatant was then collected using a 

pipette and acidified with 0.3-M oxalic acid at a volumetric ratio of 1/10 (acidsample). The samples were 

sealed with Teflon-lined caps and aluminum crimp seals, and refrigerated for analyses. 
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13 - -C Ethanol Degradation Assay 

Three sets of isotopic assay:; were performed. Group A was with [ l-''C] ethanol (Cambridge Isotope, 

99%) and I2C bicarbonate (Baker Analyzed, sodium bicarbonate), with an ethanol concentration of 30% 

higher than that of group B or group C; group B used [l-"C] bicarbonate (Isotech, 99%) and I2C ethanol 

(Quantum, 200 proof). Group C had the same composition as group A except for ethanol concentration. 

Each set had two replicates. The assays were performed in serum vials (1 58-mL) incubated at 37°C. 

Serum vials were vacuum-flushed with N, for 0.5 hr before 50 mL of PBBM medium was transferred into 

serum vials. The contents were then adjusted to a pH of 7.0 by purging with a 20/80; C02/ N2 gas mixture 

(AGA Specialty Gas, Maumee, Ohio). Granules from the UASB reactor (0.3-mL) were injected into serum 

vials using a 1-mL syringe equipped with an 18-gauge needle. Ethanol [ 1-'3C] was then added into the 

solution using a 3-mL syringe equipped with a 21-gauge needle. This procedure was conducted under a N, 
atmosphere. Aqueous samples were withdrawn from serum vials using a 1-mL syringe with a 21-gauge 

needle and were filtered through a 0.2-pm syringe filter. Samples prepared for 13C analysis were then 

extracted with ethyl-acetate (Aldrich, 99.5%), at 1 : 1 (samp1e:ethyl-acetate) twice. The extracted samples 

were collected in 1.2-mL autosampler crimp vials (Teflon-lined), sealed with an aluminum crimp, and 

refrigerated until analyzed, generally 2-4 hours. A screening test was conducted using the same method as 

the isotopic assay except that labeled compounds were not used. Ethanol concentrations tested were 30, 

50, and 65 mM for the initial screening tests. Based on the peak concentrations of n-propanol observed, 50 

and 65 mM ethanol were used for the I3C isotopic assays. The background concentration of ethanol for all 

of these assays was zero. Whole granules from the UASB were used as inocula for these assays. 

PBB (Dhosphate buffered basal) Medium. The composition of PBBM used in CI3 ethanol assay was: 

NaClO.9g/L, MgC12.6H20 0.2 g/L, CaC1,.2H20 0.1 g/L, NH4Cl 1 .Og/L ,  Trace mineral 10 mVL, Resazurin 

(0.2%) 1 mL in a 1-liter batch. The medium was prepared according to the following procedure: bring pH 

to 7.2 - 7.4; boil and dispense under desired gas phase; after autoclaving add combined phosphate buffer 

(KH2P04 and K2HP04); add vitamin and reducing agent under sterile conditions. 

Sample Analvses 

Concentrations of ethanol, n-propanol, propionate and acetate were analyzed with a gas chromatograph 

(HP 5890A, Hewlett-Packard, Avondale, PA) equipped with a packed column (Supelco, Inc., Bellefonte, 

PA), a flame ionization detector, and automator injector (HP 7673A, Hewlett-Packard). Separation was 

accomplished using a 4% Carbowax organic phase on an 80/120 Carbopac P support in a 2-m, 2-mm ID 

glass column (Supelco). N, was used as the carrier gas (AGA, Specialty Gas, Maumee, OH). Operational 

conditions for the GC were: N, flow rate of 16-20 mL/min, H2 flow rate of 30 mL/min, air flow rate of 

300 mL/min. The injection port temperature was 190°C. Column temperature was programmed from 140- 

220°C with S"C/min ramp, for better peak separation. The detector temperature was 220°C. Ethanol and 
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n-propanol standards (external standards), were prepared without acidification. Standard calibration curves 

for VFAs were made using an internal standard method with propionate as the internal standard. The 

detection limits for ethanol, propanol, acetate, and propionate were 0.01 mM, 0.05 mM, 0. I mM, and 0.1 

mM, respectively. C propanol was quantified using a gas chromatograph with a porapak U column 

(Hewlett-Packard, 5990), and a mass spectrometer (JEOL 505 magnetic mass spectrometer, Japan) at a 

scan wavelength of 47 1-485 nm. Formate was analyzed for enzymatically using formate dehydrogenase, 

according to Bergmeyer (1974). The extinction change was measured using a spectrophotometer (UV160, 

Shimadzu C o p ,  Kyoto, Japan) at 365 nm. The proportionality factor was determined by standardization 

of the assay with formate standards. Both standard and samples were adjusted with blanks (without NAD). 

All aqueous sample concentrations were determined based on standard curves. 

1; 

H, and CO were determined using a RGA2 gas chromatograph (Trace Analytical, Menlo Park, CA). 

Species were separated using a sphereocarb 6W80 packed column and quantified using a mercury oxide 

bed reduced gas detector (Trace Analytical). The operational conditions used were: column temperature 

of 90°C and a detector temperature of 265°C. Carrier gas (N,) flow rate was 16-1 8 mL/min. Calibration 

was made using 101 ppm and 10.2 ppm standard gases for H, and CO (H2 and CO were in N,, Scott 

Specialty Gases), respectively. The detection limit of the RGD2 were 3.8 ppm and 0.5 ppm, for H2 and 

CO, respectively. Methane was determined using a Hewlett-Packard 5890 gas chromatograph with a 

VOCOL capillary column (30 m, 0.53 mm ID, 3.0 mm film, Supelco) and a flame ionization detector. The 

temperatures of the oven, detector and injector were 45OC, 2OO0C, and 15OoC, respectively. Calibration was 

made using 99.99% methane standard gas (AGA Specialty Gas). Carbon dioxide was measured using a GC 

(series 580, GOW-MAC, Bound Brook, NJ). The GC was equipped with a TCD using a carbosphere 

80/100 packed column (1/8 in stainless steel., 6 fk). The temperatures of the injector, detector and oven 

were 100°C, 150°C, and 150°C, respectively. Calibration was made using a C02/N2 gas mixture (20 /80, 

AGA, Specialty Gas, Maumee, OH). The calculated response (peak area or height) factor was used to 

determine all gas concentrations. 

RESULTS 

Ethanol Degradation Assav usinp Granule Flocs 

A study was initiated to examine the intermediate products during anaerobic ethanol oxidation by the 

granule flocs. Starting with an initial concentration of 20.7 mM of ethanol (6.9 mM of acetate), substrate, 

intermediates and end products were measured over time. Carbon and electron balances were performed. 

A carbon recovery of 94.7% was obtained at the conclusion of the assay. Ethanol, acetate, C02, and CH, 

were the major sources of carbon during ethanol degradation, as expected. Methane and carbon dioxide 

accounted for 75.8% and 24.2% of carbon in the end products. Approximately 93.5% of the total electron 
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equivalents were recovered. Electron equivalents in hydrogen, formate, CO and sampling loss were 

negligible. Ethanol was completely oxidized within 11 hours (Figure 7-1). Acetate accumulated up to a 

peak concentration of 24 mM and then declined. Methane was produced rapidly until acetate was depleted, 

reaching a final value of 36 mM. Headspace concentration of CO increased 12-fold from an initial value 

of 4 ppm to a plateau value of 50 ppm (0.9 mM in liquid phase, assuming equilibrium) within 5 hours 

(Figure 7-l), which is much higher in concentration than that commonly observed in anaerobic systems 

(Le., ppb levels). At this time period, n-propanol increased rapidly to its peak value (Figure 7-1). The 

concentration of CO then decreased gradually to I ppm (0.02 mM in liquid phase) at 26 hours and 

remained at that level. 

From Figure 7- 1, it can be seen that formate and hydrogen were produced almost immediately and 

simultanecusly. Both of these electron sink products increased and decreased quickly during the initial 10 

hours ofthe assay. The aqueous concentration of formate reached a peak of 430 pM after one hour. The 

peak concentration of hydrogen in the gaseous phase was observed about one hour laier. A peak hydrogen 

concentration of 1120 ppm (20 mM in liquid phase, assuming equilibrium) was observed two hours after 

the start of the assay; hydrogen decreased to 4 ppm (0.07 mM) when ethanol was depleted (at 1 1 hours). 

Production ofn-propanol (Figure 7-1) was observed immediately after the assay was initiated. The 

concentration of n-propanol reached a peak of 0.4 mM at the Sour-hour mark. Starting at the six-hour mark, 

the concentration of propanol began to decrease. 

As shown in Figure 7- 1, the propionate concentration decreased slightly during the initial two hours of the 

assay and then increased rapidly up 0.7 mM by 12 hours when ethanol was depleted. This initial decrease 

in propionate concentration suggested there might be another reaction mechanism responsible for 

propionate removal in addition to being oxidized to acetate. 

- "C Ethanol Degradation Assay 

Accumulation and depletion in the concentrations of reaction intermediates (acetate, propionate, and n- 

propanol) from ail three sets of serum bottle assays were similar to those observed in the previous assays. 

Typical progress curves of ethanol, n-propanol, propionate, and acetate are shown in Figure 7-2. During 

ethanol oxidation, acetate began to accumulate immediately, followed by n-propanol and propionate. 

Propanol reached a peak value and then decreased rapidly while acetate and propionate increased 

continuously. Ethanol and n-propanol disappeared at approximately the same time for all assays 

conducted. Substrate and products variation during n-propanol appearance, from the screen tests 

performed prior to conducting the ''C ethanol degradation assays are presented in Table 7-2. N-propanol 

and propionate peak concentrations increased with increased initial ethanol concentration. With one 
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exception, n-propanol was observed to begin accumulating when the ethanol concentration was at 20-25 

rnM and the ratio of acetate to initial ethanol concentration (in mM) ranged from 0.29-0.37 (Table 7-2). 

When the n-propanol concentration decreased to below detection limits, the acetate/ethanol (mM/mM) 

ratio ranged from 0.76-0.81 (Table 7-2). N-propanol appeared at the same time propionate did, or when 

propionate was in the medium at the start of the assay, 

40 

35 

30 

e 25 

2 ; 20 
8 
E 
U 15 

.- * 

10 

5 

0 

~- ~ -~ 
~ . Ethanol(mM) +Acetate ( m M T 1  
, -CO (uM)xlO -CH4(mM) 1 

0 5 10 15 20 25 30 35 40 

. .. C02 (atm) 
-+ n-Propanol (mM) 

I--* I.*_--- - t - - _  .-  

e 5 10 I5 20 25 30 35 40 

Time(hrs) 

Figure 7-1. Substrate and products concentration profile (ethanol, acetate, propanol, 
propionate, hydrogen, formate, carbon monoxide, carbon dioxide, and methane) during 

ethanol fermentation. 
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Figure 7-2. Typical progress curves of ethanol, acetate, propionate, and n-propanol during 
ethanol degradation using whole granules (experiment was stopped after 71 hours). 

The I3C ethanol degradation assays were concluded when n-propanol concentration decreased below 

detection limits. Peak I3C mass intensities of major fragments of n-propanol were determined by gas 

chromatography and mass spectra. The ratio of the mass intensity for n-propanol, 
13 M +  

'Z1$/f++'3h4+ - " 
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(or 61/59) were then calculated (Table 7-3). 
l 3  M' 

12M-H' (or 61/60; where M is mass of n-propanol) and 

The control was unlabeled ethanol (0.5 mM). Sample group A represents 1-C-labeled ethanol (50 mM) 

and bicarbonate (50 mM). Group B represents unlabeled ethanol (50 mM) and 1-C-labeled bicarbonate 

(50 mM). Group C represents 1-C-labeled ethanol (65 mM) and bicarbonate (65 mM), respectively. For 

group C, only one sample was analyzed. Excess biomass inocula was inadvertently added to sample C2, 

resulting in the ethanol degradation proceeding faster than anticipated and the n-propanol peak being 

missed. 

100 
67 56.5 

73 
131 

38.04 0.62 0.0 1 1 0.24 0.76 
19.32 0.3 1 0.13 34.90 0.29 
40.26 0.37 0.18 20.70 
52.91 0.67 0.03 1.20 0.79 

The natural abundance of 13C to 12C (for n-propanol61/60) is 3.3%, as shown in the control (0.032). 

Labeled n-propanol mass in group A was 1.3 to 1.4 times that of group C for the mass ratio 61/60 and 

DISCUSSION 

6 1/59, respectively. This is consistent with the ratio of initial ethanol concentration (1.3: 1 as group A:C). 

Results from several assays showed a consistent trenL 3fethanol being converted, primarily propionate anc 

acetate, with some accumulation of n-propanol. Progress curves of these compounds were not significantly 

different when using flocs or whole granules as the inocula. The formation and disappearance of n- 
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concurrent with a linear increase in propanol (Figure 7-1). 

Table 7-3. GClMS results from 13C labeled ethanol dearadation assav. 
Ratio of 

C Mass of Intensity I Intensity 
M/Za=61 

Control 

2.61 

B2 ND' 

M/Z=6OC 
78.04 

12.94 

12.61 

12.53 

10.55 

12.4 

n-propanol 1 

'3 AI-+ 

propanol during ethanol degradation using anaerobic granules were reproducible. Immediate production of 

n-propanol was observed when propionate, acetate, carbon monoxide. and hydrogen were present (Table 

7-2; Figure 7-1). Propanol appeared in the medium after a short lag for assays conducted where there was 

no propionate and acetate initially in the medium (Figure 7-2), indicating that propionate may be a 

precursor in propanol formation. This was further supported by an observed initial decrease in propionate 

0.032 

agment, Z-charge 

61/59 1 Note 
0.025 1 0.5mM n-propanol 

(unlabeled) 
0.198 "C labeled ethanol, unlabeled 

bicarbonate 
"C labeled ethanol, unlabeled 0.15 I 

I bicarbonate 

unlabeled ethanol 
C labeled bicarbonzte, 

unlabeled ethanol 
0.125 "C labeled ethanol, unlabeled 

1 bicarbonate 

for 1 carbon is 1.1 %, for n-propanol is 3.3% natural abundance of ,2 w+13M- ~* f 

Isotopic assays using whole granules revealed that labeled n-propanol was formed as an intermediate of 

labeled ethanol degradation. The amount of I3C n-propanol was high from labeled ethanol (group A and 

C) and present only at trace levels when labeled bicarbonate was used [group E; Table 7-3). The ratio of 

mass intensities, or the ratio of 13C n-propanol to "C n-propanol, of 0.26,0.2 1,O. 18, and 0.20,O. 15,O. 13 

for molecular weightkharges 61/60 and 61/59, respectively, were observed from the group using 13C 

labeled ethanol. This was about nine times the control (0.032 and 0.028, respectively). These values for 

group B appeared in trace amount (0.05 for 61/60 and 0.04 for 61/59, respectively) which was near the 

natural abundance level. These results suggest that bicarbonate was not a significant contributor of carbon 

for n-propanol production. Thus, reactions 1 and 2 (Table 7- 1) are not likely involved in n-propanol 

production. 
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Reactions potentially responsible for propanol formation could then be reaction 4 (propionate reduction to 

propanol), 5 (ethanol condensation reaction), 3 (ethanol oxidation to acetate with concurrent propionate 

reduction to propanol), and 10 (hydroformylation through carbon monoxide and hydrogen). 

Reactions 3,4  and 10 have negative Gibbs free energy changes at standard conditions, while reaction 5 and 

10 have a positive energy change. Free energy change calculations using data from the ethanol 

degradation assays revealed that a number of complex interactions were possible (Table 7-4). Reaction 5 

had the highest available free energy levels (-12 to -15 kcal/mol) under the experimental conditions tested. 

Reaction 3 had the lowest available free energy (-1 kcal/mol). Reactions 5 and 10 were energetically 

favored throughout the entire 1 1  hours until ethanol was depleted, whereas reactions 3 and 4 had negative 

free energy values for only five or eight hours. Hydrogen appeared to play a strong role as a driving force 

governing reactions involving propionate (reactions 3 and 4). Propionate degraders are sensitive to 

hydrogen concentration in the medium. A low hydrogen partial pressure ( 1  O‘6 to 1 O4 atm, or 1 to 100 ppm 

) is required to maintain a negative Gibbs free energy change and allow propionate degradation to proceed. 

This hydrogen level was maintained between hydrogen-producers and hydrogen-utilizers. 

6 +b -2.60 NA -4.57 -10.03 NA‘ NA 

7 + -1.90 -12.56 -3.27 -9.86 -7.44 -7.49 

-t” represents positive AG’ value. 

dreactions are referred to Table 7-1. I 
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Acetate disproportionation to methane and C 0 2  can be described as a two-step reaction with CO as an 

intermediate: 1) acetate splitted to CO and CH,; 2) CO oxidized to CO, (Zeikus et al., 1985; Hickey et al. 

1987). Accumulation of CO could be the result of reversible equilibrium of CO between the liquid and gas 

phases. The concurrent increase in CO and acetate concentrations has been observed (Hickey and 

Switzenbaum 1990). The accumulated CO level resulted in propanol formation fiom CO and ethanol 

becoming energetically favorable. CO was consumed via oxidization to C o t  and/or reduction to form 

propanol. Both of these reactions were thermodynamically possible during the initial 11 hours (Table 7-4). 

Gibbs free energy for reactions of propanol formation and consumption appeared to be time-dependent 

(Table 7-4). During the initial five hours, ethanol could have been converted to acetate, propionate and n- 

propanol through reactions 3,5,8, 10 (Tables 7-1 and 7-4) and possibly other unknown reactions (Samain 

et al. 1982). Significant amounts of hydrogen and carbon monoxide gases were generated. The H, content 

in the gas phase accumulated up to 1120 ppm (20 mM in liquid phase assuming equilibrium; Figure 7-1). 

This made propionate oxidation to acetate energetically unfavorable, and the reverse reactions possible, 

namely, acetate reduction to propionate (reaction 6 )  and subsequent propionate reduction to propanol 

(reaction 4). 

CO increased rapidly, following hydrogen, up to 50 ppm (0.9 mM). The highly reduced environment 

during this period drove reactions towards consumption of H, and CO. Any reaction observed during this 

period was likely due to conversion to more reduced products. The potential sinks for CO were n-propanol 

formation (reaction 10) and oxidation to CO,. CO serves as a precursor or an additional carbon supply to 

ethanol during propanol formation. Reactions 4,6,  and 10 and hydrogenotrophic methanogenesis were 

potential sinks for hydrogen. 

N-propanol formation was energetically favorable almost immediately via propionate reduction (reactions 

3 and 4), ethanol condensation (reaction 5) and hydroformylation through carbon monoxide and hydrogen 

(reaction 10). The concentration of n-propanol reached a plateau value of 0.4 mM (Figure 7-1). 

Propionate concentration decreased during the initial three hours, while propanol accumulated at a linear 

rate, and then increased concurrent with a reduction in propanol production. Propionate consumption via 

reactions 3 and 4 was energetically favorable during this period. Propionate could have been formed from 

acetate (reaction 6), propanol (reaction 7), or ethanol (Schink et al. 1985). 

Between six and eight hours, the reduced concentration of ethanol and high acetate concentration resulted 

in reaction 3 becoming energetically unfavorable. Beginning at the nine-hour mark, another change 

occurred as shown in Table 7-4. The energy available for reduction reactions (reactions 4 and 6 )  changed 

in favor of formation of more oxidized products (propionate and acetate) as a result of a dramatic decrease 
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in the hydrogen concentration to 5 20 ppm (51 mM of liquid phase; Figure 7-1). More hydrogen- 

producing reactions became favorable (reverse reactions of 4 and 6 and reaction 5); a hydrogen level of 3- 

12 ppm (0.05-0.22 mM in liquid phase) was subsequently maintained. CO concentration decreased 

gradually to 0.5 mM at the 1 1-hour mark. Formation of propanol was energetically favorable through 

reactions 5 and 10 during this period. Energetically, consumption of n-propanol proceeded via reduction 

(reaction 7) during the entire experimental time period. This reaction has been predicted (Schink 1984). 

Formation of propionate appears to be related to propanol oxidation via the reverse of reactions 4 and 7. 

Thermodynamic calculations for hydrogen and CO were based on head space measurements. The mass 

transfer limitation of H2 from a granulst flocs matrix to a liquid phase was probably minimized (Wu et al., 

1995). However, due to possible mass transfer limitations of hydrogen from liquid to gas phase, actual 

liquid concentration of H, could be higher. As a result, such a reduced environment favors propionate 

reduction (reaction 4) and hydroformylation (reaction 10). 

Smith and McCarty (1 989) reported that reaction 3, formation of propanol and acetate from ethanol and 

propionate, was the most likely reaction to occur during a perturbation of ethanol, propionate, and formate 

to a propionate and ethanol enrichment in a CSTR. This was based on a free energy analysis. The 

mechanism and species which performed these two reactions were unknown. The amount of reducing 

power available had a strong impact on propionate consumption and propanol formation in this current 

work. This is in contrast to the conclusions of Smith (1987), who believed hydrogen was not associated 

with propanol production. Differences in the predominant microbial populations in the propionate and 

ethanol enrichment mixed cultures of Smith and McCarty (1989) and the ethanol-, propionate- and acetate- 

utilizing mixed culture of this study could contribute to this discrepancy. However, the question is the 

source of the additional carbon molecule of propionate from ethanol degradation. This carbon molecule 

could not come from bicarbonate, derived from I3C experiment. Therefore, reactions 3 and 4 are not likely 

to be the primary routes of propanol formation. 

Reaction 10, hydroformylation through ethanol, carbon monoxide, and hydrogen, to form n-propanol, is 

more likely responsible for the n-propanol formation. The CO is likely produced from acetate 

decarboxylation; acetate is derived from ethanol (reaction 8). Thus it is consistent with results of the 13C 

assays. Syngas (CO and H2) has been widely used in the chemical industry for synthesis of aldehyde, 

ethanol, and other plasticides. Similar reactions of hydroformyl addition have been used in OXO process 

to produce alcohols (Kirk, Othmer, Grayson and Eckroth 1982). This reaction (reaction 10) is 

energetically favored during the time period when propanol was present. The free energy level of reaction 

10 correlated well with the appearance and disappearance of propanol. However, it has not been reported 

that reaction 10 can be carried out biologically. Reaction 5, condensation of ethanol to release a carbon 

dioxide and form n-propanol, is another candidate for n-propanol production. The mechanism and 
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pathway of this reaction are not clear. The above discussion is based solely on reaction thermodynamics. 

Among those reactions that are energetically favorable, the predominant reaction will also depend on 

reaction kinetics and pathways present. These need to be further studied. 

CONCLUSIONS 

0 N-propanol formation during anaerobic biodegradation of ethanol was observed in a 

mixed anaerobic consortia. 

I3C isotopic study showed that carbon dioxide was no: involved in propanol 

formation from ethanol in this culture. 

N-propanol could be formed from four reactions, derived from thermodynamic 

analyses. They are: ethanol oxidation coupled with propionate reduction (reaction 

3), propionate reduction (reaction 4), ethanol condensation (reaction 51, and, 

hydroformylation (reaction 10). The last two reactions (condensation and 

hydroformylation) are the most likely candidates for the n-propanol formation. 

0 

0 

7-14 



Section 8 

KINETICS OF SUBSTRATE UTILIZATION BY BREWERY GRANULES 

INTRODUCTION 

Recent work investigating granule systems from UASB reactors has focused on defining the composition, 

kinetics, and mass transfer within the anaerobic granules. Metabolic performance of granular sludge has 

been extensively studied (Zinder et al. 1984; Koster 1986; Koster and Cramer 1987; Koster et al. 1986; 

Fukuzaki et al. 1990a, 1990b, 199 1 ; Wu 199 1 a; Wu et al. 199 1 b; Peterson and Ahring 199 1 ; DeBeer et al. 

1992; van Lier et al. 1993). Kinetic studies of the granules were proceeded by studies using both defined 

cultures (Smith and Mah 1980; Zehnder 1980; Ahring and Westermann 1985; Ahring and Westermann 

1987; Zinder et al. 1987; Huser et al. 1982; Pate1 1984) and mixed cultures (Lawrence and McCarty 1969; 

Kugelman and Chin 1971; Lin et a1 1989; Gujenv and Zehnder 1983; Chang et ai. 1982, 1983; Zinder 

1984; Smith 1987; Kaspar 1978; Heyes 1983). Various substrates were examined, including acetate, 

propionate, butyrate, isobutyrate, valerate, ethanol, methanol, formate, H2-CO2 and glucose (Wu, 1991 a; 

Schmidt et al. 1993). 

Metabolic performance, granule physical, chemical, and biological composition and species distribution as 

well as ultrastructure were observed to be related to the wastewaters the granules were grown 

ordacclimated to. Substrate conversion rates were observed to be closely related to the composition of the 

wastewater that the granules were acclimated to. In one study, sulfate reduction accounted for 28% and 

60% of ethanol and propionate conversion, respectively, but did not play a significant role in the 

metabolism of H2, formate, and acetate (Wu et al. 1991b). Schmidt et al. (1993) reported that addition of 

hydrogen-utilizing methanogen and sulfate-reducing bacteria to disintegrated granules improved both 

propionate and butyrate degradation rates. It was also observed that interspecies formate transfer does not 

play an important role for stimulation of propionate and butyrate degradation (Schmidt et al. 1993). 

Due to the complexity of substrate and product transfer processes within granules, a result of mass transfer 

limitation, description of substrate conversion rates of the granule has been characterized using apparent 

substrate utilization rates. The kinetics of substrate utilization by anaerobic granules appears to be 

considerably different from dispersed cells or biofilms with slab geometry for which explicit solutions are 

available (Bailey and Ollis, 1986). Substrate flux, temperature, pH, granule size, and liquid film all 

contribute to the observed overall substrate utilization rate. A mathematical model was developed to 

describe the substrate utilization and mass transfer within biofilms (Williamson and McCarty, 1976) 

(Rittmann and McCarty, 1980). Thermophilic granules grown on acetate from a UASB reactor were 
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examined for mass transfer resistance (Schmidt and Ahring, 199 1). Disintegrated granules showed a 

higher specific methanogenic activity than intact granules when H$02 were used as substrates. The 

reduction in mass transfer resistance depended on the method used to disrupt the granules when acetate was 

used as substrate. An effective diffusion coefficient for acetate in anaerobic sludge, measured using a 

diaphragm diffusion cell, was reported to be 22-33% of the diffusion coefficient in pure water (Nilsson and 

Karlsson 1989). DeBeer et al. (1992) measured the pH profile inside granules using a pH micro-electrode. 

The pH inside was higher than in the bulk liquid. An unsteady state effectiveness factor, (q), of 0.57-0.62 

was reported for acetate conversion based on the acetate profile calculated using the pH profile data. 

Alphenaar et al. (1 993) showed that substrate transport limitations and substrate release (diffusion) velocity 

all increased with granule sizes. The overall effective diffusion coefficient was observed to be 40-80% of 

the diffusion coefficient in pure water in this study. An effectiveness factor was reported to be 0.48-0.67 

during propionate degradation using whole granules and disintegrated granules (Schmidt and Ahring 

1993). Numeric methods have been used for determining effectiveness factors with Michaelis-Menten 

kinetics and high theiele moduli (Chang 1982). Controversies on the effect of diffusional and mass- 

transfer resistance to substrate utilization still exist (Henze and Harremoes, 1983). No diffusional 

limitations in biofilms of 2.6 pm were reported (Kennedy and Droste 1986). Other researchers concluded 

that diffusion is not rate limiting during acetate utilization (DeBeer et al. 1992). The degradation rate of 

propionate and butyrate in granules from a thermophilic UASB reactor decreased 35 and 25%, 

respectively, after disintegration of the granules (Schimidt and Ahring 1993). Overall, however, 

diffusional and mass transfer resistances within the granular sludge, its role and significance with respect to 

the utilization rates of different substrates, and its interaction with temperature effect and granule size, have 

not been fully investigated. A detailed discussion of modeling anaerobic granular sludges for substrate 

utilization including liquid film mass transfer, diffusion limitations, and intrinsic kinetics is presented in 

Section 4. 

Considerable work has been performed in studying reaction thermodynamics and substrate thresholds of 

anaerobic bacteria, particularly methanogens. From a thermodynamic point of view, threshold levels 

represent the minimal energy required for a particular reaction to proceed. This minimal energy is required 

for ATP synthesis. Schink (1988, 1992) suggested that during butyrate oxidation in anaerobic systems, a 

minimum of 20 kJ/mol is required for each reaction step. This is approximately 1/3 of the energy required 

for formation of 1 mole ATP (75 KJ/mole ATP} (Schink 1992). The remaining energy is conserved via a 

membrane electron chain in a process of reversed electron flow. This reduces the H2 concentration and 

through an energy-sharing process anaerobes are able to conserve and utilize a minimal amount of energy 

for growth. The minimal energy for a reaction is species-dependent. 
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It is believed that the substrate threshold model provides a description of population competition in 

different habitats. The prevailing population for a particular substrate may be determined by the substrate 

concentration level within that environment. Bacteria will not consume a substrate when it falls below the 

threshold level. Different orgadsins each have thcir own threshold for a particular substrate. The 

organisms with a threshold at or lower than the environmental level of a particular substrate are able to 

outcompete other organisms for the substrate (assuming no other factors are involved). This competition 

could occur between different species or within a species. Lovely ( 1  985) observed that a 

Methanobacterium did not consume Hq below a threshold of 6.5 Pa. Cord-Ruwisch ( 1  988) demonstrated 

that hydrogenotrophic anaerobic bacteria compete for H2. Successful competition was a function of the 

redox potential and electron transfer efficiency. Acetate decarboxylation is performed by two 

methanogens: Methanosarcina and Methanothrix (Zehnder et al. 1980; Mah 1978). After extensive study 

of anaerobic acetate decarboxylation, Westermann (1989), Zinder (1  990), and Hang and Zinder (1 989) 

indicated a high acetate threshold (1-2.5 mM) for Methanosacrina sp. and a low threshold (12-75 pM) for 

Mefhanothrix sp. The higher the electron transfer efficiency between electron donor and electron 

acceptor, the lower the substrate threshold. Large amounts of electron transfer produce high energy yields, 

thus lowering the H2 threshold required for energy conservation. The high-acetate-threshold 

Methanosarcina sp. conserves more free energy from acetoclastic methanogenesis than the iow-acetate- 

threshold Methanothrix sp. In this case, the Methanothrix sp. require less energy to carry out the 

biochemical reactions and thus are more energy-efficient. 

In this study, granules obtained from a system tredting brewery wastewater were characterized for the 

kinetics of substrate utilization, liquid film resistance, and diffusional resistance. Temperature effects, 

reaction thermodynamics, and substrate thresholds of the populations within the granules during 

acetoclastic methanogenesis were examined in order to better understand the physicochemical and 

biological process occurring. Experiments were performed using a batch-mode CSTR. The carbon source 

used was acetate for mass transfer, temperature effects, and threshold determinations. Acetate, propionate 

and ethanol were used for intrinsic kinetics and diffusion limitation studies. The mineral medium used and 

inoculum preparation are described in Appendices A and 31, respectively. Biomass determination and 

microscopy protocols are presented in Appendices B7 and C2, respectively. A linear regression was used 

to estimate the initial rate of degradation of each substrate. These analytical techniques are detailed in 

Appendix C2. 
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INTRINSIC KINETICS OF ACETATE, PROPIONATE, ETHANOL AND H2 UTILIZATION 

Description of Laboratory Batch System 

Activity assays for brewery granular sludge were performed in a two-liter Multigen Convertible Bench- 

Top Reactor (Model F1000, New Brunswick Scientific Co.). A schematic representation of the system 

used is depicted in Figure 8- 1. The reactor was operated in batch mode. Temperature was controlled by 

means of a heating system equipped with a thermosensor. Reactor mixing was provided by two impellers, 

with a speed range of 100 to 1000 rpm. The reactor was sealed with a rubber ring top to prevent air from 

entering the vessel. The reactor head space was connected, using small-diameter tubing, to a flask that was 

used as a water seal. Sampling and drainage ports were sealed with butyl rubber stoppers and aluminum 

crimps. Target compounds were introduced through the injection port using 3-ml to 25-ml syringes 

(depending on the starting concentrations desired) equipped with 2 l-gauge needles. Liquid samples were 

taken from the sampling port using a l-ml syringe and a 21-gauge needle. Operational conditions are 

presented in Table 8-1. 

I, 
U l o  0 

O I  lo. . 1 

(iJ 2 L multigen reactor 

@ Impellers 

@ Sampling port 

@ Heating wire 

@ Thermosensor 

@ Thermometer 

@ Impeller speed controller 

@ GB line 

@ Water seal 

Figure 8-1. Schematic diagram of bench-top CSTR set-up. 

Table 8-1. Environmental and operational conditions used for the bench- I tor, reactor. 
Operation mode I batch CSTR 
TemDerature 37°C 
PH I 7.00 f 0.01 
Working volume 1.4 - 1.5 L 

'2 I 1 Gas space volume I 0.5 - 0.6 L 
I Inoculum I 0.5 - 2 g 



Experimental Design and Methods 

To minimize diffusional resistance within the granules, which could mask the intrinsic properties of 

substrate utilization, the activity assays for acetate, propionate, ethanol and H2 were performed using fine 

floc particles (-33 pm diameter) obtained by disrupting granules from a laboratory bench-scale UASB 

reactor (Figure 8-1). These granules had been acclimated for more than six months to a synthetic brewery 

waste. The composition of this synthetic waste was based on the results of a one-week sampIing program 

at the brewery (Appendix A). The anaerobic technique used to produce the flocs is described in Appendix 

B1. The Multigen reactor was operated using the mixing condition determined during a separate 

experiment (see below). Mass transfer within brewery granules was required to ensure that the liquid film 

mass transfer resistance was minimized. Single carbon sources, acetate, propionate, and ethanol, which are 

major components in the brewery waste, were used tc assess the activity for each group of microorganisms 

(acetoclastic methanogens, propionate degraders, and ethanol utilizers, respectively). Sodium salts of 

propionate and acetate were used. Medium, stock solutions and the inoculum preparation technique used 

are described in detail in Appendices A and B 1. Acetate and propionate degradation rate assays were 

performed using a series of substrate concentrations. The initial concentrations covered the entire range of 

Monod kinetics, from the expected Ks to a value 10 times higher. This was done to allow observation of 

both the zero and the first-order reaction periods. The sampling frequencies used, which were varied with 

initial doses used, are presented in Tables 8-2 and 8-3 for acetate and propionate, respectively. Assays 

were repeated at low and high concentration ranges. Substrate consumption was modeled using Monod 

kinetics. The maximum specific substrate utilization rate (km), and half velocity constant (Ks), for acetate 

and propionate were estimated by applying a non-linear least squares technique (software SYSTAT) on the 

differential folm of the Monod equation. 

- .  (8-1) 

Table 8-2. Sampling frequency for the acetate utilization assays. 
Acetate (mmolh,) Sampling Frequency I Experiment Period (hr) 

0 -  1 I 2 min 0.5 
1 - 2  I 3 min 1 
2 - 3  5 rnin I 1 
3 - 5  I 5 min I 
> 5  10 min 

Table 8-3. Sampling frequency for the propionate utilization assays. 
Prouionate (mM) Samuling Frecluencv I Exueriment Period (min) 

0- 1 I 1 min I 20 
1 - 2  2 min 30 

I I 

> 2  I 3 min 60 1 
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where S is substrate (mM), t is time (hr), Vi is utilization rate of substrate I (mM/-h), k, is maximum 

substrate utilization rate (g/gVS-d), Xis biomass as volatile solids (gVS). K, is half velocity constant 

(mM). 

Ethanol utilization assays were performed by injection of a concentrated solution (20 mM) into the reactor 

to obtain a high initial substrate concentration. Concentrations of ethanol and H2 were then tracked over 

time. The progress curve for ethanol degradation, adjusted for an initial lag period, was fitted to the 

integrated form of the Monod equation. A non-linear least squares technique was used to evaluate km and 

Ks. 

where ti is time (hr), i = 1,2,3, .. . n, k,,, is maximum substrate utilization rate (g/gVS-d), Xis  biomass at the 

conclusion (gVS), K, is half velocity concentration (mM), So is initial substrate concentration (mM), Si is 

substrate concentration at time ti (mM). For details of the ethanol assay see Section 7. For all kinetic 

parameters estimated, the quantity of curve fitting is judged by r'. 

Analytical methods for acetate, propionate, ethanol and H2 are given in Appendix C. Derivation of the 

non-linear least squares procedure for equations 8-1 and 8-2 are provided in Appendix D. Microscopic 

observations were performed using an epifluoresence microscope (Olympus, BH-2, Appendix B7). 

Biomass was collected and dry weight determined after each assay. 

Kinetic Parameter Estimation for Acetate. ProDionate. Ethanol, and H, - 

The initial acetate concentrations used ranged from 0.27 mM to 8.65 mM and for propionate from 0.1 mM 

to 2.1 mM. At each initial concentration, substrate conversion was measured with time. The linear range 

was chosen for calculation of the initial rate at that substrate concentration using a linear regression. 

Kinetic parameters (Ks, km) were determined using initial utilization rates and the corresponding substrate 

concentrations from these assays. The ethanol degradation rate was measured at an initial concentration of 

20 mM. Concentrations of ethanol and H2 were then tracked over time. Kinetic parameters for ethanol 

(Ks, km) and H2 (Ks) were solved analytically using the integrated form of the Monod equation. The H2 

consumption rate was calculated considering the observed H2 disappearance rate and a calculated H2 

production rate from ethanol, based on the stoichiometric relationship: 
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CH,CH,OH + H,O + 2H, + CH3 COOH 

and the following equation: 

.. (8-3) 

loPp is the apparent hydrogen consumption rate, that is, the change of hydrogen concentration where - dH2 
dt 

is the ethanol consumption rate. The influence of n-propanol and 
dETOH 

dt with time in the system 

propionate on the hydrogen consumption rate were ignored because the concentrations of n-propanol and 

propionate (<0.4 mM and <0.7 mM, respectively) were relatively low compared to that of ethanol (20 

mM). 

The fitted curves for acetate, propionate, ethanol, and H2 utilization are presented in Figures 8-2 through 8- 

5. The estimated half velocity constant (ICs), and maximum specific utilization rate, (km) for acetate, 

propionate and ethanol were 0.45 mM, 0.40 mM, and 3.37 mM, and 5.1 Ig/g VS-d, 6.25g/g VS-d, and 

5.49g/g VS-d, respectively. The apparent Ks for H2 was 150 ppm or 5.9 pM (gas phase concentration). 

The H2 consumption rate was 5.4 mM/g VS-h. Fitted curves had r2 of 0.993 for acetate, 0.986 for 

propionate, 0.950 for ethanol and 0.820 for hydrogen, respectively. Background acetate, propionate, and 

ethanol levels were less than 0.1 mM. Literature values of k and K, for acetate, propionate, ethanol, and 

hydrogen are compared to results obtained in this work for Tables 8-4 and 8-5. 

MASS TRANSFER WITHIN BREWERY GRANULES 

Liauid Film Resistance 

Mass transfer through the liquid film around the granules was studied using a bench-top Multigen resctor 

system (Figure 8-1). Granules were collected from a laboratory bench-scale UASB reactor treating a 

synthetic brewery waste (Figure 6-1). Reactor environmental and operational conditions are shown in 

Table 8-1. Sodium acetate was the sole carbon and energy source used in mass transfer experiments. 

Acetate utilization was initially measured at different mixing levels. The experimental design is listed in 

Table 8-6. Impeller speeds were varied from 200 to 800 rpm to determine the point at which liquid film 

diffusion was minimized. The initial acetate consumption utilization rate was determined by linear 

regression. 
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I Table 8-5. Kinetics of ethanol and hydrogen utilization by the brewery granules 
comaared to reported values in the literature. 

amass transfer was not limiting. 
derived from ethanol degradation, in gas phase concentration. b 
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Table 8-6. Experimental design of liquid film resistance 
experiment for the brewerv granules. 

Acetate Impeller Speed 
(mM) ( r p d  

7 200 

Biomass 

2 
(gVS) 

1 I 7 I 500 I 2 
I 

c 
7 
7 

600 2 
700 2 

A graphical presentation of acetate utilization at different mixing levels is given in Figure 8-6. The error 

bar (+/- 1SD) at 600 rpm represents results of three different experimental runs. Acetate utilization rate 

increased with increasing impeller speed. Above 600 rpm, the variation of acetate utilization rate became 

small, indicating negligible influence of liquid film on acetate consumption at or above 600 rpm. At a 

speed of 800 rpm, a liquid vortex formed within the reactor and the granules became physically disrupted. 

To ensure liquid film resistance was minimized for studying diffusional effect without disrupting the 

physical integrity of the granules, an impeller speed of 600 rpm was chosen for all subsequent experiments. 

2 1.2 e 
E 
0 .- c. 

* 
* a, 
2 0.4 

t 
0 '  

I I I I I 

0 200 400 600 800 1,000 1,200 

rpm 
Figure 8-6. Acetate utilization rate at various impeller speeds (acetate = 7 mM, 

biomass = 2 g, pH = 7.0, temperature = 37°C). 

Effect of Granule Size on Substrate Diffusion 

In this portion of the work, the specific utilization rates for different granule sizes were compared to 

examine the effect of diffusional resistance on substrate utilization. Mass transfer limitation is described 

by the effectiveness factor (q), which was estimated by determining the ratio of apparent substrate 

utilization rate of whole granules to the intrinsic substrate utilization rates obtained previously. The q 
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included diffusional resistance only. Theoretical development of the reaction-diffusion function within the 

granule is given in Section 4. 

All three major carbon sources in the brewery waste - acetate, propionate and ethanol - were studied. 

Three sizes of granules were used: whole granules (1  3-3.0 mm, average 2.5 mm), partially disrupted 

granules (0.1-3.0 mm, average 1 .1  mm), and flocs (20-75 mm, average 33 mm). Whole granules were 

mechanically disrupted, without filtering, to produce granules with an average size of 1.1 mm. These were 

further fractionated into small flocs (average size of 33pm). A typical size distribution of partially 

disrupted granules is presented in Figure 8-10. The partially disrupted granules had a size ranging from 0.1 

mm to 3.0 mm, with an average size of 1 .1  mm. Both partially disrupted granules and flocs were prepared 

immediately before each experiment. Methods of formation of disrupted granules and flocs are described 

in Appendix B. The reactor impeller speed for the diffusion experiments was 600 rpm. Particle sizes were 

measured using a microscope (Appendix B). Biomass concentration and particle size were determined at 

the conclusion of each assay. 

To start each experiment, a concentrated substrate solution was injected into the reactor to obtain a starting 

substrate concentration of 6 mM acetate, 8 mM propionate, and 30 mM ethanol. Background substrate 

levels prior to the addition of substrate were less than 0.1 mM for each substrate for all assays. Apparent 

substrate utilization by the granules was measured with time. ' f ie  initial rate was determined using a linear 

regression. All experiments were conducted in duplicate. 

Typical progress curves of acetate utilization, using different sized granules, are shown in Figures 8-7 and 

8-8. A Monod type curve of acetate utilization versus granule size and concentration is given in Figure 

8-3. Utilization rates closely followed the granule size for the range studied. The apparent specific acetate 

utilization rate for the flocs was much higher than that of whole granules. The maximum apparent specific 

substrate utilization rate (zero order portion of the Monod curve) of the whole granules was only 1/3 of the 

rate observed for the flocs. The estimated unsteady state effectiveness factors, (77) were calculated to be 

0.32,0.41, and 0.75 for acetate, propionate and ethanol, respectively (Table 8-7). 

TEMPERATURE EFFECTS 

The effect of temperature on substrate utilization was also examined using acetate as the sole carbon and 

energy source. The inocula included whole granules and flocs. Assays were conducted at 26OC, 3 l0C, and 

37OC. An initial acetate concentration of 6 mM was used for all assays. A time course of substrate 

utilization was obtained and apparent specific substrate utilization rate determined for each assay. At the 
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conclusion of each assay, biomass and particle sizes were determined and fluorescence microscopy 

observations were performed (Appendix B). A typical acetate utilization curve for whole granules at 26OC, 

3 l0C, and 37OC is presented in Figure 8- 1 1. Because of the heat generated by the mixing system during 

the experiment, it was impossible to maintain a temperature of 26OC for an entire assay. Only a few hours' 

worth of data were available at 26OC. Estimated apparent specific utilization rates for whole granules and 

flocs at the three temperatures are presented in Table 8-8. As expected, the rates increased with increasing 

temperature. A plot of acetate utilization rate versus temperature is presented in Figure 8-12. 

Effectiveness factors of granules for acetate utilization were 0.36,0.35, and 0.32 at 26'C, 31'C, and 37=C, 

respectively. To characterize the effect of temperature, an attempt was made to describe results obtained 

from the flocs using the Van't Hoff-Arrhenius equation. A linearized plot of temperature versus specific 

acetate utilization rate is presented in Figure 8-13. A linear regression on natural log of km resulted in a 

typical Arrenhnus equation (r2 = 0.95) 

[??I lcln = 3.359~1 014 exp ... (8-4) 

where km is in glg VS-d, Tin K, applied range {26OC, 37OC) 

8 

'1 
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0 
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Figure 8-7. Acetate utilization by whole granules, disrupted granules and flocs in batch 
assays (31°C). Time scale was adjusted by biomass (VS, 9). The slope represents 

utilization rate in mM acetatelg VS-h. 
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Figure 8-8. Acetate utilization by whole granules, disrupted granules and flocs in batch 
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utilization rate in mM acetatelg VS-h. 
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Figure 8-9. Acetate utilization rate at different acetate concentrations and granule sizes 
(temperature = 37"C, granule diameter - flocs = 33 pm, whole granules = 1.85 mm). 
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Figure 8-10. Size distribution of disrupted granules. 

Table 8-7. Estimated unsteady state effectiveness factor for substrate 
utilization using brewery granules at 37°C and pH = 7.0. 

km, intrinsic* km, apparent** rl 
Substrate VS-d) (g/g VS-d) ("/.I 

Acetate 5.1 1 1.66 32 
Propionate 6.25 2.62 41 

Ethanol 5.49 4.16 75 
*flocs 
**whole granules 

" 1  

2 :: m o  0 
m 

R 

0 

0 
0 

0 

w 370C 
0 31oC 
A 260C 

8-15 

0 10 2 0  30 

time-biomass(hr-gvs) 

4 0  

Figure 8-1 1. Acetate utilization at 37"C, 3I0C, 26°C by whole granules. Time scale was 
adjusted by biomass (VS, 9). The slope represents utilization rate in mM acetatelg VS-h. 



Table 8-8. Estimated km of whole granule and flocs at 37"C, 31"C, and 26"C, in g1g 
VS-d. 

Temperature 
Inoculum Source 37°C 31°C 26°C 

Flocs 5.08*1.322 2.13*0.852 1.85t0.641 
Whole granules 1.66*0.720 0.74*0.223 0.58*0.4 10 
*acetate as substrate. I 

i 
I 7 ,  I ! 

1 6 i  
I 7 j mflm I 

I whole granule i 
! 

! I 
~ _ _ _ _ ,  _ _ ~ _ _ _ _  1 

1 0 -..- 
I I 24 26 28 30 32 34 36 38 

Temperature (oC) 
I 

Figure 8-12. Acetate consumption rate of flocs and whole granules at 37"C, 3I0C, and 26°C 
(bars represent k SD of two repeated assays). 

The above equation can been rewritten as 

... (8-5) 

where E is activation energy. Estimated activation energy was 19,380 kcal/moie, which is within the 

common range of anaerobic wastewater treatment systems (Metcalf & Eddy 1991). Another form of this 

equation is 

... 



E 

2. 
1.8 
1.6 
1.4 
1.2 

E 
Y 1 ' 0.8 

0.6 
0.4 
0.2 

in equation (4) is constant and where 1.12 = e RT,T, . For the whole with the assumption that - E 
RII;T, 

.. 

.. 

--  

-- 

-- 

.- 

-- 

.. 

granules this constant was 1.09. The estimated activation energy was 15,400 kcal/mo!e. 

A study of minimum acetate and hydrogen levels and reaction thermodynamics was conducted. Substrate 

threshold levels were determined by measuring the concentration at which further substrate utilization did 

not proceed. The pH and temperature were recorded in order to determine the minimal Gibbs free energy 

for acetate decarboxylation and hydrogen oxidation. It was assumed that the end products during 

acetoclastic methanogenesis were stoichiometrically 1 : 1 for C02  and CHq. A separate GC program was 

used to accurately quantify low concentrations of acetate (Appendix C). Hydrogen from the headspace of 

the Multigen reactor was analyzed using a Reduced Gas Analyzer (Trace Analytical, RGD2) equipped with 

a mercuric oxide reaction bed (Appendix C). 

Results of acetate threshold and minimal Gibbs free energy during acetate metabolism are presented in 

Table 8-9. There were no significant differences in the acetate threshold and minimal free energy levels 

for the different granule sizes (flocs and whole granules). The threshold acetate level ranged from 4 to 70 

pM. This threshold values agrees well with reported literature values (Table 8-10). The minimal Gibbs 

free energy available for acetate decarboxylation ranged from -1.40 to -4.44 kcaYmol acetate (-5.9 to - 

18.6 kJ/mol), with an average of -2.53 kcal/mol acetate (-10.6 kJ/mol). The H2 threshold concentrations 
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were observed to vary from 5.2 to 26.3 ppm. These values are within the literature values but fall into the 

lower region of previously reported values (Table 8-1 1).  The minimum Gibbs free energy available for H2 

oxidation was calculated to be -1.3 kcaVmol H2 (-5.4 kJ/mol). 

Table 8-9. Acetate threshold and calculated minimum available Gibbs free energy 
during acetate metabolism. 

Acetate Threshold AG' Temp 
Range (mM) -(kcaVmol) ("C) Culture 

10-70 2.80*0.49* 3 1 Methanogenic brewery granule/flocs 
10-20 2.2W0.05 3 1 Methanogenic brewery granule/whole granule 
10-60 1.97i0.95 37 Methanogenic brewery granule/flocs 
4-20 2.17*1.14 37 Methanogenic brewery granule/whole granule 

*average acetate threshold 16.6 mM, AG - 2.53 kcal/mol(-10.55 KJ/mol) reaction: acetate + H,O + 

bstandard deviation 
'methanogenic brewery granules 

CH, + HC03- 

DISCUSSION 

For our defined reactor system, operated under controlled hydrodynamic conditions, we assumed that 

results obtained using flocs (33 pm diameter) were representative of the intrinsic kinetics of the brewery 

granules. Results from substrate utilization assays using flocs were well described by Monod kinetics. A 

summary of kinetic parameters for acetate, propionate, ethanol, and H2 obtained from different sources is 

presented in Tables 8-4 and 8-5 for comparison. Results obtained for acetate, propionate and H2 intrinsic 

kinetics during this study agree well with reported literature values. The maximum specific utilization rate 

(km), obtained using flocs, for each substrate is in the higher region of previously reported values for 

propionate and acetate (6.25, 5.1 1, g/g VS-d). The 1% values are in the lower region of reported values for 

acetate (0.45 mM) and ethanol (3.37 mM), probably as a result of minimal diffusion limitations. The Ks 

for hydrogen (5.9 pM) agreed well with Robinson and Tiedje (1982). There was a discrepancy in the half 

velocity constant (Ks) observed for ethanol (3.37 mM) compared to other work (100 mM (Smith 1987)). 

This could be the result of variations in experimental conditions. A single carbon source (ethanol or 

propionate) was used in the previous study compared to a complex substrate mixture in this work. 

Differences in the predominant ethanol utilization population could also account for these differences in 

kinetic constants. 

The mixing intensity applied during the liquid film mass transfer experiments can be expressed using the 

Reynolds numbers (NR). Reynolds number was calculated according to following equation: 
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where D is impeller diameter, (0.05556m); n is rpmx60; p is density of reactor fluid, (1000 kg/m3); p is 

viscosity, (0.6965N5/m2). At NR in a range of 53000-106000, which corresponds to an impeller speed of 

200 to 400 rpm, liquid-film mass transfer resistance still had a significant influence on substrate utilization 

(Figure 8-6). A Reynolds number of 159,000 (600 rpm) was necessary to ensure good mixing and 

minimize liquid-film resistance. Beyond that point, the effect of liquid film on mass transfer could be 

neglected. When the Reynolds number was increased to greater than 186,000 (700 rpm), physical 

disruption of the granules occurred. An assumption was made that physical properties density (p) and 

viscosity (p) of the reactor fluid could be approximated by those of water. The region of Reynolds number 

applied in this study was much higher than that of the bench-scale UASB reactor. Hydraulic 

characterization experiments for the UASB reactor indicated when NR was 700,74% of the reactor total 

volume represents CSTR (model 1; Section 5).  It would appear, therefore, that liquid-film mass transfer 

resistance played a strong role in substrate utilization in the UASB reactor system. 

Substrate utilization of partially disrupted or whole granules could not be adequately described using 

Monod kinetics due to the effect of mass transfer resistance. The apparent utilization rate decreased as the 

granule size increased (Figure 8-12). At low concentrations, the differences in rates between whole 

granules and flocs were small. As the initial substrate concentration increased, the influence of 

concentration on substrate utilization rate appeared stronger. At 6 mM acetate, the apparent utilization rate 

of the flocs was three times the rate of whole granules. This phenomenon is typical for cell systems with 

mass transfer limitations. 

Temperature had a strong influence on the specific utilization rate of acetate (Table 8-8). This impact was 

greatest when the temperature exceeded 3 1 "C. The magnitude of change in the utilization rate generally 

correlated with the granule size. Whole granules were less sensitive to temperature changes, while flocs 

were most affected. When the temperature was increased from 3 IoC to 37OC, substrate utilization by the 

flocs increased by about 3.0 gig VS-d, and whole granules by, 0.7 g/g VS-d (Table 8-8). The apparent 

utilization rate does not increase exponentially with temperature when there are significant mass transfer 

limitations. Variation of effectiveness factor under the temperature range (0.32 to 0.36) was not 

significant. This also demonstrated that effects of temperature on substrate utilization were much less than 

the effects of diffusional limitations within the granules. Substrate utilization is influenced by temperature 

and diffusion when substrate concentration is fixed. The magnitude of this influence depends strongly on 

biofilm size, geometry, and the diffusion coefficient of the particular system. In slab geometry biofilm 
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systems, substrate flux (J) increases with the square root of the maximum specific utilization rate (km), or J 

c~krn’’~ (Rittmann and McCarty 1980). For free cell systems, Jcckm is indicated by Monod kinetics. Since 

km is a function of temperature, as specified by Van’t Hoff-Arrhenius equation, biofilm systems such as 

granules are less affected by temperature changes than dispersed cell systems. The influence of km on 

substrate flux in a granular sludge system is more complex due to the geometry and does not have an 

explicit analytical solution (Bailey and Ollis 1986). The behavior of flocs was well described by the Van’t 

Hoff-Arrhenius equation (Figure 8- 13). This strongly supports the assumption that results obtained using 

flocs represent the intrinsic kinetics of the organisms in the granules. As the size of granules increase, 

diffusion limitations become more significant than temperature. Thus, the response to changes in 

temperature was limited for whole granules. The differences between flocs and whole granules was 

smoothed in linearization results (Van’t Hoff-Arrenhnus equation) of flocs and whole granules (Figures 

8-13 and 8-14) primarily due to log transformation. 

Figure 8-14. Linearization of km and temperature effects for acetate utilization by whole 
granules (y = 25.658 - 7854.31 x R2 = 0.95). 

A substrate threshold was observed for anaerobic utilization of acetate and H2 during the experiment. The 

observed acetate threshold concentration (17 pM) agreed well with literature values. The H2 threshold 

(13.4 ppni) fell into the lower region of values reported in the literature. These results demonstrated that 

acetate decarboxylation and H2 oxidation by methanogens can be described well by the threshold model. 

Substrate threshold reflected energy conservation for a substrate species. Minimal free energy 
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requirements during methanogenesis were well below the available energy required for ATP synthesis. 

This is common in anaerobic systems and is possibly due to the energy-sharing processes. The specific 

growth rate (p) and substrate affinity (half saturation constant, XS), play a role in the threshold level or 

minimal energy required for a reaction step to occur. Methunothrix sp. have a half saturation constant (fi) 

of 0.7 mM-0.5 mM (Table 8-4, expressed as Ks). Acetate thiokinase found in Methunothrix soghngenii 

has a substrate affinity (Km) close to 0.7 mM (Kohler and Zehnder 1984). A high level of acetate kinase 

with a Km for acetate of 3 mM was observed for Methunosarcina barkeri (Kenealy and Zeikus 1982). The 

low Km of acetate thiokinase in Methanothrix indicates a high substrate affinity. These findings suggested 

the activation of the specific enzyme has a strong influence on the overall affmity of Methanothrix sp. and 

Methanosarcina sp. for acetate. Another important parameter in determining the predominant organism in 

an environment is the specific growth rate, (pma). Methunosarcina sp. has a higher pmm (1.8glmol CH4) 

than Methanothrix sp.(l.lglmol CH4) (Zinder et al. 1987). At acetate levels lower than 1 mM, 

Methunothrix sp. can out-compete Methanosarcinu sp. due to their high affinity for acetate. When the 

acetate level is elevated, both organisms are able to utilize acetate. Methanosarcina sp. , by virtue of their 

higher growth rate, are favored. Other factors such as growth factors and key vitamin can be important 

factors as well. In sediments where acetate concentration are low (less than 400 pM), Methunothrix sp. are 

generally the predominant methanogen (Table 8- 10). Methunosarcina sp., are not able to compete 

effectively for acetate; they use other substrates for growth (Le., methanoi and methylamines). When the 

acetate concentration is at a level of 3-5 mM, as in some sludge digestors, Methunosarcinu sp. out- 

compete Methanothrix sp. and become the predominant acetoclastic methanogens. Changes in the acetate 

level can result in variations in populations of acetoclastic methanogens over a long period of time, despite 

the fact that the growth rates for methanogens are relatively low. In UASB reactor systems, the acetate 

concentration depends on operational conditions such as the organic loading rate, hydraulic retention time, 

type of substrate, temperature, pH, and bacteria interactions. Under the selected operational conditions, the 

concentration of acetate in the laboratory bench-scale UASB reactor was maintained at 0.01 mM to 

0.5 mM. Therefore, it is reasonable that Methunothrix sp.. were the prevailing population of acetoclastic 

methanogens (Section 7) in the brewery granules. 

Similar phenomena occur for H2 utilization within the anaerobic consortia, where the syntrophic 

relationships between H2 producers and H2 consumers are established to maintain a minimal H2 level. 

Different groups of hydrogenotrophic anaerobic bacteria can compete for H2 as an electron acceptor. This 

preference, energetically, is nitrate and fumarate > sulfate > C02/CH4 > sulfur > CO*/acetate. It was 

reported that the H2 thresholds ranges from 0.33 to 950 ppm according to this order of electron acceptor 

energetics (Cord-Riiwisch 1988). Both sulfate reducers and hydrogenotrophic methanogens were observed 
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to be present in the brewery granules, with Methanobacterium sp. being the predominant H2 utilizer 

(Section 7). The H2 concentration in the bench-scale UASB varied between 10 and 200 ppm. Either 

sulfate reducers or hydrogenotrophic methanogens could be responsible for controlling the H2 level 

(Table 8-1 1). During the propionate and ethanol degradation assays, no sulfate was supplied. The 

hydrogenotrophic methanogens were, therefore, the main H2 consumers in these assays. An H2 threshold 

level of 50-260 ppm was observed under these assays conditions. It would appear, therefore, that the 

Methanobacterium sp. may have controlled the H2 concentration in the system. 

Table 8-10. Reported acetate threshold values. 
Temp Acetate Culture Resources 
(“C) (mM/mM) 
60 25-75mM TAM Ahring & Westermann, 1987 
58 12-21 mM Methanothrix Hang & Zinder, 1989 
58 0.3-1.5 mM Methanothrix Zinder & Koch, 1984 
58 0.8-2.5 mM Methanosarcina Hang & Zinder, 1989 
37 69mM Methanothrix Westermann, 1989 
37 0.4-1.1 mM (dissociated) M. barkeri Fukuzaki. 1990a 

4.43 mM (undissociated) 
37 1.18mM M. barkeri Westermann, 1989 
37 0.396mM M. mazei s-6 Westermann, 1989 

Table 8-1 1. Reported hydrogen threshold values for different hydrogenotrophic 
anaerobes. 

Culture 

Hydrogenotrophic Methanogen 
(mesophile) 
Hydrogenotrophic Methanogen 
(mesophile) 
Hydrogenotrophic acetogens 
Hydrogenotrophic Methanogen 
(thermoDhile) 
Hydrogenotrophic Methanogen 
(thermophile) 
Sulfate reducer 
Methanogenic brewery granulea 

Resources %(Pa) 
2-10 Cord-Ruwisch, 1988, Zinder, 1990 

6.5 Lovely, 1985 

40-90 Cord-Ruwisch, 1988, Zinder, 1990 
14 Lee & Zinder, 1988 

2.6-75 Zinder & Koch, 1984 

1 Cord-Ruwisch, 1988, 
0.5-2.6 this study 
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Section 9 

INHIBITION OF AN UASB BY PHENOL ADDITION 

An experiment was conducted to examine the effect of a toxic episode on the laboratory-pilot UASB 

reactor and response of trace gases. Phenol was chosen as the model toxicant. A two-step increase in 

phenol concentration of 2000 mg/L and 4000 mg/L in the feed stream was tested. Other components in the 

synthetic brewery waste feed were left unchanged. Operational conditions during the perturbation 

experiment were: OLR 10 kg COD/m3-d, HRT 18 hours, reactor temperature 37OC, and pH 7.0. Gas 

phase components CO, H,, and CIi, and gas production rate were monitored using the on-line data 

acquisition system. Samples for effluent VFAs, ethanol, propanol and phenol were collected manually. 

Sampling frequencies were one hour for all liquid phase components. Feed concentrations were measured 

daily. The pH was maintained at 7.0 * 0.1 using a pH controller and bicarbonate solution. During the fust 

26 hours the phenol concentration in the system feed was 2000 mg/L. A step increase in phenol 

concentration, to 4000 m a ,  was imposed for the next 12 hours (Figure 9-1). After the feed of influent 

containing phenol was stopped, the reactor was fed mineral media for only 9 hours before carbon supply 

was resumed. Monitoring of reactor response was continued for a total of 1 10 hours. Results of phenol 

addition are presented in Figures 9-2 through 9-9. The UASB system was inhibited by 44% and 71% 

during the addition of 2000 and 4000 mg/L phenol, respectively, compared to steady state, based on reactor 

gas production rates (Figure 9-2). 
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Figure 9-1. Influent phenol concentration during inhibition experiment (7113194). 
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Figure 9-2. Gas production response during phenol inhibition experiment (711 3/94). 

RESPONSE OF H, AND CO 

The headspace concentration of CO accumulated immediately as the phenol containing feed was added to 

the reactor (Figure 9-3). The concentration subsequently increased when the phenol concentration in the 

feed was increased to 4000 mg/L. The CO concentration reached 10,200 ppb (the upper limit of the 

RGA3) at 64 hours, 20 hours after phenol was removed from the feed. CO concentration then began to 

decrease. It took more than 60 hours for the CO concentration to decrease to near the normal steady state 

level. At the conclusion of the experiment (1 10 hours), CO was still at 960 ppb level, six times higher than 

the normal background concentration (160 ppb). 

Hydrogen responded slowly and recovered quickly in response to the phenol inhibition episode (Figure 

9-4) compared to CO. Gas phase hydrogen did not vary during the period when phenol was added to the 

influent at 2000 m a .  Beginning at the 30-hour mark, when the phenol concentration in the feed was 

increased to 4000 mg/L, H, began to accumulate. A peak H, concentration of 1000 ppm (upper limit of 

RGA3) was reached after 43 hours, one hour before phenol addition was stopped. The accumulation of H, 

continued until the 72-hour mark (28 hours after phenol was stopped). H, began to decline at 

approximately the same time as CO. The concentration of H, peaked at 23 hours, which was about one- 

third of that for CO, and then returned to the background level of 120 ppm by the 95-hour mark. 
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Figure 9-3. CO Response during phenol OLR experiment (7/13/94). 
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Figure 9-4. Hydrogen variation during phenol OLR experiment (7/13/94). 

The long period with elevated CO concentration in the gas phase was likely because accumulated CO in 

gas phase could not be used by the microorganisms in the system. The concentration of CO was reduced 

only through dilution of additional gas that was produced. This was also observed during the organic 

overload experiments (Section 6). By contrast, gas phase H, did appear to dissolve into the liquid phase 
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and was utilized. The magnitudes of accumulation of CO and H, were approximately 100 and 10 times the 

normal headspace concentrations, respectively. 

RESPONSE OF GAS PRODUCTION RATE AND METHANE CONTENT 

The response of the gas production rate step to phenol addition included a decrease from 350 mL/h to 200 

mL/h during the first step, followed by a reduction to 100 mL/h during the second step. When the feed was 

switched to mineral media only (to dilute the phenol concentration while avoiding further buildup of 

intermediate products), gas production went to zero within 6 hours (59-hour mark). The gas production 

rate increased soon after feed of brewery wastewater was restored. Gas production recovered at the 84- 

hour mark. A new stable level of 300 mL/h, which was less than that of background level (350 mL/h), was 

established. This new level of gas production was maintained until the end of the experiment. 

The methane content in reactor headspace was sensitive to the phenol input (Figure 9-5). Methane 

concentration decreased gradually from 86 to 68% during phenol addition. Methane content started to 

increase 4 hours after the reactor feed was restored (57-hour mark). In took 27 hours for the CH, 

concentration to reach 84%, the same time required for gas production to stabilize. 
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Figure 9-5. Methane content variation during phenol inhibition experiment (7113194). 
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Reduction in the gas production rate of 44% during the first phenol step and by 7 1% during the second 

step, along with an 18% decrease in methane content, indicated serious inhibition. Gas production during 

this period may be related to acetate degradation since only limited accumulation of acetate was observed. 

RESPONSE OF VFAS 

As mentioned above, acetate did not accumulate to a large extent due to phenol addition (Figure 9-7). 

During the first step, the acetate concentration increased slightly. During the second step, acetate 

concentration increased up to 2.0 mM. Acetate concentration declined to detection limits immediately after 

phenol addition was stopped. 

7.20 

6.80 { 

6.60 1 
0 20 40 60 80 100 120 

Time (hrs) 

Figure 9-6. pH response during phenol inhibition experiment (7113194). 

Propionate accumulated in a similar fashion as acetate, but to a slightly greater degree. A peak 

concentration of 2.6 mM of propionate was observed (Figure 9-7). However, during the period of t to 62 

hours, propionate behaved differently from acetate. After the propionate concentration declined to 1 mM, 

a direct result of cessation in phenol addition, propionate concentration again increased. A second peak 

appeared at 60 hours (3 mM). Propionate concentration then quickly deceased to 0.1-0.2 m M  during the 

next hour and remained at this level. 
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Four- and five-carbon VFAs were detected in reactor effluent during the perturbation. Isobutyrate, 2- 

methyl-butyrate, and iso-valerate were first observed during the second step in phenol addition. Butyrate 

was present in only trace levels (Figure 9-7). 2-methyl-butyrate and iso-valerate accumulated up to 0.1 

mM (Figure 9-8). There were two peaks for each of these components, one at 44 hours and the second 

between 50 and 55 hours. The appearance of the second peak was similar in timing to that observed for 

propionate. Isobutyrate has a much higher response than butyrate. Beginning after the second phenol step, 

iso-butyrate accumulated up to 0.48 mM and remained at this concentration until 50 hours, 6 hours after 

phenol addition was stopped. Two peaks of iso-butyrate concentration were observed during the first 60 

hours. The first peak appeared at 44 hours, the second at 50-55 hours. Iso-butyrate then decreased to 0.2 

mM at 62 hours. 
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Figure 9-7. VFA concentration during phenol inhibition experiment (7113194). 

All two- to five-carbon VFAs showed some degree of accumulation. With the exception of acetate, the 

response patterns were very consistent. Besides accumulation due to phenol steps, a second peak of VFAs 

was observed before phenol was completely diluted out of the system (62 hours). This second peak may 

be a result of degradation of accumulated ethanol and n-propanoi (Figure 9-9). 
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Figure 9-8. Isobutyrate, 2-methyl butyrate and iso-valerate concentration during phenol 
inhibition experiment (7/13/94). 
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Figure 9-9. Ethanol and n-propanol response during phenol inhibition experiment 
(7/1 3/94). 
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RESPONSE OF ETHANOL AND PROPANOL 

Accumulation of both ethanol and n-propanol was observed. Ethanol did not appear in the effluent until 

the second step (Figure 9-9). Peak concentrations of 1.8 mM and 2.2 m M  appeared in effluent at 40 hours 

and 55 hours, respectively. Ethanol concentration then decreased to below detection limit at the 60-hour 

mark. The pattern of ethanol accumulation followed that of propionate accumulation. Propanol 

accumulation was observed at around 40 hours (to 0.5 mM). No second peak was detected. 

ANALYSIS OF CO/GP AND H2/GP RESPONSE 

The ratio of CO/GP and HJGP are presented in Figures 9-10 and 9-1 1, respectively. The CO/GP ratio rose 

rapidly in response to phenol due to a concurrent and immediate increase in CO and decrease in gas 

production. This resulted in an out-of-control warning, based on the bivariate plot of H2/GP and CO/GP 

(Figure 9-12) within nine hours. This was a much more rapid response than accumulation of VFAs. As 

judged by the bivariate plot, the UASB system remained out of control until the experiment was concluded 

even when all accumulated VFAs and alcohols had been degraded and gas production had stabilized at the 

new level of c. 300 mLkr. In other words, by all other measures the system had recovered and was 

operating well. This latter result was due to the fact that CO that accumulates in the headspace can only be 

reduced by dilution from new gas being produced. 
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Figure 9-10. COlGP response during phenol inhibition experiment (711 3/94). 
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Figure 9-1 I. H,/GP response during phenol inhibition experiment (7/13/94). 

9 
n L 

0 10 20 30 40 50 60 

CO/GP (ppb/mL/hr) 

Figure 9-12. Bivariate plot of COlGP and H,/GP during phenol inhibition experiment 
(7113194). 
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SUMMARY 

As a result of phenol addition, all two- to five-carbon VFAs and ethanol and propanol accumulated. 

Headspace concentrations of CO and H2 increased significantly. Gas production was reduced to as low as 

29% of the normal steady state value, while methane content decreased to 68%. Gas production, CO, 

propionate, and methane all showed an immediate response to phenol addition at a feed concentration of 

2000 mg/L. The variations were greatest for CO and gas production rate. CO response was the most rapid. 

H2 had a significant response to phenol addition of 4000 m a ,  long after significant inhibition of methane 

production had occurred. 

Based on the observed results, CO appears to be a good indicator of process upset due to toxicant addition. 

A significant increase in CO was observed prior to any indication of process upset as measured by gas 

production or accumulation of VFAs. The concentration of CO rose by a factor of 6 after 9 hours, 

approximately 5 hours before any decrease in gas production was observed. Use of the bivariate plot of 

CO/GP and HJGP was effective in detecting the onset of inhibition conditions. Because CO concentration 

in the headspace can be removed only by dilution, the use of this approach to signal recovery is somewhat 

limited. 
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Section 10 

CONCLUSIONS 

Data from steady state and during perturbations caused by applying puke and step increases in OLR to a 

UASB pilot system were used to assess using trace gases CO and H, as process and early-warning 

indicators. The hydraulics and kinetics of the UASB system were also delineated in hopes that an 

integrated control algorithm combining hydraulics, mass transfer, kinetics, and trace gases could be 

developed. The major conclusions of this work were: 

1. 

2. 

3.  

4. 

5.  

6. 

7. 

The response of CO and H2 in the UASB ‘SysEem were not consistent enough nor could they 

be sufficiently correlated with reactor performance for stand-alone on-line process monitoring 

or control. 

Neither H2 (g) nor CO (g) was in equilibrium with the liquid phase. In general H2 (g), was 

well above what would have constituted equilibrium with the liquid phase, while CO (g) was 

well below equilibrium with the liquid phase. No correlation was evident in comparing data 

collected during a non-steady state period. 

A method was developed to determine whether the reactor was “in-control”. The mcthod 

consisted of normalizing H2 and CO on gas production (GP) (i.e., HJGP and CO/GP) and 

using a bivariate plot of these two new- parameters. Tor all steady state and unsteady state 

testing, data for CO/GP (ppb/mL/hr) versus HJGP (ppm/mL/hr) fell within a (2,l) envelope. 

When reactor performance declined, the transformed data fell outside of this “safe” operating 

zone. 

The use of the bivariate plot to identify process upset due to a toxic episode caused by phenol 

addition was examined. Results indicated that the bivariate plot could be used to identify 

process failure well before any other parameter. 

The relationship previously observed between acetate concentration and CO digester sludges 

was not clearly evident in this work, although in many cases CO concentration rose 

concurrent with increases in the acetate concentration. Several factors likely contribute to 

this: 1) the fact that there was no equilibrium or consistent ratio between CO (and H2j in the 

gaseous and aqueous phases; and 2) CO in some instances appeared to be related to biological 

transformations other than acetate decarboxylation. 

N-propanol was produced during periods when the UASB began to fail. Large increases and 

decreases in CO were observed to coincide with the accumulation and disappearance of n- 

propanol. 

The formation of n-propanol was further investigated. Results indicated that CO may play a 

role in the formation of n-propanol. 
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8. Due to the inconsistent nature of the response of CO, an integrated control algorithm could 

not be developed. 

9. Although the use of a bivariate plot of CO/GP versus H,/GP appears to be a useful tool for 

process monitoring, it is doubtful that the marginal improvement that might be afforded is 

worth the additional cost of equipment and operation of a trace gas monitoring system. 
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Appendix A 

Appendix A 

Medium and feed composition 

In order to prevent precipitation and growth in the feed to the UASB 

reactor, two separate media feeds were made: one to supply the m i n d  and trace 

nutrients required(mineral medium) and the second to supply the 

organics(synthetic brewery waste feed). Trace minerals were prepared separately 

and added as a solution to the mheral medium, The composition of the mineral 

media solution and trace minerals used are presented in Tables A-1 and A-2, 

respectively. All chemicals were of reagent grade. 

Table A-1. Mineral medium composition 
(prepared in 16 litter batches) 

Chemical I Amount I Supplier I 
NaCl 3.2g BakerAndytical . 

3.2g Mallinckrodt 

CaC122H20 1.6g Sigma Chemical 

K2Hp04 0.lg coIumbus 

m2p04 0.05g Baker Analytical 

NaHCO3 30.24g Mallinckrodt k 
I Trace mineral* 

* prepared separately 

A total of four different organic concentrations for the synthetic brewery 

waste feed were used to feed the laboratory-pilot UASB reactor. Feed I was 
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11.4kgCOD/m3, feed I1 was 5,7kgCOD/m3, feed I1 was 9.1kgCOD/m3 and feed 

IV was 13.7kgCOD/m3. The feeds were adjusted using sodium hydroxide to 

obtain a final pH of 5.0H.1. Feed I was used during steady state 

operation(Chapter vm>. The composition of Feeds I-N are are presented in 

Tables A-3 and A 4  

Table A-2. Composition of trace mineral solution - 
. .  (prepared in 1 liter batches) 

.". 

SuppIier I Chemical 1 Amount 

Nitrilotriace-tic acid 12.8g Sigma Chemical 

FeSO47H2O 0.lg Sigma Chemical 

MnCIp4H20 0. lg SigmaChemid 

C0C126H20 0.17g Columbus 

Cac1,.2H,O 0. l g  SigmaChemical 

ZKlC1, 0.1g Fisher Scientific 

cUc122H20 0.02g Fisher Scientific 

%BO3 0.01g Aldrich 

Na molybdate 0.01g Sigma Chemical 

... 

1 .oog I Baker Analytical I NaCl 

Na2Se03 0.017g Sigma Chemical 

NiS O4.6H2O 0.0261: Fisher Scientific 
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Table A-3. Synthetic brewery waste feed composition 

Feed I 
(prepared in 8 liter batches) 

Chemical I Amount I Supplier 

NaOH 9.6g M a l l i n d t  

Resazurin (0.2%) 1W Sigma Chemical 

Acetic acid 1 2 d  Fisher seientific 

Propionic acid 8.88ml M a l l i n d t  

Glucose 7.2g Sigma Chemical 

Table A-4. Synthetic brewery waste feed composition 

Feeds TI, KI, IV * 
(prepared in 8 liter batches) 

ll Chemical I FeedII I FeedIII I FeedJY 
1 I I 

NaOH I 4.80g 7.68g I 11.52g 

FeS04.7H20 0.66758 1.068g 1.6g 
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PhospAAate buffered basal medium (PBBM) was used during n-propanol 

assay. Medium pH was brought to 7.2-7.4, boiled and flushed with N2. After 

autoclaving, Phosphate buffer (15% KHzPO4 and 29% KzHPO~), redusing agent 

(2.5%NazS), and sterilized vitamins were then added. Table A-5 presents the 

composition of PBBM. 

TabIe A-5 Phosphate Buffered Basal Medium 
(prepared in 1 Litter batch) 

lml  . I Resazurin Solution, 2% I 
* see Table A-2 
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Appendix B 
Appendix B 

Materials and Methods 

B-1. Activity assays for acetate, propionate and ethanol using brewery 
granules 

B-1.1. Inoculum and media 

B-1.11. Inoculum preparation and biomass estimation 

Granules were obtained from a laboratory bench-scde UASB 

reactofligure Mn- 1) which was acclimated to the synthetic brewery wastevable 

A-3) for 6 months. Granules taken from the bench-scale UASB were stored at 

mom temperature in an 8 L carboy equipped with a water seal. Before the start of 

this experiment, the inocula were incubated overnight at 37OC with a trace 

amount(ca. 1-2 mg/l) of ethanol to stimulate the activity of different populations 

and reduce any lag phase in the assay. At the conclusion of the assays, the granules 

were subjected to microscopic examination for particle size measurements and 

population observations. Granule size was estimated by geometric averaging. 

Several fields under the mimscpe were randomly selected for the particle size 

distribution measurement. The geometric mean fur each field was determined and 

particle size was estimated using the following equation: 

' :- 

Mean size = E[PiQi/Qi]j/n . . . (B-1) 

where Pi is particle size in each field(i=1,2,3..m), Qi is the number of that particle 

in size i within that field(ranging 1-80), j is the number of field(j=l,2,3 ... n). 
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Biomass concentrations were analyzed for total solids and volatile solids(TS and 

VS) for experiments conducted using the Multigen reactor contents(Appendix C). 

B-1.12. Medium preparation and inoculum transfer 
technique 

Between 1.2 and 1.4 L of medium (composition in Table A-1)in a 2 L glass 

flask was flushed with nitrogen gas(AGA hc.) for 20 minutes. The solution pH 

was adjusted to 7.00+0.01 using 3N HCL or 3N NaOH(under nitrogen). After 

transferring the medium to a Multigen reactor, a known amount(80400ml) of 

inocula(ganu1es or flocs) was transferred promptly to the multigen reactornew 

Brunswick Scientific, modelFlO00) (Figure VI-1). The reactor was then sealed, 

heated and stirred(for detail description of the multigen system refer to Chapter 

VI). To reduce any oxygen brought into the reactor during transfer, 0.25 ml of 

2.5% Na2S (Fisher Scientific) was injected into the reactor from the sampling port. 

The experiment was initiated immediately after the desired temperatme was 

attained in the reactor. 

B-l.2. Assays for intrinsic kinetic parameters for 
acetate, propionate and ethanol degradation 

Brewery granules, obtained from the laboratory bench-scale UASB reactor 

were first disrupted using a mota and pestle. This was sufficient to disrupt the 

granules to an average size of 1.1 mm in diameter. These small granules were then 

further fractionated in a Multigen reactor(impeller speed 6OOrpm) for several hours 

and examined under microscope until flocs of about 33 pm in diameter were 
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formed. During this process, 3-4 mmole/L of acetate was maintained in the reactor 

to avoid endogenous metabolism. The Flocs were then transferred to a water 

sealed flask The flask was then amended with 0.2 ml of 2.5% Na2S, and stored at 

mom temprature. Analytical methods for VFA, ethanol, n-pmpanol, formate, H2, 

CO, and CH4 are d d b e d  in Appendix C. Protocols for the intrinsic kinetic assays 

were described in Chapter VI. Typical sampling frequency for these assays are 

presented in Tables VI-2 and VI-3. 

B-2. Residence time distribution(RTD) experiments for the laboratory 
bench-scate UASB reactor 

A concentrated tracer, lithium chloride(Sigma Chemical) or acetate 

solution was injected into the inlet of the reactor using a 50 ml syringe equipped 

with a 21-gauge n d e .  Liquid samples( 1.0 ml) were collected from the sampling 

port at recirculation line(Figure Vm-1). Samples were directly transferred into 1.5 

ml polypropylene eppendorf micro test tubes(Brinlkmann ) using a 3 ml syringe and 

a 21-gauge needle. Samples were then centrifuged in an eppendorf 

centrifuge(Brinkmann, model 5415) at 12000rpm for 2 minutes. The supernatant 

was coUected for analysis. Analytical methods for determining Lithium chloride 

and acetate concentration is described in C2 and C6, Appendix C. A sampling 

frequency of 2 minutes was used for the organic and hydraulic flux assays. A 

sampling frequency of 10% of the hydraulic retention time(HRT) was used during 

flow modeling experiments using lithum and 10 to 15 minutes using acetate. 
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B-3. Tracer recovery test for adsorption on granular 
sludge 

The extent of lithium chloride adsorption on the granular sludge was 

determined to examhe any influence of adsorption during the tracer study. The 

tracer recovery test was conducted in 58 ml serum bottles sealed with rubber 

stopper and aluminum crimps. The step by step procedure isdescribed below: 

(1) 58 ml serum bottles with 5 ml nutrient media(pH=7.0) were vacuum flushed 

with N2 for 0.5 hr, and sealed. A 3 ml volume of synthetic brewery waste was 

added to the bottles using a 3 ml syringe with a 21-gauge needle. These media had 

the same composition as the reactor feed and mineral media(Appendix A). 

(2) 0.1 ml of 2.5% Na2S was added into the serum bottles to scavenge any 02. 

(3) the serum bottles were flushed with 20% C02/80% H2 for 5 minutes to adjust 

the pH range to between 6.8-7.0. 

(4) 5.0 ml of anaembic granules were added into the serum bottles, using a 5 ml 

syringe with a 18-gauge needle. 

(5) 0.5 mI of 3.2 g/l LKI solution was added into the bottle to obtain a final liquid 

volume of 13 ml and LiCl concentration of 120 mg/l. 

(6) The serum bottles were incubated at 37OC (same as the reactor tempemme) in 

an Incubator Shakemew Brunswick, model G25) at 170 rpm for 24 hours to 

reach equilibrium. 

(7) A 1.2 ml of liquid sample was withdrawn from each of the serum bottles into 

1.5 ml eppendorf test tubes. The tubes were then centrifuged at 12ooo rpm for 2 

minutes in an eppendorf centrifuge. The supernatant was then collected for 

adysis. 
(8) Lithum concentration was determined by a Ion Chromatography@ionex model 

2 o w  

- .? 
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B-4. Unsteady state perturbation experiment using the 
laboratory bench-scale UASB reactor 

An organic loading rate(0LR) perturbation was introduced using the on- I 1 
line monitoring and control syetem PARAGON(Intec) through an 

analog/digital(AD) interface (OPTO-22) and a Watson-Marlow pump(503 

U)(Figure Vm-1, Appendix C-4). A Typical feed control program for step OLR 

variation is presented below: 

Table El. Typical sequency preogram during unsteadystate 
perturbation experiment 

(block SEQ INFLUENT in PARAGON) 

Impulse OLR were performed manually by injecting the desired mass of 

organic carbon directly into the reactor inlet. Trace gas (H2 and CO) monitoring 

settings for PARAGON program and Integrater/controller module(1CM) of trace 

gas analyzer are presented in Table €3-2. 
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Table B-2. Unsteady state monitoring parameters setting 
for Paragon and ICM 

Other portions of the PARAGON program and the ICM program remained same 

as they presented in Appendix C-2 and Appendix C4, respectively. 

B-5. Dissolved H2 and CO measurements 

B-5.1. 

sense=lOO 

RGA3 trace gas analyzer ICM module program 

for other settings see Appendix C-2. 

B-5.2. Procedure for dissolved H2 and CO measurements 

A serum bottle technique was used for the dissolved gas analyses. To 
* .  

prevent any biological activity(uptake or production of CO and H2) during the 

measurements of dissolved gases, which could interfere with the results, a strong 

alkali(Na0H) solution was added into the serum bottle prior to adding the sample. 

After the aqueous sample reached equilibrium with gas phase in the serum bottle, 

the gas phase H2 and CO concentration were measured. Dissolved gas 

concentration in the sample was estimated according to Henry's law. For 
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calculations of the dissolved H2 and CO refer to Chapter VIII-F. A detailed 

description of the serum bottle procedure used is presented below: 

Initially, 25 ml serum bottles were vacuum flushed and pressurized with 

N2(AGA, Inc) for 12 minutes and sealed with a rubber stopper and aluminum 

crimp. The bottles were then autoclaved to ensure sterility. 2 ml of a 3N NaOH 

solution was added under N2 atmosphere. The following steps were then executed: 

* warm up serum bottles in a 37°C shaking water bath(Arnerican Scientific 

YB-521) 

* flush a 5 ml glass gas syringe(SGE) with a mininert valve(SVLLMA) and a 

2lgauge needle in an anaerobic sterile bottle 

* flush the syringe with the head space of the serum bottles twice, slowly 

take 1 ml gas sample, inject to RGD2 trace gas analyzer, checking for the 

background 

* flush a 10 ml syringe with reactor effluent twice from the reactor sampling 

Port 

* 

vaccum forming using the syringe. 

* 

gauge needle. The concentration of NaOH in the serum bottles was ca. 0.5N. 

* 

slowly take 10 ml liquid sample to ensure no bubble formation due to a 

inject the sample immediately into the anaerobic serum bottles using a 21- 

shake serum bottles for 5 minutes in 37OC water bath(Amencan Scientific 

YB-521) to reach equilibrium 
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* flush a 5.0 ml glass gas syringe with a mininert valve and a 21-gauge needle 

in an anaerobic sterile bottle filled with N2 gas 

* take a 1.0 ml gas sample from the serum bottle head space 

* inject into trace gas analyzer(RGD2) for analysis 

B-6. botopic assay for determining n-propanol pathway 

n-propanol assay was performed on serum vials (158 ml). uC(l-C) ethanol 

(Cambridge Isotope, 95%) was used as substrate. Serum vials were vacuum 

flushed with N2 for 0.5 hr. 5Oml PBBM medium (Table A-5) was transfered into 

serum vials and the content pH was adjusted to 7.0 using 80%C0/20%H~ gas. 

0.3ml of granule was injected in to serum via ls  using a lml syringe with a 18-gauge 

needle. uC(l-C)ethanol was then added in to the solution using a 3ml syringe with 

a 21-gauge needle. Above procedure was conducted under Nt atomsphere. 

Aqueous samples were withdrawn from serum vials using a ld syringe with a 21- 

gauge needle and were filtered through a 0.2 p n  syringe filter. Samples were then 

extracted with ethyl-acetate(see following ,section). uC n-propanol was determined 

using g@s chromatography/mass spectra, at a scan wavelength of 47 1 -485nn 

B-6.1 Protoeol for extraction of n-propanol 

* 

99.5%), shake well 

* 

in a 4d glass vial, add lml sample mixed with lml ethyl-acetate(Aldrich, 

pipet 0.5ml top layer of the solution into a 1.2ml auto sampler crimp 

vail(toflon lined) 
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* add 0.5m.l ethyl-acetate, seal the vial with aluminum cnmp, mix well 

* store sample in refregerator for analyses 

B-7. Microscopy 

Granule and flocs size distributions were estimated using an Olympus DF 

plan bright field microscope. Microbial population observations were performed on 

an Olympus phase contrast microscope(mode1 BH-2) equipped with a mercury 

lamp, and a Confoco laser bean microscope. The autofluorecence of methanogens 

was observed with a B(IF-490) excitation filter. Transmission electron 

microscopy(TEM) was performed with a Philips CM-10 electron microscope. 

Thin section granule samples were immersed into a 2.5% Glutaraldehyde 

solution containing a 0.1 M phosphate buffer@H=7.2). The ratio of fxative to 

sample was approximately lO:l(v/v). Samples were left submerged for a week at 

4oC to ensure complete penetration of fixative. The fmed samples were rinsed 

three times at mom temperature using a 0.1 mM phosphate buffer@H 7.2), and 

then postfixed with 1% OsO, in the same buffer. The samples were then 

dehydrated through a graded series of ethanol solutions and propylene oxide. 

Finally, the samples were embedded in polybed 8 12 plastics. Thin sections were 

cut with a LKB ultratome and stained with 0.5% toluidine blue. 
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Appendix C 

Quality Assurance and Quality Control 

This section details the monitoring, sampling, storage, analyses and calibration 

procedures established to assure and control the quality of analytical measurements. These 

procedures were used for the batch kinetics experiments and the laboratory bench-scale 

UASB reactors. Unless specified here, the QA/QC plan follows the recommendations 

given in the Radian Corporation document: "Guidelines for the Preparation of GRI 

Qual@ Assurance Project Plans" (August 1990). 

C-1. Monitoring and sample recording during laboratory 
bench-scale UASB reactor operation 

Critical reactor components and parameters were monitored and recorded daily. 

The Daily Monitoring Sheet was filled out during each monitoring check. A Daily 

Monitoring Sheet used for the laboratory bench-scale UASB reactor is attached 

(Appendix C4). During unsteady state perturbation experiments, a separate monitoring 

sheet was used(Appendix C4). Gas phase sample data were available through an on-line 

data acquisition-system equipped with a personal computer(38ti). Separate Nes were 

created twice a week. Data was in general monitored hourly. The Daily Monitoring Sheet 

along with the gas monitoring file served as the official record of the conditions in a 

reactor on any given day of an experiment. The sheet also served as the official record of 

some directly measured parameters, mined media and feed preparation, changes made in 

reactor parameters, problems encountered and samples collected. A generic list of the 

information recorded on Daily Monitoring Sheet is presented in Table C-1. 
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Table C-1. List of information recorded on Daily Monitoring Sheets 

Direct measurements 

gas composition liquid pH 

gas production effluent VFAlethanol 

gas and liquid phase CO& influent VFAlefhanul 

reactor temperature TSSNSS 

feed temperature bed height 

, flow rate(feed/media/recycle) 

Pump and tubing checks 

feed pump and tubing 

medium pump and tubing 

effluent tubing 

Feed and mineral preparation 

feed supply 

medium supply 

rroubleshooting 

. g& collector pressure/floating granule 

effluent tubing precipitation 

pH variation 

Samples taken for analysis 

Acetate, propionate, ethanol 

CO, H2, CH4, gas production rate 

TSS. VSS 
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Gas phase monitoring and analysis records were stored in the "History File" of 

Paragon data acquisition package. Data in the file was transferred and rearranged bi- 

weekly into a "Lotus 1-2-3" working file via a WOO file. The records were stored on a 

hard disk and backup copies were maintained on floppy disks. The bi-weekly data files 

were combined through the Excel spread sheet weekly. Gas production rate computation 

was conducted and gas phase monitoring variables(H2 CO, CHq and gas production) 

plotted with time for further analysis. 

C-2. Sampling, storage, analysis and calibration 

A summary of the various analyses performed and the methods employed are 

presented in Table C-2. 

C-2.1 WAS, ethanol and n-propanol 

C-2.11 Sampling and storage 

The laboratory bench-scale UASB reactor and Multigen bench top reactor 

samples were taken with a 5 ml polyethylene syringe which has been flushed with reactor 

fluid prior to sampling. The samples were slowly withdrawn into the syringe to avoid any 

gas bubbles from forming in the solution. Samples were collected, transferred into 1.5 ml 

eppendorf tubes and centrifuged at 12000 rpm in an eppendorf centrifuge@rihann 

model 5415) for 2 minutes. A 0.8 ml aliquot of supernatant was then collected using a 

pipette and acidified with 0.3 M oxalic acid at a ratio of 1/10 (acid/sample) in a 1.2 ml 

auto sampler crimp vial. 



Table C-2. AnaIyticaI methods for samples from laboratory 
bench-scale UASB and batch experiments 

Parameter 

WAs/ethanol,propanol 

corn2 

Gas production 

TSS 

TS 

vss 
vs , 

’ . * in accordance with Standard ik 

Method 

Gas Chromatography with packed column/FID 

Reduction Gas Detection using a Hg reaction bed 

and photo diode detector 

Inti.a red gas analyzer 

liquid displacemend conductivity 

dry at 105OC * 
evaporate at 60OC,dry at 105OC * 
ignition at 550OC * 
ignition at 550% * 
thuds[ 16th ed.] 

Finally, the samples were sealed with a Teflon liner and aluminum crimp. The sample 

vials were either immediately analyzed or stored at OOC. Stored samples were all .. 

analyzed within one week. 
’ *  

c-2.12 Analysis and calibration 

Liquid samples were analyzed for VFA with a HP 5890 Gas Chromatograph, 

equipped with a packed column, FID, and HP7673A automator injector. Separation was 

accomplished using a 4% Carbowax organic phase on a 80/120 carbopac P column, ID 

2mm, 2m in length(Supe€co). N2 was used as the carrier gas(l6-20 mllmin). Column 
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temperature was programmed for better peak separation. Three different 

programs(w0rking files 5,7,8) were used for sample analysis according to the 

concentration range and species of interest. Analysis conditions are listed in Table C-3. 

Standard calibration curves were made using an intend standard method. Propionate was 

selected as an internal standard for acetate calibration. 

Eight levels of acetate standard concentrations, ranging from 0.1 to 20 mM, were 

used for calibration using both work file 7 i d  8, and were compared for linearity at low 

range and high range(Figure C-land C-2). Standard concentrations of acetate at 0.01-0.05 

mM were used for calibration with work file 5. Linearity did not exist for work file 7 at 

concentrations lower than 1 mM (Figure C-1). it was determined that the conditions in 

work file 8 were better for accurately quantifjhg low concentrations (0.1-1 mM) of 

acetate, work fiIe 7 was best for the high concentration range(>l mM) and work file 5 

Table C-3. GC operational conditions for WAS analysis 

Parameters work file 7 

Gas flowrate N2 

H2 
air 

column head pressure 

Temperature 

injection port 

column 

detector 

16-2Odmin 

3 0 d m i n  

300dmin 

5Opsi 

200oc 

175OC 

200oc 

work file 8 

16-2OmVmin 

30dmin 

300dmin 

5Opsi 

190OC 

ramp 5Wmin 
140-220OC, 

220oc 

work file 5 

16-20dmi11 

30mVmin 

3 0 0 d m i n  

5Opsi 

190OC 

140OC 

220oc 
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for micromolar level quantitation. Since the response of propionate, butyrate and iso- 

butyrate were proportional to acetate under the conditions used, butyrate and propionate 

standards were made together with acetate, at 5 mM for each component. The acetate, 

propionate, and butyrate standard was analyzed along with samples to check any change 

in response scale. Adjustment was made as required. Sample concentration was 

calculated based on the standard curve. The detection limit for acetate was 4 mm, 0.1 mM 

and 1 mM using work files 5 ,8  and 7, respectively. Propionate, iso-butyrate and butyrate 

detection limits were 0.1 mM, 0.1 mM and 0.1 mM with work file 8. Standard curves for 

2-methyl-butyrateY n-valerate, iso-valerate were made separately, as external stanhds. 

These acids were analyzed using work file 8. Detection limits were 0.04 mM, 0.3 mM 

and 0.1 mM for 2-methyl-butyrateY n-valerate and iso-valerate, respectively. The VFA 

standard was fixed with 0.3 M oxalic acid at 1/10 (acid/st&dard), prepared once a month 

and stored at O W  when not in use. 

Ethanol and n-propanol standards(extemal standads), were prepared without 

acidification. The ethanol standard was made once a month and stored at OOC. Ethanol 

and n-propanol were analyzed using work file 8. The detection limit for ethanol was 0.01 

mM and for n-propanol it was 0.05 mM. 

- 

.' 

C-2.2 Formate 

C-2.21 Sampling, analysis and calibration 

Formate was analyzed for enzymatically using formate dehydrogenase. Formate 

dehydrogenase have the following reaction when NAD is present using formate as 
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substrate: 

HCOO- + NAD' + H2 3 HCO3- + NADH + H . 

The amount of NADH, as measured by the extinction change at 365 nm, is proportional 

to the amount of formate present. The extinction change was measured using a 

spectrophotometer(uv160,Shimadzu). The proportionality factor was determined by 

standardization of the assay with formate standards. The maximum value of the 

extinction-time curve was recorded. Both standard and samples were adjusted with 

blanks(without NAD). Sample formate concentration was determined using the standard 

curve. Samples were first adjusted to pH of 7.0-7.5 using 1N NaOH. Details of the 

procedure were conducted according to "Methods of enzymatic analysis"[ 

Bergme~er~H.R.1. 

C-2.3 Gas phase analysis 

C-2.31 Gas sampling loop and instrumentation 

Gas phase CO, H2, CHq and gas production from bench-scale UASB were 

sampled and analyzed on-line. Gas samples were collected fiom a gas loop connected to 

reactor head space(200 ml). To remove moisture in gas stream, a condenser was placed at 

the top of the reactor prior to where the gas entered the gas loop, to dry the gas and 

prevent condensation in the gas loop itself. The reactor gas loop set-up is presented in 

Figure VIII- 1. 

The gas stream was pumped at a flow rate of 0.5 L/min continuously into an 

infrared Methane Analyzer(ADC SB 100) for on-line quantitation. Gas produced was 
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collected into a three-way valve. The valve also connected to a gas meter(house made by 

MBI) and a exhaust pipe. Gas produced was continuously forwarded through the gas 

meter and then vented out of the system. 

Gas samples were introduced into a trace gas analyzer(RGA3) for CO and H2 

analysis iiom reactor head space via automated actuated gas sampling valves. A 1 0-port, 

in-line gas sampling valve was connected to a trace gas loop (250 ml, within the 

instrument) that reactor headspace was continuously pumped through. During load 

position, trace gas loop is separated fiom column. Carrier gas N2 flow in column is 

reversed. The components remaining in column are back flushed to vent with the carrier 

gas. In the inject position, trace gas sample loop and column are connected in series. CO 

and H2 are allowed to elute fiom column to detector. Sample inlet and outlet lines were 

' , shorted in order to provide continuity of sample flow. 

42-2.32 C0,and H2 analysis and calibration 

Sample components of interest(H2 and C0)were separated chromatographically 

within an isothermal mandrel-heated column oven in a Reduced Gas halyzer(RGA3, 

Trace &yti&l) and quantitated by a reduced gas detection method. Species eluting 

fiom the chromatographic mlumn pass immediately into the detector which contains a 

heated bed of mercuric oxide. The following reduction reaction occurs: 

HgO2 + X + XO + Hg(v) 

where X is the reduced gas species. The mercury vapor produced by the reaction is 

quantitated by a ultraviolet photo diode. The detection limits for H2 and CO were 40 ppb 

and 4.0 ppb, respectively. A spherocarb 60/80 packed column was used in Reduced Gas 

Analyzer(RGA3, and RGA2). Operational conditions are presented in Table C-4. 
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Data analysis was performed automatically by the integratorkontroller 

module(1CM) in the RGA3. The ICM consisted of a single board computer. Et was 

programmed for complete operation, including sample collection(timed events), zeroing, 

detector signal noise filtering, peak detection and integration, components identification, 

calibration and self-testing. The operation of ICM was monitored by the program in the 

host computer through the Opto-22 analog/digital interface board. ICM program set-up 

for CO and H2 used in the study is shown in Table C-5. 

Table C-4. Reduced Gas Analyzer operating conditions 

Column temperature 

Detector temperature 

Carrier gas flow rate 

Sample voliune 

Injection time 

Backflush time 

N2 gas pressure 

Air pressure 

Trace gas H2 and CO calibration was conducted using the ICM with 10.4 ppm 

CO(in N2, Specialty Gas) and 50.3 and 95.2 ppm H2(in N2, Specialty Gas). 

For kinetic assays, H2 and CO were determined on a RGA2 gas chromatograph 

with a RGD2 reduced gas detector. The operation conditions were 90°C for the column 

and 265OC for the detector. Backflush time was set at four minutes using a timer(Eag1e 

Signal). Carrier gas (N2) flow conditions were same as RGA3. Calibration was made by 

inject lml aliquots of lOlppm and 50.3ppm H2 standard(in N2, Specialty Gas), and lml 

90% 

265OC 

250mL 

70s 

19min-55min 

3opsig 

25psig 
d 

1 aliquots of 10.2ppm and 5.37ppm CO standard(in N2, Specialty Gas). All sample H2 and 
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CO concentrations were calculated from a standard response@eak heights) factor 

calculated from the standard injections. Standards were injected with every batch of 

samples. The detection limit of RGD2 were 3.8ppm and OSppm, for H2 and CO, 

respectively. 



. .. . .  . 

Appendix c 
Table (2-5. ICM parameters programming 

Detector test: x8 25mv 

pkOl on 0012s off 0025s 

pk02 on 0038s off 0052s 

Event-integrator-1 : 

Test-detector-raw: span 32mv 

on 00 1 Os off 0090s 

-smooth: filter x8 

-slope: pkOlOl4s + 20s 

pk02 040s + 70s 

Table-filter-sense: 200 mV 

-slice: 0.125s 

Table-peak-STD : pkOl 1OOppm To1 100% 

pk02 10.4ppm To1 100% 

unit: ppm 

method: external . . 

name: pkOl H2 pkO2CO 

Table-valve-auto : 0.004s 

Table-stream-SEQ : 0 1-00-000-000 

Table-ext.start-active: on 

alarm: low 

Table-trend-TrO 1 

Tr02 

s tnn  0 1 comp 0 1 zero 0.04 span 1000 

strm 01 comp 02 zero 0.004 span 1.0 

Event-1 -0 1 (cycle time): 0 180s 
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Table 5-C. (Cont'd) 

1 -02(step time): 0001 s 

1 -03(process data): 0 170s 

l-O4(integrator on): 0014s 

l-O5(integrator off): 0090s 

1--lO(zero): 0001s 

l-l3(filter on): 0001s 

C-2.33 Dissolved Hz and CO 

C-2331 Sampling and storage 

Liquid samples( 10d)  were taken from bench UASB reactor using a 1 O m l  

syringe. The samples were injected into 58ml anaerobic sterilized serum bottle sealed 

with a rubber stopper and aluminum crimp. Bottles were then brought into equilibrium in 

a water shaker(American Scientific YB-521 )at 37°C at setting 8 for 5 minutes. NaOH 

was placed in the bottle to obtain a find concenfrafion of 0.5N. Dissolved H2 and CO 

were analyze&immediateIy. 

C-2.332 Analyses and Calibration 

Dissolved H2 and CO were measured by injecting lml serum bottle headspace 

sample into a reduced gas analyzer(RGA2 and RGD2). GC conditions were exactly same 

as described in sectionC2-3.2. Background sample of the serum bottles were taken. 
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Replicate injections were made for each sample. All sample H2 and CO concentrations 

were calculated fiom a standard response@eak heights) factor calculated from the 

standard injections. Standards were injected with every batch of samples. Detailed 

protocol for dissolved H2 and CO analyses refer to Appendix B5-2. 

C-2.34 

C-2.341 Samphg, Storage, Analyses and Calibration 

The gaseous sample in the bench UASB reactor flowed continuously through the 

analysis cell of the instnunent(ADC), which is situated between a hot wire source and the 

infra red(IR) detector. Methane absorbs energy fkom the IR source and reduces the 

amount reaching the detector. Output signal from the detector was collected, and stored in 

the Paragon program of the host computer. Calibration and zeroing were performed 

weekly. The zero was adjusted separately at power off(mechanical adjustment) and power 

on using air. The span was adjusted with 99.9% CHq standard gas at flow rate of 

OSL/min for 15 minutes after warming up the instrument. 

For kinetic assays, methane was determined by a gas chromatograph using manual 

injection. Gas sample was collected from the Mdtigen reactor headspace and injected 

O.lml aliquot-s'into the GC immediately. Two aliquots were injected and averaged. The 

GC used was a Hewlett-Packard 5890 with a flame ionization detector. Saparation was 
' accomplished with a Supelco Inc. VOCAL capillary column(30m, 0.53mmID, 

3 .Omrnfilm). GC conditions were: Oven 45OC, Detector 2OO0C, Injector 1 5OoC. 

Calibration was made by injecting 0. lml aliquots of 99.99% methane standard gas(AGA, 

spectialty). All sample methane concentrations were determined based on standard 

response(peak area) factor calculated from the standard injections. Standards were 

injected with every batch of samples. 
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C-2.35 Gas production 

Gas volume produced h the reactor was measured by means of liquid 

displacement and change of conductivity. A three-way valve was connected to the reactor 

head space, the gas meter, and an exhaust part. The gas produced depressed the liquid 

level in the gas meterpigwe C-3, positionl) from first to second electrode until the 

volume between the two electrodes was completely displaced replaced by the gas 

(position;?). The change of conductivity(from water to gas) was then transmitted into a 

digital signal to a counter. The gas count was recorded and stored in the Paragon. The 

three-way valve was then actuated and the "packet" of gas vented(position2). The valve 

was immediately placed back to the original position while the liquid level in the gas 

meter returned to the first electrode level(position1). 

The gas meter was calibrated by injecting air through the gas meter using a 15ml 

syringe. The gas counts and volume injected were recorded. Five to ten injections were 

made to obta& an averaged gas volume per count for calculation of gas production. The 

calibration was made every six months. Liquid level of gas meter reservoir was filled 

every 2 months. Gas meter electrodes were cleaned with 0.3 M oxalic acid solution every 

2 months to remove any biofilm build. 
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C-2.36 co2 

C-2.361 Sampling and storage 

Gas samples(O.6ml) were taken in 1 . O d  gas tight syringe from the Multigen 

reactor headspace. Samples were taken directly to the gas chromatograph for immediate 

analyses. 

C-2.362 Analyses and Calibration 

Carbon dioxide were measured by injecting Multigen reactor headspace samples 

into the gaschromatograph. The GC used was a GOW-MAC series 580 with a TCD. 

Separation was accomplished with a Supelco, Inc. carbosphere 80/100 packed 

column(l/8 in S.S., 6 ft). GC conditions were: Injector 100°C, Detector 15OoC, Oven 

. 150°C. 

Calibration was made by injecting 0.6ml aliquots of 2O%CO2 /80%N2(AGA, 

specialty). The calculated respome(peak area) factor was used to calculate dl 

concentrations. Standards were injected _. with every batch of samples. 

:. 
C-2.4. Total Suspended SolidsflSS) and Volatile 

Suspended SoIids(VSS) 

C-2.41 Sampiig and storage 

Effluent samples fiom the laboratory bench-scale UASB reactor were withdrawn 

from the effluent port continuously over 20-24 hours to provide a time-integrated sample. 

The effluent flow was collected in a 2 L cylinder. Since occasionally some floating 

granules escaped from the reactor bed into the effluent (which may interfere with the 
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suspended solids measurement),any granules settled in the bottom of the cylinder were 

removed. For analyses, 50 ml mixed aliquots were filtered in a vacuum filter through 4.5 

cm Whatman 934 AH glass fiber filter paper. 

C-2.42 Analysis 

Filters were dried at 105% overnight for TSS, ignited at 55OOC for VSS, using an 

aluminum dish, and weighed as described in section 209C&D of Standard MethohE1985 

3. All weights and volumes were recorded on a Solids Data Sheet(atbched Appendix C4.) 

Blank filters were prepared prior to sample analysis. For blanks, 50 ml deionized 

distilled water was fdtered, dried, ignited according to the same procedure as for the 

samples. The blanks were stored in a vacuum dessicator. Blanks were weighed prior to 

, sample filtering. 

C-2.5. Total Solids(TS) and Volatile Solids(VS) for 
granules 

C-2.51 Sampling and storage 

Granular sludge samples were collected from the laboratory bench-scale UASB 

reactor through the bed discharge port. The granule samples from the 

Multigen reactor was collected using a 3 ml syringe connected to a piece of 1.6 mm ID 

Teflon tubing. Samples were settled in a 25 ml glass cylinder covered with pardilm for 

20-30 minutes. Solids volume was then recorded. Samples were transferred into 

preweighed porcelain crucibles for analysis. 
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C-2.52 Analysis 

The samples were evaporated in a 60OC oven overnight and dried at 1050C for one 

hour and then weighed for total solids analysis. Volatile SoIids(VS) were determined 

after ignition at 55OOC for one hour, as described in Standard Method, section 

209C&D[ 1985 J. All weights and volumes were recorded. 

Blanks were prepared in the same way as described for samples. After drying, 

ignition and cooling, blank crucibles were stored in a vacuum dessicator. Blanks were 

weighed prior to sample collection. 

C-2.6 Lithium 

C-2.61 Sampling and storage 

Lithium s-ples of 5ml were collected from the sampling port of the bench 

UASB reactor, filtered through a 0.2pm syringe filter, and transferred into a lord glass 

tube. The samples were stored at OOC. Stored samples were all analyzed within one week: 

C-2.62 Analysis and calibration 

Lithium concentration was determined by Flame Emission Spectroscopy. The 
' 4  

FES used was a Spectra AA-20 Plus using air-acetylene. Analyses conditions were: 

wavelength 670.8nm, slit width 1 . O m .  A series dilutions of five standards were made. 

Triplets were injected into the FE for each standard concentration. Results were averaged 

to obtain a standard curve. Samples were injected into the FES and the concentrations 

were calculated according to the standard curve. Standards were injected with every batch 
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of samples. Ion Chromatography was also used in determining Lithuim concentration 

during the organic and hydraulic flux effect experiment(Chapter V B). The IC used was a 

Dionex, model 2000) equipped with a conductivity detector. Calibration was performed 

using the same method described above. 

C-3. Data sheets 

The data sheets for steady state daily monitoring and unsteady state monitoring 

are presented as Table C-6 to 7, respectively. 
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Table C-6. pseudo-steady state daily monitoring sheet 

Timz I I 
pH (ALL.) daily 
Eff. (ml) I M Y  I 

~ 

Bed (ml) dairy I 
Flow rate ( d d )  daily 

Change catbouy(M/Eb 
1nf.Act. (m;M) I 

Prop. (mi) 1 
Ethanol (mM) I 

I I i I I I I I 

Feed levelQ I 
Gas meter mding daily 
Total gas (ct/h) M Y  

CH4 (9%) I M Y  i 

I I I I I I t co (PPm) daily I I I I 
Recyc. pumsreadirg daily 

Effluent tubing daily 

Sote 

I 



Table C-7. Unsteady state monitoring sheet 
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Determination of Monod Kinetic Constants k, and K ,  by 
Nonlinear Least Square Method 

D-1. Differential form. 

The differential form of Monod equation is given by 

(1) 

where s is substrate in g/l, 2 is biomass in g, v is uptake rate in g/gs-d, I C ,  is the 

maximum uptake rate in g/gz-d, s i ,  vi are measured data, f (si) is the estimated 

uptake rate at si as determined using equation (1). The residual sum of square SS 

is defined by 
n 

s s = c  
i=l 

The derivative off and SS become 

- 0, we see from (3c) and (3d) that Setting - = 0 and - - dSS ass 
akm aK, 



Hence 

Define S(1), S(2), S(3) and S(4) by 

s; 
S(4) = 2 visi 

(Ks + si)2 ' i=l (Ks + si)2 ' 
S(3) = 2 

i=l 

km = S(l)/S(4) or km = S(3)/S(2). 

This implies that S(l)S(Z) = S(3)S(4), or equivalently, 

D-2. Integrated form. 

and 

Then in terms of S(i), i = 1,. . . ,4, the solution for km using equations (5a) and 

(5b) can be written as either 

In solving equation (4) for K,, k, can be found by substituting K, into either one 

of equations in (6). 

The integrated form of Monod equation is given by 

where ti is the measuring time in day, Vol is reaction volume in liters. Let 



Equation (8) then becomes 

t; = a x VoZ x In (2)  + b x VOZ x (SO - si). 

The residual s u m  of square is given by 

- 0 results in - O = d - -  Setting - - ass ass 
aa db 

a x [Vol x In (;)I2 + b x 1 
(104  

= [ t i  x Vol x In (31 
and 

= c [ti x VoZ x (so -Si)]. 

The solution a, b of equations (loa) and (lob) cttll be simplified by denoting 

Then 
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Appendix E. 

Fortran program of the hydraulic-reaction-affusion model 

c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c ~ c c c c c c c  
C 

C THIS PROGRAM SEARCHES PARAMETEM TO FIT THE impluse CURVE. C 
C C 
C c 
C C 
C NRCT. C 
C c 
ccccccccccc~cccccccccccc~ccccccccccccccccccc~cccccccc 
C Specifications for Parameters 
C 
C System parameters 

THE VARIABLE PARAMETERS ARE: D, Kl, Rtn, Vb, Db, Dp 
OTHER READ-IN PARAMETERS ARE: Sbo (EITHER 0.0 OR 0.1) AND 

INTEGER NSTEP, WAR, I, J, JR, KR, 11, I2, ICR, NAL, Mxrr 
PARAMETER (NPAR=6) 
INTEGER IC(WAR), IP(WAR), NC(NPAR), IFiUN(NPAR, WAR) 
DOUBLE PRECISION N, RX, Rs, Rd, Sbo, Sbi, M V ,  QAV 
DOUBLE PRECISION 'I"&, Q, Td, T, Sbj 
DOUBLE PRECISION D, Rf, Rtn, Vb, Db, Dp, EMIN 
DOUBLE PRECISION CRf, CRtn, CVb, a b ,  CDp, CD 
DOUBLE PRECISION EM, ERtn, EVb, EDb, EDp, ED 
PARAMETER (NSTEP46, 'I"ALeg.QD0, Nd=20) 
DOUBLE PRECISION TOL, ERROR, EDATA(lO), TDATA(NSTEP) 
DOUBLE PRECISION FLOAT, EXP, SQRT 
LOGICAL SCAN 
I N " S 1 G  FLOAT, EXP, SQRT 
COMMON PARAND, N, RX, Rs, Rd, Sbo, Sbi, RAV, QAV, Td, Db 
COMMON /QVB/ Q, Vb 

C 
C Parameters used in DBVPFD 
INTEGER MXGEUD, NEQNS, "IT 
INTEGER NCUPBC, NFINAL, NLEFT 
PARAMETER (MXGRID=45, NEQNS=2, NINIT=lO) 
PARAMETER (NLEFT=l, NCUPBC=l) 
DOUBm PRECISION TINIT(NINIT), YINIT(NEQNS,NINIT) 
DOUBLE PRECISION ERREST(NEQNS), PISTEP, XFINAL(MXGRID), 
& XLEFI+, XRIGHT, YFINAL(NEQNS,MXGRID) 
SAVE TINIT, YINIT 



LOGICAL LINEAR, PRINT 
EXTERNAL DBVPFD, UMACH 
EXTERNAL FSSBC, FCNEQN, FCNJAC, FCNPBC, FCNPEQ 

C 
C Parameters used in DCSINT 

INTEGER "TV 
DOUBLE PRECISION BREAK(NSTEP), CSCOEF(4,NSTEP), DCSVAL 
DOUBLE PRECISION YTEMP(MXGRID) 
EXTERNAL DCSINT, DCSVAL 

C 
C Parameters used in DPLOTP 

DOUBLE PRECISION RANGE(4), AP(MXGRID,lO), XP(MXGRID) 
CHARACTER TITLE'25, XIlTLE*lO, -*lo, SYMBOL*lO 
INTEGER INC,NFUN 
EXTERNAL DPLOTP, DCONST, PGOPT 

C 
C Parameters used in DIVPAG 

INTEGER 
& 
PARAMETER (NPA&W=50, MXNEQ=lOOO) 
DOUBLE PRECISION "IT, PARAM(NPAFtAM), X, 
& TEND, Y(MXNEQ), SB(NSTEP), SD(NSTEP) 
EXTERNAL FCN, DNPAG, FCNJ 
COMMON/DIM/NIN,NRCT,Dp 

"PARAM, IDO, NORM, IMETH, NEQ, MTYPE, IATYPE, 
MITER, MXSTEP, NRCJT, MXNEQ, N€N 

c 
C Commonparameters 
c 

DATA EDATNO. lD0,2.37DO, 10.08D0,9.95D0,7.41D0,5.95DOy 
& 2.85D0,0.74D0,0.27DOy0.22DO/ 
Rd=lS.ODO 
Rs4.45DO 
Qa.465 18D0 
S bj=17.0DOq 

C Define TDATA 
DO IO I=l, NSTEP . 

"DATA0 = TFXNAL*FLOAT(I- l)/FLOAT(NSTEP- 1) 
10 € O " U E  

OPEN (UNIT=NOUT, FILE='impls.txt', STATUS='UM("') 
PRINT*, 'ENTER SEARCH TYPE: l=SCAN, 2=TEST' 
READ*, I 
IF (I .EQ. 1) THEN 

SCAN = .TRUE. 
ELSE 

SCAN = .FALSE. 
END IF 



PRINT*, 'ENTER Sbo, Td AND NRCT' 
READ*, Sbo, Td, NRCT 

N I N = " I T  
NEQ = NIN+NRCT+l 

IF (.NOT. SCAN) THEN 
PRINT*, 'ENTER IU, Rtn, Vb, Db, Dp, AND D 
READ*, CRf, CRm, CVb, CDb, CDp, CD 

PRINT*, 'ENTER RX, Rs, Sbj' 
READ*, Rx, Rs, Sbj 
WRITE (NOUT, *) 'D, Dp, Db, Kl, RX, Rs, Sbj' 
WRITE (NOUT, 7000) CD, CDp, CDb, CRf, RX, Rs, Sbj 

GOT0 1010 

PRINT*, 'ENTER INITIAL GUESS OF K1, Rm, Vb, Db, Dp, Rx AND D 
READ*, CRf, CRm, CVb, CDb, CDp, RX, CD 
PRINT*, ENTER INITXAL STEPS OF Kl, Rtn, Vb, Db, Dp, RX AND D' 
READ*, ERf, ERtn, Em, EDb, EDp, RX, ED 
PRINT*, 'ENTER ACCURACY LEVEL AND NUMBER OF ITEMTIONS' 
READ*, NAL, MXIT 

C CHANGE OTHER PARAMETERS 

7000 FORMAT (7F9.4) 

END IF 

WRITE(*, *) THE WINNERS ARE' 
WRITE(*, 2000) 

& 7 X  'D, SX, 'Error') 
EMIN = 100.0 
J R = O  
K R = O  
DO 5 I = 1, WAR 
DO 5 J = 1, WAR 

m ( I , J ) = o  
DO6I=I,$PAR 

IFUN(I, I) = 1 

2000 FORMAT(2X, XR', 3X, 'Kl', 6X,'Rtn1,6X,'Vb',7x, Db', 7x, 'Dp', 

5 CONTINUE 

6 CONTINUE 
100 WRITE(*, *) '(JR = I, JR, ')' 

WRllE(NOUT, *) '(JR = I, JR, I)' 
DO 12 I = 1, WAR 

IC(1) = 3 
12 CONTINUE 
101 KR=KR+l 
DO 1 1 I = 1, W A R  

NC(1) = 0 
11 CONTINUE 
DO 1000 I1 = 1, W A R  

I 



DO 1000 I2 = 1,2 
C SET COORDINATES 

DO 15 I = 1, WAR 
U p 0  = (-I)**12*IFUN(I, 11) 

15 CONTINUE 

ICR = 0 
DO201=1,NPAR 

C CHECK FOR O V E W  

ICR = ICR + ABS(I[PO+ICO) 

. 
20 CONTINUE 

C SET PARAMETERS 
IF (ICR .EQ. 0) GOTO loo0 

Rf = CRf + ERf*FLOAT(IP( 1))/2.O**JR 
Rtn = CRtn + ERtn*FLOAT(IP(2))/2.0**JR 
Vb = CVb + EVb*FLOAT(IP(3))/2,O**JR 
Db = CDb + EDb*FLOAT@'(4))/2.0**JR 
Dp = CDp + EDp*FLOAT(IP(5))/2.O**JR 
D = Ca + ED*FLOAT(rp(6))/2.0**JR 
Sbi = Sbj*Rtn 
Rl = W600.ODO 
RAV = l.OSDO*RVVb 
QAV = RAV + Q*Rtn/Vb 

C CHECK FOR CONSTRAINTS 
IF (Rf .LE. O.OD0 .OR. D.LE. 0.ODb) GOTO lo00 
IF (Rtn .GT. 1.ODO .OR. Rtn LE. 0.ODO)GOTO lo00 
IF (Db .LE. 0.OM .OR. Dp .LE. O.OD0) GOTO loo0 

IF (Sbo .LE. 0.01DO) THEN 
C SET INITIAL CONDiTION FOR S(X, T) 

DO 61 I=l, NINIT 
Y(I) = sbo 

GOTO 5000 
61 CONTINUE 

ENDIF * 
C FIND Ss(X) BY DBVPFD (IN LOOP) 

D O 3 0 I = l , N I "  - 
TINTT(I)=FLOAT(I-l)/FLOAT(NINIT- 1) 

YI"(2, I)=O.ODO 
YI"( 1, I)=FLOAT("IT-I)/FLOAT("IT- 1) 

30 CONTINUE 
TOL=1 .D-06 
TINIT( l)=O.ODO 
TMIT(NINIT)=l .OD0 
XLEFT=O.ODO 
XRIGHT= 1 .OD0 
PISTEP=O. ID0 



60 CONTINUE 
C Solve Sj(t)  by DNPAG (IN LOOP) 
5000 HINJT = 1.0D-3 

m o m  = 1 
IMETH=2 
MITER=2 
MTYPE = 0 
IATYPE = 0 
MXSTEP = lo00 
DO 50 I=l, NPARAM 

PARAM0 = O.OD0 

PARAM(1) = "IT 
PARAM(4) = MXSTEP 
P A W ( l 0 )  = INORM 
PARAM(12) = IMETH 
PARAM( 13) = MITER 
PARAM( 14) = MTYPE 
PARAM(19) = IATYF'E 
I D O = l  
X=O.ODO 
TOL = 1.OD-4 
DO 70 I=NTN+l, NEQ 

50 C 0 " U E  

YO = sbo 
70 CONTINUE 

SB(1) = Y(NEQ) 
SD(1) = Y(1) 
DO 80 I=2, NSTEP 
TEND = TDATA(1) 

PRINT=.FALSE. 
LINEAR = .FALSE. 
CALL DBVPFD (FCNEQN, FCNJAC, FSSBC, FCNPEQ, FCNPBC, NEQNS, 

NLEFI', NCUPBC, XLEFT, XRIGHT, PISTEP, TOL, mn, TINIT, 
YINIT, NEQNS, LINEAR, PRINT, MXGRID, WINAL, 

& 
& 
& XFINAL, YFTNAL, NEQNS, ERREST) 

C Interpolate Ss(x) 
DO 40 I=l, NFINAL 

YTEMP(1) = YFINAL(1, I) 
40 CONTINUE 

CALL DCSINT ("AL, XFINAIL, YTEMP, BREAK, CSCOEF) 
"Tv = "AL-1 
DO 60 I=l, "IT 

Y(I) = DCSVAL(TlNlT(I), "TV, BREAK, CSCOEF) 

. r  

. -  

CALL DTVPAG(ID0, NEQ, FCN, FCNJ, A, X, TEND, TOL, PARAM, Y) 
SB(1) = Y(NEQ 



SD(1) = Y( 1) 
80 CONTINUE 

D0=3 
CALL, DIVPAG (IDO, NEQ, FCN, FCNJ, A, X, TEND, TOL, PARAM, Y) 

CALL DCSINT (NSTEP, "DATA, SB, BREAK, CSCOEF) 

ERROR==O.ODO 
DO 90 I=l, 10 

C Estimate the error in Sb(1, t). (IN LOOP) 

NINTV = NSTEP-1 

T=FLOAT(I- 1) 

ERROR=ERROR+(X-EDATA(I))**2 
X=DCSVAL(T, "IVY BREAK, CSCOEF) 

90 CONTINUE 

C UPDATE MINIMUM ERROR 

EMIN = ERROR 
DO 400 I=l, WAR 

NC(I) = IP(1) 
400 CONTINUE 

lo00 CONTINUE 
C CHECK IFTHE CENTER IS CHANGED 

ERRORSQRT(ERR0R) 

IF (ERROR .LT. EMIN) THEN 

ENDIF 

ICR = 0 
DO 500 I = 1, NPAR 

ICR = ICR + ABS(NC0) 

IF (ICR .EQ. 0) GOTO 600 

DO 700 I = 1, NPAR 

500 CONTINUE 

C UPDATE CENTER 

I C 0  = N C O  
700 CONTINUE 

CRf = CR€ + ERPFLOAT(IC(l))/2.O**JR 
CRtn = CRtn + ERtn*FLOAT(IC(2))/2.O**JR 
CVb = CVb + EVb*FLOAT(IC(3))/2.0**JR 
C D b  = CDb + EDb*FLOAT(IC(4))/2.0**JR 
CDp = CDp + EDp*FLOAT(IC(5))/2.O**JR 
CD =CD +ED*FLOAT(IC(6))/2.O**JR 
WRITE (*, 2100) KR, CRf', CRtn, CVb, CDb, CDp, CD, EMIN 

IF (KR .GE. MXIT) GOTO 601 
GOTO 101 

IF(JR .LE. NAL) GOTO 100 

2100 FORMAT (15,7(~9.4)) 

600 J R = J R + I  

601 PRINT*, "E FINAL RESULT IS' 



WRITE (*, 2200) KR, CRf, CRtn, CVb, CDb, CDp, CD, EMIN 
2200 FORMAT (I5,7(F9.4)) 

WRITE (NOUT, *) 'KI = 9 CRf 
WRl'lE (NOUT, *) 'Rtn = I, CRtn 
WRITE (NOUT, *) 'Vb = I, CVb 
WRITE (NOUT, *) 'Db = I, CDb 
WRITE (NOUT, *) 'Dp = I, CDp 
WRITE (NOUT, *) 'D = I, CD 

C LOOP FINISHED, RERUN TO FIND Sb(1, t) AND PLOT CURVES 
1010 R f =  CRf 

Rtn = CRtN 
Vb = CVb 
Db = CDb 
Dp = CDp 
D = C D  
Sbi = Sbj*Rtn 
Rl = RP6OO.ODO 
RAV = l:OSDO*Wb 
QAV = RAV + Q*Rtn/Vb 

C SET INITIAL CONDITION FOR S(X, T) 
IF (Sbo .LT. O.OlD0) THEN 

DO 141 I=1, "IT 
Yo = O.OD0 

- 141 CONTINUE 

ENDIF 
GOT0 5100 

C FIND Ssm) BY DBVPFD 
DO 111 I=l, "IT 

"IT(I)=FLOAT(I-l)/FLOATm- 1) 
=( 1, I)=~AT("-I)/FLOAT(NI"-l) 
YINIT(2, I)=O.ODO 

111 CONTINUE 
T O k 1  aD-o(i 

~ TINIT( l)=O.ODO 
TINIT(NINT)=l.ODO - 
XLEFT=O.ODO 
XRIGHT=l.ODO 
PISTEP=O.lDO 
PRINT=.FALSE. 
LINEAR = .FALSE. 
CALLDBVPFD (FCNEQN, FCNJAC, FSSBC, FCNPEQ, FCNPBC, NEQNS, 

m m ,  
dc 
8~ 
& m N & ,  YFINAL, NEQNS, ERREST) 

NcupBc, XJ%T,  XRIGHT, PISTEP, TOL, "IT, TINIT, 
Y I m ,  NEQNS, LINEAR, PRINT, MXGRID, NFINAL, 



r 
C Interpolate Ss(x) 

DO 120 I=l, NFINAL 
Y"'EMP(I) = YFINAL(1,I) 

120 CONTINUE 
CALL DCSLNT (NFINAL, XFINAL, YTEMP, BREAK, CSCOEF) 
NINTV="AL-l 
DO 140 I=l, "IT 

Y(I) = DCSVAL(TINIT(I), "V, BREAK, CSCOEF) 
140 CONTINUE 

C Solve S-i(t) by DNPAG 

- 

5100 "IT zs 1.OD-3 
INORM = 1 
xMETH=2 
Ml'IER=2 
MTYPE = 0 
IATYPE = 0 
MXSTEP = 1000 
DO 130 r=i, IWARAM 

PARAM0 = O.OD0 
130 CONTINUE 

PARAM( 1) = €€INIT 
PARAM(4) = MXSTEP 
PARAM( 10) = INORM 
PARAM(12) = IMETH 
PARAM(13) = MITER 
PARAM( 14) = MTYPE 
PARAM( 19) = IATYPE 
mo=1 
X=O.ODO 
TOL 1.00-4 
DO 150 I=NIN+l, NEQ 

YO = Sbo 
150 

SB(1) = Y(NEQ) 
SD(1) = Y(l) 
DO 160 I=2, NSTEP 
TEND = TDATAU) 
CALL DIVPAG(ID0, NEQ, FCN, FCNJ, A, X, TEND, TOL, PARAM, Y) 
SBO = Y(NEQ) 
SD(1) = Y(l) 

160 CONTINUE 
ID0=3 
CALL DIVPAG (BO, NEQ, FCN, FCNJ, A, X, TEND, TOL, PARAM, Y) 

CALL DcsINT (NSTEP, "DATA, SB, BREAK, CSCOEF) 
C 



" T v  = NSTEP-1 
WRITE (NOUT, 2300) 

DO 165 I=l, NSTEP 
WRITE (NOUT, 2500) TDATAO), SBO 

2500 FORMAT (2F13.4) 
165 CONTINUE 

2300 FORMAT (7X, Ti', 1 lX, 'Sb') 

WRITE (NOUT, *) 'EDATA(I)-Sb(T-i)=' 
ERROR=O.ODO 
DO 170 I=l, 10 
T=FLOAT(I- 1) 

WRITE (NOW, *) EDATA(I) - X 
ERROR=ERROR+@-EDATA0)**2 

X=DCSVAL(t, "TV, BREAK, CSCOEF) 

170 CONTINUE 
ERROR=SQRT(ERROR) 
WlUTE(NOUT, *) 'Error =I, ERROR 
PRINT*,'ERIIN = ', ERROR 

NFuN=2 
INc= 1 
SYMBOL ='B*' 
XTlTLE=TAXIS' 

= ' C C ) N C E ~ T I O N  
"LE = 'D=S(delta,t), B=Sb(t)' 
RANGE( 1)a.O 
RANGE(2)='I"AL 
RANGE(3)=0.0 
WGE(4)1=30.0 
DO 180 I=1, NSTEP 
=(I) = TDATA(I) 
AP(I, 1) = SBO 
AP(I,-2) 9 -1.ODO 

C Plot Sb(t), S(delta, t) 

180 CONTINUE 
DO 190 I=1,10 

J=(I- 1)*5+ 1 

190 CONTINUE 
AP(J, 2) = EDATA(I) 

CALL DPLOTP (NSTEP, NFUN, XP, AP, MXGRID, INC, RANGE, 
& SYMBOL, XTITLE, YTITLE, TITLE) 
END 

C 
C SUBROUTINES USED IN DBVPFD. 
C 

SUBROUTINE FCNEQN (NEQNS, T, Y, P, DYDT) 



INTEGER NEQNS 
DOUBLE PRECISION T, P, Y(NEQNS), DYDT(NEQNS) 
DOUBLEPRECISION D, Rl, RX, Rs, Rd, Sbo, Sbi, RAV, QAV, Td, 
& Db 
COMMON /PARAM/D, Rl, RX, Rs, Rd, Sbo, Sbi, RAV, QAV, Td, Db 
DYDT(1) = Y(2) 
DYDT(2) = P*RX*Y( l)/D/(Rs+Y( 1))+2.0DO*Y(2)/(Rd-T) 
RETURN 
END 

SUBROUTINE FCNJAC (NEQNS, T, Y, P, DYPDY) 
INTEGER NEQNS 
DOUBLE PRECISION T, P, Y(NEQNS), DYPDY(NEQNS,NEQNS) 
DOUBLEPRECISION D, €U, RX, Rs, Rd, Sbo, Sbi, RAV, QAV, Td, 
& Db 
COMMON /PARAM/ D, Rl, RX, Rs, Rd, Sbo, Sbi, RAV, QAV, Td, Db 
DYPDY(1,l) = O.QD0 
DYPDYClJ) = 1.QDO 
DYPDY(2,l) = P*Rs*RX/D/(Rs+Y(l))**2 

RETURN 
END 

SUBROUTINE-FSSBC (NEQNS, YLEFI', YRIGHT, P, F) 

C 

I DYPDY(2,2) = 2.ODO/(Rd-T) 

C 

INTEGER NEQNS 
DOUBLE PRECISION P, YLEFI'(NEQNS), YRIGHTWQNS), F(NEQNS) 
DOUBLE PRECISION DCONST 
DOUBLEPRECISION D, R1, RX, Rs, Rd, Sbo, Sbi, RAV, QAV, Td, 
& Db 
COMMON f P W  D, RI, RX, Rs, Rd, Sbo, Sbi, RAV, QAV, Td, Db 
EXTEFWAL DCONST 
F(l) = -D*YLEFT(2)+RI*YLEFI'(l)-RI*Sbo 
F(2) = YR1(3Tl"T2) 
RETURN 
END 

SUBROUTINE FCNPEQ (NEQNS, T, Y, P, DYPDP) 
INTEGER NEQNS 
DOUBLE PRECISION T, P, Y(NEQNS), DYPDP(NEQNS) 
DOUBLE PRECISION D, Rl, RX, Rs, Rd, Sbo, Sbi, RAV, QAV, Td, 
& Db 
COMMON /PARAM/ D, Rl, RX, Rs, Rd, Sbo, Sbi, RAV, QAV, Td, Db 
DYPDP( 1) = O.ODO 
DYPDP(2) = RX*Y(l)/D/(Rs+Y(l)) 
RETURN 

C 



END 

SUBROUTINE FCNPBC (NEQNS, YLEFT, YFUGHT, P, DFDP) 
INTEGER NEQNS 
DOUBLE PRECISION P, YL;EFT(NEQNS), YRIGHT(NEQNS), DFDP(NEQNS), 

EXTERNAL SSET 
A=O.ODO 
CALL SSET (NEQNS, A, DFDP, 1) 
RETURN 
END 

C 

A 

C 
C SUBROUTINES USED IN DIVPAG. 
C 

SUBROUTINE FCN (NEQ, X, Y, P R I M E )  
INTEGER NEQ, NIN, I, NRCT 
DOUBLE PRECISION X, Y(NEQ), YPRIMEQJEQ), H1, H2, C1, C2, C3, E 
DOUBLE PRECISION D, Rl, RX, Rs, Rd, Sbo, Sbi, RAV, QAV, Td, 
8~ Db,Q,Vb,Dp 
DOUBlX PRECISION FLOAT, DCONST, SQRT, EXP 
I"SIC FLOAT, SQRT, EXP 
EXTERNAL DCONST 
COMMON /PARAM/ D, Rl, RX, Rs, Rd, Sbo, Sbi, RAV, QAV, Td, 

COMMON /QVB/ Q, Vb 
COMMON /DIM/ NIN, NRCT, Dp 

& * Db 

C 
H1= l.ODO/FLOAT(NKN-l) 
€32 = l.ODO/FLOAT(NRCT) 
C1= 2.ODO*D/H1**2 
C2 = 2.ODO*RVHl+Z.ODO*RVRd/D 
YPRIME(1) = Cl*Y(Z)+C2 *Y(l"+l)-(Cl+C2)*Y( 1)-RX*Y (l)/(RS+Y( 1)) 
DO 10 I= 2%"-1 
C3 = 1 .ODO/(Rd-H1 *FLOAT(I- l))/Hl 
WRIME(I)=(C1/2.0DO+C3)*Y(I- 1)+(C l/Z.ODO-C3)*Y(I+l)-Cl *Y (I) 

& -RX*YO/(Rs+Y(I)) 
10 CONTINUE 

Y P R I M E O = C l  *Y(I"- l)-C1 *Y(")-RX*Yo/(Rs+Y(")) 
IF (X .LT. Td) THEN 

- -  . .I 

E=(Sbi-Sbo)/Td+Q* Sbo/Vb 
ELSE 

END IF 
YPRIME("+l)=E-QAV*Y (NIN+l)+RAV*Y ( 1) 
C1= Dp/H2**2 

E=Q*SbofVb 



C2 = Dbm2 
DO 20 I = NIN+2, NEQ-1 

YPRIME(I)=(C1+C2)*Y(I- ~)-(~.ODO*C~+C~)*Y(I)+C~*Y(I+~) 
20 CONTINUE 

YPR~ME(NEQ)=(O.SDO*C 1-C2)*Y (NEQ) 
yPRJME(NEQ)=YPRIME(NEQ+(C2-C 1) *Y (NEQ- 1) 
YPRIME(NEQ)=YPRIh4E(NEQ)+OSDO*Cl *Y(NEQ-2) 
R E m  
END * 

SUBROUTINE FCNJ (NEQ, X, Y, DYPDY) 

DOUBLE PRECISION FLOAT 
DOUBLE PRECISION X, Y(NEQ), DYPDY(NEQ, NEQ), C1, C2, C3,Hl,H2 
DOUBLE PRECISION D, Rl, RX, Rs, Rd, Sbo, Sbi, RAV, QAV, Td, 
& Db,Dp 
COMMON /PARAM/D, Rl, RX, Rs, Rd, Sbo, Sbi, RAV, QAV, Td, Db 
COMMONDIM/ NIN, NRCT, Dp 
INTRINSIC FLOAT 

DO 10 I=l, NEQ 
DO 10 J=l, NEQ 

C 

INTEGER NEQ, r, J, NIN, NRCT 

C 

DYPDY(I, J) = O.OD0 
10 C 0 " u E  

H 1 = 1 .ODO/FLOAT("- 1) 
H2 = l.ODO/FLOAT(NRCT) 
C1= 2.ODO*D/H1**2 
C2 = 2.0DO*Rl/Hl+2.0DO*Rl/Rd/D 
DYPDY( 1, 1 ) l C l  -C~-RX*RS/(RS+Y ( 1)) * *2 
DYPDY(1,2)=Cl 
DYPDY(1, NIN+l)=C2 
DO 20 I=2, I"-1 

C3 = l.OQO/(Rd-Hl *FLOAT(I-l))/Hl 

DYPDY(1, I) = -Cl-RX*Rs/(Rs+Y(I))**2 
DYPDY(I, r- ~ ) = c ~ / ~ . o D o + c ~  
DYPDY(I, I+1) = C1/2.ODO-C3 

20 CONTINUE 
DYPDY(", NIN-I)=CI 
DYPDY(NIN, NIN) = -Cl-RX*Rs/(Rs+Y(NM))**2 
DYPDY(NIN+l, NIN+l) = -QAV 
DYPDY("+l, 1) = RAV 
C1= Dp/H2**2 
C2 = Db/H2 
DO 30 I=NIN+2, NEiQ- 1 

DYPDY(1,I-1) = C1+C2 



DYPDY(1, I) = -2.ODO*C1 
DYPDY(1, I+1) = C1 

30 CONTINUE 
DYPDY(NEQ, NEQ-2)= C112.ODO 
DYPDY(NEQ, NEQ- 1)= C2-C 1 
DYPDY(NEQ, NEQ) = C1/2.ODO-C2 
RETURN 
END 
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