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ABSTRACT 

This report documents, demonstrates, evaluates, and provides theoretical justification for methods 
used to convert experimental data into relative permeability relationships. The report facilitates 
accurate determination of relative permeabilities of anhydrite rock samples from the Salado 
Formation at the Waste Isolation Pilot Plant (WIPP). Relative permeability characteristic curves 
are necessary for WIPP Performance Assessment (PA) predictions of the potential for flow of 
waste-generated gas from the repository and brine flow into the repository. This report follows 
Christiansen and Howarth (1995), a comprehensive literature review of methods for measuring 
relative permeability. It focuses on unsteady-state experiments and describes five methods for 
obtaining relative permeability relationships from unsteady-state experiments. Unsteady-state 
experimental methods were recommended for relative permeability measurements of low- 
permeability anhydrite rock samples from the Salado Formation because these tests produce 
accurate relative permeability information and take significantly less time to complete than 
steady-state tests. 

Five methods for obtaining relative permeability relationships from unsteady-state experiments are 
described: the Welge method, the Johnson-Bossler-Naumann method, the Jones-Roszelle method, 
the Ramakrishnan-Cappiello method, and the Hagoort method. A summary, an example of the 
calculations, and a theoretical justification are provided for each of the five methods. 
Displacements in porous media are numerically simulated for the calculation examples. The 
simulated production data were processed using the methods, and the relative permeabilities 
obtained were compared with those input to the numerical model. A variety of operating 
conditions were simulated to show sensitivity of production behavior to rock-fluid properties. 
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NOMENCLATURE 

Many of the symbols used in the text represent corresponding properties in or features 
of the brine and gas phases, such as s b  and Sg. In the list below, such symbols are written side 
by side. In the definitions of the symbols, the reader should choose “brine” or “gas” from the 
coupling “brine/gas” as appropriate. Some example equations that incorporate the symbols are 
listed in parentheses. At the end of each definition, SI units for the symbol are included in 
parentheses. 

Roman Symbols 

A 

J(S$ 

J’ 

= area perpendicular to the direction of flow (m’) (Equations 1 and 2). 

= the volumetric fraction of the flow rate which is brine/gas (Equation 19). 

= derivatives of brine/gas fractional flow with respect to brine/gas 
saturation (Equation 24). 

= derivatives of brine/gas fractional flow with respect to brine/gas 
saturation evaluated at the outlet x=L (Equation 26). 

= brine/gas fractional flow at the outlet x=L (Equation 20). 

= acceleration of gravity (Equations 3 and 4) ( d s ’ ) .  

= relative injectivity as defined in the text following Equation 39 and in 
Equation 46. 

= Leverett J function as defmed by Equation 99. 

= derivative with respect to brine saturation of the Leverett J function 
(Equation 102). 

= intrinsic or absolute permeability (Equations 1 and 2 )(m2). 

= brine/gas relative permeability (Equations 1, 2, 16, and 17). 

= derivative with respect to brine/gas saturation of brinelgas relative 
permeability (Equation 104). 

= brine/gas relative permeability at the maximum brine/gas saturation 
(Equations 16 and 17). 

= brine/gas relative permeability at the inlet, x=O (Equation 75). 

ix 



krbL, krgL 

L 

M 

P 

pb, pg 

pc 

brine/gas relative permeability at the outlet, x=L (Equation 20). 

length of porous sample (Equations 1 and 2) (m). 

mobility ratio as defined by Equation 13 and the text that follows 
Equation 13. 

capillary-gravity ratio as defined in text prior to Equation 106. 

pressure (Equations 1 and 2) (Pa = N/m2). 

pressure in the brine/gas phase (Equations 3 and 4) (Pa = N/m2). 

capillary pressure as defined in the text after Equation 9 (Pa = 
N/m2). 

capillary pressure at inlet x=O (Equation 82) (Pa = N/m2). 

threshold capillary pressure as used in Equation 18 (Pa = N/m2). 

“span” capillary pressure , a parameter in Equation 18 (Pa = N/m2). 

pressure drop (Equations 1 and 2) (Pa = N/m2). 

brine/gas pressure drop (Equation 56) (Pa = N/m2). 

flow rate (Equation 56) (m3/s). 

brine/gas flow rate (Equations 1 and 2) (m3/s). 

cumulative pore volume of produced brine (Equation 19). 

cumulative pore volume of injected gas (Equation 19). 

radial distance from axis of spin ofa  centrifuge to position x in porous 
sample (Equations 14 and 15) (m). 

radius of core on Figure 2. 

seconds 

brine/gas saturation. 

brine/cas saturation at inlet. x=O (Euuation 76). Y . 1  



sbr 

+ 
b 

t* 

V 

X 

X 

Z 

Z* 

= brine/gas saturation at outlet, x=L (Equations 19, 65, and 66). 

= average brine/gas saturation (Equation 19). 

= residual brine saturation (Equation 16, 17, and 18). 

=--extrapolated value of brine saturation as defined by Equation 69. 

critical gas saturation (Equations 16, 17, and 18). 

time (s). 

dimensionless time as defined in text after Equation 105. 

velocity (m/s) . 

brine/gas Darcy velocity (m/s). 

total Darcy velocity (Equation 5 )  (m/s). 

position in porous sample (Equation 5 )  (m). 

fractional distance (Equations 61 to 64). 

position in porous sample (used in derivations for Hagoort method) (m). 

dimensionless position as defined in text after Equation 105. 

Greek Symbols 

= brine/gas viscosity (Equations 1 and 2) (Pa s = kg/m/s). 

= brinelgas density (Equations 3 and 4) (kg/m3). 

= angle from horizontal as defmed in Figure 1 (Equation 3 and 4) 
(radians). 

= interfacial tension between brine and gas (Equation 99) (N/m). 

= relative mobility as described in text after Equation 71. 

e 

A 

A-1 = reciprocal relative mobility (Equation 71). 

xi 



A-l+ 

AP, 

= extrapolated value of reciprocal relative mobility as used in Equation 60. 

= reciprocal relative mobility at outlet x=L (Equation 56). 

= average reciprocal relative mobility (Equation 56). 

= porosity (Equation 8). 

= brinelgas potential for flow (Equations 97 and 98 ) (Pa = N/m2). 

= centrifuge spin rate (Equations 14 and 15) (radiansjs). 

= (Pb - Pb) density difference between brine and gas (Equation 13) 
(kg/m3). 



1 .O INTRODUCTION 

The Waste Isolation Pilot Plant (WIPP) near Carlsbad, New Mexico, is a research and 
development project of the U.S. Department of Energy (DOE). The WIPP is designed as a 
mined geologic repository to demonstrate the safe management, storage, and disposal of 
transuranic radioactive wastes generated by DOE defense programs. 3efore permanently 
disposing of radioactive wastes at the WIPP, the DOE must evaluate the repository based on 
various regulatory criteria for disposal of all the waste components. This evaluation includes a 
performance assessment of the WIPP disposal system. 

The WIPP repository horizon is located in the Salado Formation, a bedded salt formation 
approximately 660 m below ground surface. Salt has been identified as an excellent geologic 
material to host a nuclear waste repository because its high ductility alleviates fracturing and 
will aid in encapsulating the waste over the long repository storage times. The Salado salt must 
be characterized accurately for WIPP Performance Assessment (PA) calculations. 

1.1 Objective 

The objective of this report is to document, demonstrate, evaluate, and provide 
theoretical justification for methods that are used to convert experimental data into relative 
permeability relationships. This report will facilitate accurate determination of the relative 
permeabilities of anhydrite rock samples taken from the Salado Formation at the WIPP. 
Relative permeabilities are necessary for WIPP PA predictions of the potential for flow of 
brine and waste-generated gas between the repository and surrounding Salado Formation. This 
study was motivated by reports in the literature that low-rate unsteady-state experiments can 
simultaneously yield relative permeability and capillary pressure information. Because fluid 
movement through the Salado Formation anhydrite is expected to occur at low rates, low-rate 
methods for measuring relative permeability and capillary pressure are pertinent. 

This report follows Christiansen and Howarth (1999, a comprehensive literature review 
of methods for measuring relative permeability. That report classified the methods for 
measuring relative permeability as either steady-state or unsteady-state. The present report 
focuses on unsteady-state experiments and describes five methods for obtaining relative 
permeability relationships from unsteady -state experiments. These experimental methods were 
recommended for relative permeability measurements of low permeability anhydrite rock 
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samples from the Salado Formation because they produce accurate information and take 
significantly less time to complete than steady-state tests. Steady-state experiments are only 
briefly discussed in Section 1.3.1 because data conversion processes for these experiments are 
comparatively straightforward, requiring little explanation. 

Five methods for obtaining relative permeability relationships from unsteady-state 
experiments are described: the Welge method, the Johnson-Bossler-Naumann method, the 
Jories-Roszelle method, the Ramakrishnan-Cappiello method, and the Hagoort method. Each 
requires differentiation of pressure, volume, and/or time data. A summary is provided for 
each of the five methods. Brine displacements by gas in porous media were numerically 
simallated for the calculation examples. Simulated production data (Le., pressures, injected 
volumes of gas, 8 2 -  and brine flow rates, and produced volumes of gas and brine) were then 
processed using the data-reduction methods. The relative permeabilities obtained were 
compared with those input to the numerical model. A variety of operating conditions were 
simulated to determine the sensitivity of gadbrine flow and production behavior to rock-fluid 
properties. 

1.2 Organization of the Report 

Numerical models used to simulate unsteady-state experiments are described in Section 2. 
These models are one-dimensional, and the modeling techniques were taken from the literature 
on reservoir simulation. The results of a sensitivity study, essential to interpreting 
unsteady-state low-rate experiments with the numerical models, are also reported in Section 2. 
Finally, the literature about methods for obtaining relative permeabilities by matching 
observed productim history with numerical models is described. 

In Section 3 , conversion techniques for unsteady-state methods that require differentiation 
of dam are described. These are the most commonly reported techniques in the literature. For 
each method, a summary of the necessary calculations, an example of the calculations, and a 
theoretical justification are provided. 

Conclusions and recommendations for determining the relative permeabilities of 
anhydrite from the Salado Formation are presented in Section 4. 
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1.3 Background 

1.3.1 Steady-State Methods 

Within the classification of steady-state methods, four subgroups were identified in 
Christiansen and Howarth (1995): the multiple-core methods (also called the Perm State 
method), the high-rate methods, the stationary-liquid methods, and the uniform capillary 
pressure methods (also called the Hassler method). Christiansen and Howarth note (1995) that 
of the four methods the high-rate method is used most often. It is discussed below to illustrate 
its simplicity and provide background information. 

In the steady-state high-rate method, two fluids are displaced through a rock sample at 
constant rates that are sufficiently high to minimize the impact of capillary end effects on flow 
behavior. After pressure drop and saturation in the rock sample reach a constant value, the 
relative permeabilities for brine and gas are calculated using Equations 1 and 2: 

Thus, using viscosities of both fluids, sample dimensions, and intrinsic (single-phase) 
permeability, relative permeabilities can be calculated from the flow rates and pressure drops. 
The saturation of fluids in the rock sample is determined by weighing the sample or by 
measuring x-ray absorption. By injecting fluids in different flow-rate ratios, relative 
permeability can be determined as a function of saturation. 

Further discussion of steady-state experimental procedures and data reduction methods is 
found in Christiansen and Howarth (1995). Because of the simplicity of the data reduction 
process for steady-state experiments, the remainder of this report will describe the more 
complex process, data reduction methods for unsteady-state experiments. 
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1.3.2 Unsteady-State Methods 

Within the classification of unsteady-state methods, three subgroups were identified in 
Christiansen and Howarth (1995): high-rate methods, low-rate methods, and centrifuge 
methods. Of these, unsteady-state high-rate methods are the most commonly cited in the past 
20 years. The low-rate methods and the centrifuge methods are relatively new, appearing in 
the literature only within the past 10 years. To illustrate the differences in experimental 
process, data collection, and analysis between the steady-state and unsteady-state high-rate 
methods, the unsteady-state high-rate method is discussed below. 

In the unsteady-state high-rate method, a fluid is injected into a rock sample that is 
saturated with another fluid. Using iterative, trial-and-error techniques, the injection rate is 
maintained sufficiently high to minimize the impact of capillary end effects on flow behavior. 
Fingering and channeling could occur during any experiment, but the complications of these 
effects have largely been ignored in the two-phase relative permeability literature. The 
cumulative volume of injected fluid, the cumulative volumes of the produced fluids, and the 
pressure drop across the core are measured throughout the experiment. To obtain relative 
permeability relationships, dif1erentiation of the volume and pressure data is required. The 
data conversion process is substantially more complicated than that needed for steady-state 
experiments. Although it is more difficult to process the data, the unsteady-state high-rate 
experiment requires much less time to complete than the steady-state high-rate experiment. 
The amount of time saved depends on the intrinsic permeability of the individual core sample. 
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2.0 NUMERICAL MODELS, SENSITIVITY STUDY, AND HISTORY MATCHING 

Two one-dimensional, finite-difference models are described for simulating 
unsteady-state experiments. The first is for modeling constant pressure drop, high- and low- 
flow rate experiments; the second is for modeling constant-spin-rate centrifuge experiments. 
Using these two models, sensitivity to rock properties is demonstrated. The sensitivity 
analyses are important for understanding the effects of operating conditions and rock-fluid 
properties on experimental results. In addition, these models provide simulated production 
information for testing the data reduction procedures described in Section 3. The results of the 
analyses may be useful for planning experiments, and may be used to demonstrate the ability 
to measure relative permeability and capillary pressure with specific experiments. The 
numerical models may also be used to obtain relative permeability and capillary pressure 
information by matching the production histories (i.e., pressures, injected volumes of gas, gas 
and brine flow rates, and produced volumes of gas and brine) of unsteady-state experiments. 

2.1 Numerical Approach 

Two numerical simulation models, CONSTDPCPOEFLOOD and CENTRIFUGE, were 
developed to replicate the flow of fluids in a core-flooding experiment during primary 
displacement and in a centrifuge experiment during primary drainage, respectively. The 
models represent one-dimensional, two-phase flow in rock to simulate two-phase flow- 
displacement experiments. The models account for the mobility of both brine and gas, 
capillary effects, and gravitational acceleration parallel to the direction of flow. Two- 
dimensional effects such as bypassing caused by rock heterogeneity, viscous fingering, and 
gravitationally induced segregation of fluids were not modeled. 

A sequential numerical algorithm for solving the differential equations, referred to as 
“sequential solution with total velocity,” was taken from the literature (Mattax and Dalton, 
1990; Peaceman, 1977). The algorithm consists of two parts: solution of a differential 
pressure equation and solution of a differential saturation equation. Relative permeability and 
capillary pressure are evaluated in a semi-implicit manner for solution of the differential 
saturation equation as originally suggested by Spillette et al. (1986) and summarized by Mattax 
and Dalton (1990). The two models are described in Sections 2.1.1 and 2.1.2. Sections 2.1.3 
through 2.1.7 contain details regarding the development and application of the two models. 
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2.1.1 Constant Pressure Drop Experiment Numerical Simulation Model 

The constant pressure drop model, CONSTDPCPOEFLOOD, is a one-dimensional 
numerical simulation program that simulates a conventional core flooding experiment operated 
at a constant pressure drop for primary drainage given relative permeability and capillary 
pressure information, rock and fluid properties, and rock dimensions. At the beginning of 
simulation, a core is saturated with a fluid that will be displaced by another fluid, which is 
being injected into the core at a constant pressure drop. The experiment can continue up to a 
point where no more of the initial fluid can be produced at a particular injection rate. 

The solution technique used is described as a sequential solution with total velocity and is 
described by Mattax and Dalton (1990). The pressure equations are solved first for the 
displacing phase; then the saturation equations are solved for the change in displacing phase 
saturation. Relative permeability is taken at the old time step in the saturation equations while 
the capillary pressure is estimated in a semi-implicit manner in the saturation equations. 
Relative permeability and capillary pressure for the pressure equations are calculated from the 
current fluid saturation level using a Brooks-Corey relative permeability relationship, which is 
valid for primary drainage at any fluid saturation level. For the saturation equations, capillary 
pressure is estimated in a semi-implicit manner for the upcoming saturation change while 
relative permeability is calculated from the previous fluid saturation level. 

Relative permeability and capillary pressure are independent in this simulation and 
depend only on fluid saturations and the individual relationships built into the source code. 
Shape factors for the Brooks-Corey relationship are entered through an input data file, 
allowing calculation of relative permeability data at any fluid saturation level. The form of the 
relative permeability relationships is for primary drainage of a wetting phase fluid. Capillary 
pressure is modeled by Bentsen-Anli capillary pressure relationships built into the source code. 
The form of the capillary pressure relationship is also for primary drainage. Capillary 
pressure is calculated at all fluid saturation levels using shape factors for this relationship. 

The following assumptions are built into the CONSTDPCPOEFLOOD source code: 
(1) capillary pressure is zero outside the core; (2) the relative permeability of the injected 
phase is at its maximum at the inlet face of the core when the core flood begins; (3) the 
relative permeability of the displaced phase is zero at the inlet face when the core flood begins; 
(4) the rock and fluid compressibilities are assumed to be zero; and (5) the rock sample may be 
oriented in any direction. 



2.1.2 Centrifuge Experiment Numerical Simulation Model 

The centrifuge experiment model, CENTRIFUGE, is a one-dimensional numerical 
simulation program that simulates a centrifuge experiment operated at a constant spin rate for 
primary drainage given relative permeability and capillary pressure information, rock and fluid 
properties, and rock and centrifuge dimensions. At thebeginning of the simulation, a core is 
saturated with a fluid that will be displaced as centrifugal forces are applied at a specific spin 
rate. Another fluid, such as gas, will enter the core and replace the volume occupied by the 
displaced fluid. The experiment can continue up to a point where no more collection of an 
initial fluid can be achieved at a particular spin rate. 

The solution technique used in CENTRIFUGE is a sequential solution with total velocity 
as described by Mattax and Dalton (1990). In the first step, the pressure equations are solved 
for invading (in this case, gas) phase pressure. Next the saturation equations are solved for the 
change in displaced phase saturation. Relative permeability and capillary pressure for the 
phase equations are calculated from the current fluid saturation level. For the saturation 
equations, capillary pressure is estimated in a semi-implicit manner for the upcoming 
saturation change; relative permeability is calculated from the previous fluid saturation level. . 

Relative permeability and capillary pressure are independent in this simulation. They 
depend only on fluid saturations and the individual relationships that are used to model their 
behavior. Relative permeability is modeled by Brooks-Corey relative permeability 
relationships, which are built into the source code. Shape factors for this relationship are 
entered through an input data file, allowing relative permeability data to be calculated at any 
fluid saturation level. The form of the relative permeability relationships is for primary 
drainage of a wetting phase fluid. Capillary pressure is modeled by Bentsen-Anli capillary 
pressure relationships, which are also built into the source code. The form of the capillary 
pressure relationship is also for primary drainage. Capillary pressure is calculated at all fluid 
saturation levels using shape factors for this relationship. 

The following assumptions are built into the source code: (1) capillary pressure is zero 
outside the core; (2) the relative permeability of the injected phase is at its maximum at the 
inlet face of the core when the core flood begins; (3) the relative permeability of the displaced 
phase is zero at the inlet face when the core flood begins; (4) the rock and fluid 
compressibilities are assumed to be zero; and (5) the invading phase fluid can penetrate the 
core only to a distance that corresponds to the threshold pressure selected in the input file. 
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2.1.3 Derivation of Differential Pressure Equation 

The differential equations are derived here to provide an outline of the solution 
technique. The differential equation for pressure in the gas phase, which describes Darcy flow 
of gas and brine, will be derived first. 

Vb = - 

where 8 is measured counterclockwise from the horizontal, as shown in Figure 1. 

The sum of vg and vb gives the total velocity vT : 

- -  
'T - (5) 

For incompressible flow, the total flow rate does not depend on position at any one time, so: 

Usually gas flow is treated as compressible; however, if the pressure drop through a rock 
sample is small compared to the mean pressure, then the effect of expansion may be neglected 
(Johnson a al., 1959; Welge, 1952). For modeling centrifuge experiments, gas 
compressibility does not significantly affect the solution of the differential equations because 



TRI-6115-187-0 

Figure 1. Definition of Angle 8 relative to horizontal direction. 

pressure variations in the gas are small compared to the mean pressure. When modeling 
constant pressure drop or constant flow rate experiments, gas compressibility could be 
important if the pressure drop is large compared to the mean pressure. However, the effect of 
gas expansion on laboratory-measured gas relative permeability is largely ignored in the oil 
and gas industry. Gas compressibility has mixed effects on the results of differential data 
reduction procedures, as discussed in Section 3. The differential equation for pressure in the 
gas phase is obtained by combining Equations 5 and 6 with the definition of capillary pressure, 
P, = Pg - Pb. 

The finite-difference formulation of this equation is not shown; however, it was 
developed according to the recommendations of Mattax and Dalton (1990): relative 
permeabilities are calculated with upstream weighting. 



2.1.4 Derivation of Differential Saturation Equation 

The differential equation for the saturation of the brine phase is derived by starting with 
the differential material balance on the brine phase. 

asb avb + - + - = o  
at ax 

Substituting Darcy's expression for v b  from Equation 4, then yields 

(9) 

To obtain an expression for the pressure gradient in Equation 9, Equation 5 is combined 
with the definition of capillary pressure, P, = Pg- Pb , to obtain 

- v* - - 
ax  

Solving Equation 10 for pressure gradient in the brine phase yields Equation 11. 

Combining Equation 11 for the pressure gradient in the brine phase with Equation 9, yields 
Equation 12: 
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or, combining terms, yields 

p b  krg 

krb pg 

where M = - -. 

Again, the finite-difference formulation of this equation is not shown; however, it was 
developed according to the recommendations of Mattax and Dalton (1990). Relative 
permeabilities were calculated with upstream weighting. 

2.1 .5 Boundary Conditions 

For simulated experiments at gravitational acceleration, the inlet boundary conditions 
consisted of setting both the capillary pressure and relative permeability of the displaced phase 
(brine in all cases) to zero. The outlet capillary pressure was also set to zero. 

2.1.6 Size of Nodes and Time Steps 

The number of nodes in the models was varied from 10 to 50 during initial testing. It 
was determined in this testing that 40 nodes provided sufficient resolution (Le., with 40 or 
more nodes, identical results were obtained). The length of time steps was varied as necessary 
to obtain a stable solution and to provide the production information at convenient intervals to 
test the data reduction procedures. 



2.1.7 Features of Models for Centrifuge Experiments 

With minor changes, the above equations can be used for modeling displacements in a 
centrifuge experiment, shown schematically in Figure 2. Specifically, the acceleration terms 
in Darcy’s law must be expressed in terms of spin rate, a, and the radial distance R(x) from 
the center of spin to the position x in the model: 

Boundary conditions must also be adjusted for modeling centrifuge experiments. The 
capillary pressure at the outlet is set to zero, and the pressure gradient in the gas phase is set 
equal to pg a’ R.  

I 
I 

I 

Outside Radius. R, I 

I 
I Inside Radius, Ri I I 

I I 
I r -  -I 

I 
I 

I 
I 

I 
I 

I 

I 
h 

L I 
A 

I 

T 
\ 

Center 
of Spin 

Sample 

lRI-6115-188-0 

Figure 2. Critical dimensions for centrifuge experiment, where R = radius of core. 
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The gas phase pressure gradient corresponds to a rock sample that is surrounded by a 
stationary gas phase, as it is in a centrifuge experiment. This derivation assumes that the core 
is oriented horizontal to the direction of flow and that G? R(x) > >g. Descriptions of 
numerical models for centrifuge experiments are provided by O’Meara and Crump (1985), 
Firoozabadi and Aziz (1991), and Hirasaki et al. (1992). 

2.2. Sensitivity Analysis 

Sensitivity of the behavior of brine displaced by gas in a low-permeability rock is 
described in this section for constant pressure drop and centrifuge experiments. The constant 
pressure drop experiments were simulated at many different levels. Centrifuge experiments 
were simulated at different spin rates. In addition, intrinsic permeability, relative 
permeability, and capillary pressure were varied. The following representations of relative 
permeability and capillary pressure relationships (Brooks and Corey, 1966) were used: 

nb 

With these representations, the effect of variations in relative permeability can be 
assessed by changing krb,- and krg,-, the exponents nb and ng, or the end-point saturations, 
sg, and sbr. Consequences of variations in the capillary pressure can be assessed by varying 
the threshold pressure Pfh, the “span” pressure Psp, and the residual brine saturation, Sbr. 



2.2.1 Constant Pressure Drop Experiments 

Unsteady-state high-rate experiments used for determining relative permeability are often 
operated at constant pressure drop across the core, particularly when the displacing phase is a 
gas. As described in Christiansen and Howarth (1995), the gas is typically introduced to the 
upstream face of the rock sample from a pressure regulator, and it is withdrawn at the 
downstream face through a back-pressure regulator. Using iterative, trial-and-error 
techniques, the injection rate is maintained sufficiently high to minimize the impact of 
capillary end-effects on flow behavior. Fingering and channeling could occur during any 
expvkent, but the complications of these effects have largely been ignored in the two-phase 
reaL permeability literature. Although the pressure drop is constant, the gas flow rate 
var ,"nroughout the experiment in response to the propagating saturation profiles and the 
associated rock-fluid properties. The flow rate of the gas can be measured by mass-flow 
meters, by gas accumulators, or other methods. The cumulative volume of injected fluid, the 
cumulative volumes of the produced fluids, and the pressure drop across the core are measured 
throughout the experiment. 

Simulated production of brine displaced by gas from a low-permeability rock is shown in 
Fimre 3a for five experiments operating at different pressure drops. For each simulated 
ex,xriment, brine production approaches a plateau after many pore volumes of gas injection. 
For low pressure drop experiments, brine is retained in the rock sample by capillary end 
effects. As pressure drop increases, retention of brine by capillary end effects diminishes. 
Examples of simulated saturation profiles for a pressure drop of 20 atm are shown in Figure 
3b. The profile for simulated time of 400,000 seconds (approximately 4.6 days) is almost 
constant at a brine saturation of 0.20 except near the outlet end of the sample. The small 
upward curve in the saturation profile near the outlet results from capillary end (boundary) 
effects. 

Retention by capillary end effects is assumed to be negligible for data reduction 
procedures such as the Welge, Johnson-Bossler-Naumann (JBN) method, and Jones-Roszelle 
methods. Therefore, a sufficiently large pressure drop must be applied in experiments for 
which data will be processed using these methods. One can imagine doing a sequence of 
experiments at increasing pressure drop similar to those of Figure 3a to determine a pressure 
drop for which brine production is not influenced by capillary end effects. For the simulations 
of Figure 3a, capillary end effects are negligible for pressure drops greater than 5 am. 
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Figure 3a. Sensitivity of brine production to pressure drop. Simulations of constant pressure 
drop and horizontal displacements. Rock properties: k = 0.01 md, krb,max = 
krg,max = 1, nb = ng = 1.75, Sbr = 0.2, Sgc = 0.1, and Pth = Psp = 0.1 atm. 
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Figure 3b. Evolution of saturation profiles for pressure drop = 20 atm. Simulations of 
constant pressure drop and horizontal displacements. Rock properties: k = 0.01 md, 

atm. 
krb,max = krg,max = 1, nb = ng = 1.75, Sbr = 0.2, Sgc = 0.1, and Pth = Psp = 0.1 
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Figure 3c. Time dependence of brine production. Simulations of constant pressure drop and 

nb = .?g = 1.75, s b ,  = 0.2, Sgc = 0.1, and Pth = Psp = 0.1 am.  
horizontal displacements. Rock properties: k = 0.01 md, krb,- = krg,- = 1, 

The simulated brine production data of Figure 3a are replotted in Figure 3c as a function 
of time. For a pressure drop equal to 20 am,  the volume of brine produced reaches a plateau 
after an elapsed time of one million seconds, or about 12 days. For a 0.15-atm pressure drop, 
more than 120 days are required for the produced brine volume to reach a plateau. Operating 
at large pressure drops is essential for completing displacements in an acceptable length of time 
for low-permeability rock samples. 

In Figures 4a to 4, the effects of variations in the relative permeability relationships are 
shown for simulations in which capillary end effects were eliminated. These figures show that 
brine production is sensitive to all the parameters of the relative Permeability relationships of 
Equations 16 and 17. The cumulative volume of displaced brine for infinite injection volume 
depends on the residual brine saturation Sbf. In Figures 4a, 4b, and k, sbr  is constant, and the 
cumulative brine production converges to the same value for large volumes of gas injection. 
In Figure 4d, production behavior for two values of s b f  is contrasted. 

For the low-pressure drop simulations in Figures 4e and 4f, capillary end effects were 
included. Variations in the threshold pressure Pth and “span” pressure Psp in Equation 18 lead 
to divergence of the production behavior with increasing injection. 
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Figure 4a. Sensitivity of brine production to relative permeabilities parameters (krb,ma) and 
(krg,max). Simulations of vertical displacements with constant pressure drop. 
Rock properties (except as noted): k = 0.01 md, krb,max = krg,max = 1, nb = ng = 
1.75, Sbr = 0.2, Sgc = 0.1, and Pth = Psp = 0.0 atm. 
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Figure 4b. Sensitivity of brine production to exponents nb and ng. Simulations of vertical 
displacements with constant pressure drop. Rock properties (except as noted): k = 
0.01 md, krb,max = krg,max = 1, nb = ng = 1.75, Sbr = 0.2, Sgc = 0.1, and Pth = 
Psp = 0.0 atm. 
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Figure 4c. More sensitivity of brine production to exponents nb and ng. Simulations of 
vertical displacements with constant pressure drop. Rock properties (except as 
noted): k = 0.01 md, krb,max = krg,max = 1, nb = ng = 1.75, Sbr = 0.2, Sgc = 0.1, 
and Pth = Psp = 0.0 atm. 
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Figure 4d. Sensitivity of brine production to Sbr. Simulations of vertical displacements with 
constant pressure drop. Rock properties (except as noted): k = 0.01 md, krb,max = 
krg,m= = 1, nb = ng = 1.75, Sbr = 0.2, Sgc = 0.1, and Pth = Psp = 0.0 atm. 
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Figure 4e. Sensitivity of brine production to Pth and Psp. Simulations of vertical 
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Figure 4f. More sensitivity of brine production to Pth and Psp. Simulations of vertical 
displacements with constant pressure drop. Rock properties (except as noted): k = 
0.01 md, krb ,ma = krg ,ma = 1, nb = ng = 1.75, Sbr = 0.2, Sgc = 0.1, and Pth = 
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2.2.2 Centrifuge Experiments 

In the literature of the past 10 years, increasing use of centrifuge methods for measuring 
relative permeability relationships was observed by Christiansen and Howarth (1995). 
Centrifuge methods can provide results quickly, and the centrifuge displacement is a 
gravity-stable displacement, free from effects of viscous fingering, In unsteady-state high-rate 
or low-rate methods, viscous fingering may occur. Although an often ignored phenomenon, 
viscous fingering is undesirable because it complicates the interpretation of experiments. 

The production behavior of simulated centrifuge experiments shows many similarities to 
the simulated constant-pressure-drop experiments discussed in Section 2.2.1. In constant- 
pressure-drop experiments, the capillary end effects can be reduced by increasing the pressure 
drop as shown in Figure 3a. In a centrifuge experiment, capillary end-effects can be reduced 
by increasing the spin rate as shown in Figure 5a. At 1000 rpm the average residual brine 
sawation is about 0.36, while at 3000 rpm it is about 0.22. In Figure 5b, the evolution of 
brine saturation profiles for the 3000 rpm example in Figure 5a is shown. After 10,OOO 
seconds of simulation, the brine saturation profile changes very little. At this elapsed time, 
eqtiiibrium between centrifugal forces and capillary forces is established. 

Figures 6a to 6e show the dependence of produced brine volume on changes in rock-fluid 
properties for simulated centrifuge experiments at 3000 rpm. Figure 6a shows that the time 
needed to complete a centrifuge experiment depends on the permeability of the rock sample: 
for a constant spin rate, as permeability decreases, the time required to complete a centrifuge 
experiment increases. The longest time needed for the experiments of Figures 6a to 6e is 
about 100,000 seconds, or about 28 hours. To decrease the required time, the centrifuge spin 
rate may be increased. By doubling the spin rate, the required time decreases by a factor of 
four, as demonstrated qualitatively by the three examples in Figure 5a. Figures 6b, 6c, and 6d 
show that the brine production history is sensitive to the parameters of brine relative 
permeability but not to gas relative permeability because the pressure difference in the gas 
phase cannot be measured, a result of its low viscosity. Therefore, centrifuge experiments 
operated according to current practice cannot produce gas relative permeability relationships. 
If a means for injecting gas at a measurable flow rate and pressure drop were added to a 
centrifuge, then gas relative permeability could be measured. In some test laboratories, the 
gas relative permeability of high permeability cores is measured at the completion of each spin 
rate by removing the core from the centrifuge and measuring permeability in a separate 
apparatus using the steady-state method. 
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Figure 5a. Sensitivity of brine production to reduction of capillary end effects by increasing 
the spin rate. Simulations of constant spin rate centrifuge displacements. Rock 
properties: k = 0.1 md, krb,ma = krg,max = 1, nb = ng = 1.75, Sbr = 0.2, Sgc = 
0.1, and Pth = Psp = 0.2 atm. Geometric dimensions of centrifuge experiment: 
radius to inlet face of rock = 10.16 cm, length of rock = 10.16 cm. 
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Figure 5b. Evolution of saturation profiles for spin rate of 3000 rpm. Simulations of constant 
spin rate centrifuge displacements. Rock properties: k = 0.1 md, k&,- = 
krg,max = 1, nb = ng = 1.75, Sbr = 0.2, Sgc = 0.1, and Pth = Psp = 0.2 atm. 
Geometric dimensions of centrifuge experiment: radius to inlet face of rock = 
10.16 cm, length of rock = 10.16 cm. 
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Figure 6a. Sensitivity of brine production to absolute permeability of sample (k). Simulations 
of centrifuge displacements with constant spin rate of 3000 rpm. Rock properties 
(except as noted): k = 0.1 md, krb,ma = krg,ma = 1, nb = ng = 1.75, Sbr = 0.2, 
Sgc = 0.1, and Pth = Psp = 0.1 atm. Geometric dimensions of centrifuge 
experiment: radius to inlet face of rock = 10.16 cm, length of rock = 10.16 cm. 
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Figure 6b. Sensitivity of brine production to relative permeability parameters (krb,ma) and 
(krg,ma). Simulations of centrifuge displacements with constant spin rate of 3000 
rpm. Rock properties (except as noted): k = 0.1 md, &,ma = krg,ma = 1, nb = 
ng = 1.75, Sbr = 0.2, Sgc = 0.1, and Pth = Psp = 0.1 atm. Geometric dimensions 
of centrifuge experiment: radius to inlet face of rock = 10.16 cm, length of rock = 
10.16 cm. 
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Figure 6c. Sensitivity of brine production to exponents nb and ng. Simulations of centrifuge 
displacements with constant spin rate of 3000 rpm. Rock properties (except as 
noted): k = 0.1 md, krb,max = krg,max = 1, nb = ng = 1.75, Sbr = 0.2, Sgc = 0.1, 
and Pth = Psp = 0.1 atm. Geometric dimensions of centrifuge experiment: radius to 
inlet face of rock = 10.16 cm, length of rock = 10.16 cm. 
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Figure 6d. More sensitivity of brine production to exponents nb and ng . Simulations of 
centrifuge displacements with constant spin rate of 3000 rpm. Rock properties 
(except as noted): k = 0.1 md, krb,max = krg,m= = 1, nb = ng = 1.75, Sbr = 0.2, 
Sgc = 0.1, and Pth = Psp = 0.1 atm. Geometric dimensions of centrifuge 
experiment: radius to inlet face of rock = 10.16 cm, length of rock = 10.16 cm 
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Figure 6e. Sensitivity of brine production to Sbr. Simulations of centrifuge displacements with 
constant spin rate of 3000 rpm. Rock properties (except as noted): k = 0.1 md, 
krb,- - krS,- = 1, nb = ng = 1.75, S,, = 0.2, Sgc = 0.1, and Pth = Psp = 0.1 
am.  Geometric dimensions of centrifuge experiment: radius to inlet face of rock 
= 10.16 cm, length of rock = 10.16 cm. 
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To understand the four production histories shown in Figure 6d, consider the series of 
brine saturation profiles shown in Figures 7a to 7d. The brine saturation profile for the 
longest elapsed time approximates the profile that would be observed at infinite elapsed time 
and reflects a balance of the capillary forces and the centrifugal forces. The profile 
development for each simulation is unique. However, because the capillary pressure 
relationship is the same for the four simulations, the longest elapsed time saturation profiles 
are the same. The profile development in Figure 7a is quite different from that in Figure 7b, 
but the differences in corresponding brine production histories in Figure 6d are negligible. 
Saturation profiles for the four simulations are compared at equal elapsed times in Figures 8a 
and 8b, which show that the profiles are not sensitive to ng or kg, especially at longer elapsed 
times (Figure 8b). In Figure 8b, the curves for nb=4.0, ng =1.75 and nb=4.0, ng=4.0 
overlie each other. Similarly, the curves for nb=1.75, ng =1.75 and nb=1.75, ng=4.0 
overlie each other. 
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Figure 7a. Evolution of saturation profiles for simulations of centrifuge displacements with 
constant spin rate of 3000 rpm for nb = 1.75 and ng = 4.00. Rock properties: k = 
0.1 md, krb,max = krg,max = 1,  Sbr = 0.2, Sgc = 0.1, and Pth = Psp = 0.1 atm. 
Geometric dimensions of centrifuge experiment: radius to inlet face of rock = 10.16 
cm, length of rock = 10.16 cm. 
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Figure 7b. Evolution of saturation profiles for simulations of centrifuge displacements with 
constant spin rate of 3000 rpm for nb = 1.75 and ng = 1.75. Rock properties: k = 
0.1 md, krb,max = krg,max = 1, Sbr = 0.2, Sgc = 0.1, and Pth = Psp = 0.1 atm. 
Geometric dimensions of centrifuge experiment: radius to inlet face of rock = 10.16 
cm, length of rock = 10.16 cm. 
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Figure 7c. Evolution of saturation profiles for simulations of centrifuge displacements with 
constant spin rate of 3000 rpm for nb = 4.00 and ng = 1.75. Rock properties: k = 
0.1 md, krb,max = krg,max = 1, Sbr = 0.2, Sgc = 0.1, and Pth = Psp = 0.1 atm. 
Geometric dimensions of centrifuge experiment: radius to inlet face of rock = 10.16 
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Figure 7d. Evolution of saturation profiles for simulations of centrifuge displacements with 
constant spin rate of 3000 rpm for nb = 4.00 and ng = 4.00. Rock properties: k = 
0.1 md, krb,max = krg,max = 1,  Sbr = 0.2, Sgc = 0.1, and Pth = Psp = 0.1 atm. 
Geometric dimensions of centrifuge experiment: radius to inlet face of rock = 10.16 
cm, length of rock = 10.16 cm. 
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Figure 8a. Comparison of saturation profiles for simulations of centrifuge displacements with 
constant spin rate of 3000 rpm and elapsed time of 500 seconds. Rock properties: k 
= 0.1 md, krb,ma = krg,ma = 1,  Sbr = 0.2, Sgc = 0.1, and Pth = Psp = 0.1 atm. 
Geometric dimensions of Centrifuge experiment: radius to inlet face of rock = 10.16 
cm, length of rock = 10.16 cm. 
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Figure 8b. Comparison of saturation profiles for simulations of centrifuge displacements with 
constant spin rate of 3000 rpm and elapsed time of 2500 seconds. Rock properties: 

Geometric dimensions of centrifuge experiment: radius to inlet face of rock = 10.16 
cm, length of rock = 10.16 cm 

k = 0.1 md, krb,max = krg,max = 1,  Sbr = 0.2, Sgc = 0.1, and Pth = Psp = 0.1 atm. 
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Figures 9 and 10a show brine production histories for simulated centrifuge experiments at 
lo00 and 2000 rpm. In these two figures, the parameters of the capillary pressure relationship 
are varied from low to high values. As Ph and Psp increase, the cumulative volume of 
produced brine decreases. With increasing Psp , the final saturation profiles of Figure lob 
show greater brine retention. 

2.3 Relative Permeability by History Matching 

The history-match phase of the simulation entails a sequence of model runs in which 
input description parmcters are altered to improve the agreement between model results and 
observed behavior (i.e., production data such as volumes, rates, and cumulative volumes). 
History matching is a trial-and-error procedure that requires considerable engineering 
judgment and experience (Coats, 1987). A thorough literature review of the use of history 
matching to estimate relative permeability was not included in Christiansen and Howarth 
(1995); therefore it is included in this report for completeness. 
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Figure 9. Sensitivity to Pth and Psp for simulations of centrifuge displacements with constant 
spin rate of lo00 rpm. Rock properties: k = 0.1 md, k,+,- = krg,- = 1, nb = ng 
= 1.75, S,, = 0.2, Sgc = 0. Geometric dimensions of centrifuge experiment: 
radius to inlet face of rock = 10.14 cm, length of rock = 10.16 cm. 
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Figure loa. Production histories for different Psp. Sensitivity to Psp for simulations of 
centrifuge displacements with constant spin rate of 2000 rpm. Rock properties: k = 
0.1 md, krb,mm = krg,m= = 1, nb = ng = 1.75, Sbr = 0.2, Sgc = 0.1, Pth = 1.0 
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Figure lob. Final saturation profiles for different Psp. Sensitivity to Psp for simulations of 
centrifuge displacements with constant spin rate of 2000 rpm. Rock properties: k = 
0.1 md, krb,ma = krg,mm = 1, nb = ng = 1.75, Sbr = 0.2, Sgc = 0.1, Pth = 1.0 
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2.3.1 Background 

Archer and Wong (1973) were first to document history matching with a numerical 
simulator for measurement of relative permeability. Capillary effects were not included in 
their simulator. To obtain a match to the production behavior of an experiment, they manually 
adjusted the relative permeability relationships. For heterogeneous samples, Archer and Wong 
concluded that the history-matching approach was more accurate than the Johnson-Bossler- 
Naumann (JBN) approach, which is described in Section 3.1.2. 

Sigmund and McCaffery (1979) and Batycky et al. (1981) reported success using 
numerical models that included capillary effects for determining relative permeabilities from 
unsteady-state low-rate displacements. In their simulators, relative permeabilities were 
represented by expressions qualitatively similar to Equations 16 and 17. The parameters of the 
relative permeability expressions were adjusted by a nonlinear least-squares routine to obtain a 
match with experimental data. Qadeer et al. (1988), Jennings et al. (1988), and Fassihi (1989) 
used similar approaches. 

Rather than using expressions like Equations 16, 17, and 18, Kerig and Watson (1986; 
1987), and Watson et al. (1988) chose to represent relative permeabilities with spline 
functions. With spline functions, the shapes of the relative permeability relationships obtained 
by nonlinear regression are not constrained to a single arbitrarily chosen function and therefore 
a higher quality of fit is obtained. 

Capillary pressure information is most strongly represented by the asymptotic production 
behavior that occurs after many pore volumes are injected. To reduce the required 
experimental time without losing essential asymptotic information, Hyman et al. (1991a and b; 
1992) and Ohen et al. (1991) proposed a procedure for extrapolating data from shortened 
experiments. They used a simulator to match the observed data and the extrapolated behavior 
by varying the parameters of capillary pressure and relative permeability expressions of the 
form suggested by Brooks and Corey (1966). 

Other researchers have explored interesting variations on the approaches described above. 
MacMillan (1987) used nonlinear programming methods to match just the volumetric 
production data with a numerical simulator. Lai and Brandt (1988) matched only the pressure 
history. Civan and Donaldson (1989) described a semianalytic approach to determining 
relative permeability by history matching. The method used by Udegbunam (1991) is similar 
to that of Civan and Donaldson (1989). 
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History matching can be accomplished by either manual or automated adjustment of the 
relative permeability and capillary pressure relationships. Firoozabadi and AziZ (1991) 
matched production behavior using nonlinear regression on the parameters of relationships 
similar to those of Equations 16, 17, and 18 that were incorporated into a numerical model of 
the centrifuge process. Nordtvedt et al. (1993) used the Marquardt-Levenberg algorithm to 
adjust B-spline representations of relative permeability and capillary pressure. 

2.3.2 Unsteady-State Low-Rate Experiments 

The volumetric, pressure drop, and flow rate performance of unsteady-state low-rate 
experiments can be matched by adjusting the relationships for relative permeability and 
capillary pressure in a numerical simulator that properly accounts for capillary end-effects. 
The accuracy of this history matching approach depends on the sensitivity of production 
behavior to both relationships. As shown in Figures 4a through 4f, changes in relative 
permeability shift the production behavior horizontally along the “Pore Volume Injected” axis. 
Changes in the capillary pressure relationship also shift the production behavior horizontally, 
but more strongly shift production vertically along the “Pore Volume Displaced” axis. The 
vertical shift is most evident in the asymptotic behavior for large volumes of injected fluid. 
These simulations indicate that produced volumes, pressure drop, and flow rate data for large 
injected volumes are needed to obtain relative permeability and capillary pressure information 
from the same low-rate experiment. 

2.3.3 Centrifuge Experiments 

The production behavior of centrifuge experiments can be matched by adjusting the 
relative permeability and capillary pressure relationships of a numerical model. The success of 
centrifuge methods depends on the sensitivity of production behavior to both relationships. As 
shown in Figures 6b through 6e, changes in relative permeability cause a shift in the 
production behavior to the left or right along the time axis. Changes in the capillary pressure 
relationship shift the production behavior vertically along the Pore Volume Displaced axis, as 
shown in Figures 9, loa, and lob. The vertical shift, which reflects increased production or 
increased production rate, is most evident in the asymptotic behavior at late time. O’Meara 
and Crump (1985) concluded that centrifuge experiments that measure both early transient 
behavior and late asymptotic behavior are needed to obtain relative permeability and capillary 
pressure information. Firoozabadi and Aziz (1991) concluded that relative permeability and 
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capillary pressure relationships cannot be uniquely determined when asymptotic production 
behavior at long centrifuge times is not available. 



3.0 DIFFERENTIAL DATA REDUCTION METHODS 

In the oil and gas literature, unsteady-state methods, particularly those at high flow rate, 
are the most often reported methods for measuring relative permeability (Christiansen and 
Howarth, 1995). Although high-rate unsteady-state experiments take less time to complete 
than the steady-state experiments, conversion of the experimental data to relative permeability 
relationships is more complicated. In the following discussion, the data reduction methods for 
unsteady-state experiments are described in detail; all require differentiation of experimental 
data. First the methods for reducing data from unsteady-state high-rate experiments are 
described, including the Welge, Johnson-Bossler-Naumann, and Jones-Roszelle methods. 
Next the Ramakrishnan-Cappiello method for low-rate experiments is described. Finally the 
Hagoort method and a new modification of the Hagoort method for conversion of 
unsteady-state data from a centrifuge are described. 

As shown in Table 1, the relationship resulting from data processing depends on the 
method used. For example, the Welge method gives a gas-brine relative permeability ratio, 
whereas the Ramakrishnan-Cappiello method gives relationships for gas relative permeability 
and capillary pressure. Each of the methods in Table 1 is described in this section, including a 
brief summary of the method, application of the method with an example, and derivation of 
the theoretical basis. The numerical models described in Section 2 provided the raw data for 
the example calculations. The rock properties used in the models were selected to approximate 
those of Salad0 anhydrite. 

Table 1. Differential Data Reduction Methods for Unsteady-State Experiments 

Method I Date I Results of Method 



3.1 High-Rate Experiments 

3.1.1 Welge Method 

Welge derived a procedure for obtaining relative permeability ratio kr/krb as a function of 
saturation from unsteady-state high-rate displacement data. The method requires 
differentiation of fluid production data to estimate the permeability ratio and fluid saturation at 
the outlet face of a porous medium. 

To use the Welge method, the volumes of fluids produced as a function of the volume of 
injected fluid are required. For example, consider gas injection into an initially brine-saturated 
porous medium. The gas may be injected at either constant pressure drop or constant rate as 
long as the rate of flow is sufficient to overwhelm capillary end effects. By running several 
experiments at increasing pressure drops or flow rates, one can determine if capillary end 
effects are negligible by plotting all the production data versus pore volume injected on a 
single graph. If capillary end effects can be neglected, the data for the separate tests will be 
superimposed. 

After satisfactory production data are obtained, the ratio kr/krb and brine saturation can 
be calculated by differentiation of the data. In the following discussion, the calculations for 
the method are summarized, followed by an example calculation and a detailed derivation. 

3.1 . l  . l  Summary of the Method 

The Welge method consists of two main steps. First the saturation at the outlet end of 
the rock sample is calculated: 

dQbp  

'Qgi  
where hL = -. 

Average gas saturation, q,  is equal to the fractional pore volume of produced brine 

Preferably, pressure drop is small compared to the mean operating pressure for experiments 
intended for gas relative permeability measurement. If pressure drop is small compared to the 



mean operating pressure, Qgj may be estimated by converting the injected volume to the mean 
operating pressure drop in a rock sample (Welge, 1952). However, for experiments operated 
with a constant pressure drop, gas expansion will not affect the outcome of Equation 19 
because Qgj appears implicitly in the numerator and denominator of the product Qg&. For 
constant pressure-drop experiments, the uncertainty in Qgj could be represented by a 
proportionality constant, which would cancel out the same constant in the denominator. 

Second the relative permeability ratio, k,Jkrb, at the outlet of the rock sample is 
calculated using Equation 20: 

Unlike Equation 19, Equation 20 is sensitive to the uncertainty in the volume of injected 
gas as it expands from the injection pressure to the production pressure. Therefore 
experiments should be designed and run with a slightly lower pressure than the mean operating 
pressure in order to obtain satisfactory results with Equation 20. In the oil and gas industry, 
the consequences of gas expansion are generally ignored; other uncertainties, such as 
heterogeneity and fingering effects, are considered more important. 

3.1.1.2 Example 

As noted in Table 1, application of the Welge method results in the relative permeability 
ratio, which is sufficient for modeling flow through porous media when capillary effects and 
gravitational segregation of fluids are neglected. For many other applications, the relative 
permeability ratio does not provide sufficient information for accurate modeling. 

To clarify the use of this data-reduction method and demonstrate its viability, gas-brine 
displacements were simulated numerically for a variety of conditions using the models 
described in Section 2. An example of simulated production data required for Welge’s method 
is shown in Figure 11. In addition to these data, gas and brine viscosity are also required. 
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Figure 11. Simulated production data needed for Welge method of data reduction. Brine 
production for vertical displacement with constant pressure drop = 20 am.  Rock 
properties: k = 0.01 md, krb,= = krg,- = 1, nb = ng = 1.75, S,, = 0.2, Sg. = 
0.1, and Pth = Psp = 0.0 atm. 

Using production and injection data as shown in Figure 11, the saturation at the outlet 
face and the relative permeability ratio can be calculated using Equations 19 and 20. Because 
data must be differentiated, experimental error is magnified in applying Equations 19 and 20. 
Many researchers fit a smooth curve to the production data (Collins, 1961), then differentiate 
the curve. Although this approach smooths the data, the resulting saturations and relative 
permeability ratios will depend on the choice of the smoothing function. For simulated 
production data like that shown in Table 2, smoothing is not an important issue. The data in 
the table are numerically differentiated using an expression for nonequally spaced data (Chapra 
and Canale, 1988; Wylie, 1975). 
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Equation 21 is obtained by differentiating a second-order Lagrange interpolating 
polynomial for the three points q2, xj ,  and 

The results from applying the Welge method to the numerically generated data are 
compared in Figure 12 with the ratio of relative permeabilities that were input for the 
numerical model. The agreement between the input and the estimated values is good. 

Table 2. Example of Welge Data Reduction Method 

Simulator Input Data 
Pressure Drop: 20 atm Rock Properties Fluid Properties 

Rock Dimensions @ = 0.01 pg = 0.001 g/cm3 

R = 5.08 cm 

Definitions of Table Headings 
Qgi = Pore volumes of gas injected 
Qbp = Pore volumes of brine produced 

f b L  = Fractional flow of brine at outlet kl&/krbL = Relative permeability ratio at 

k =  0.01 md p b  = 1.0 g/cm3 

L = 30.48 cm nb = ng = 1.75 pb = 1.0 cp 
s,, = 0.2, sgc = 0.1 pg = 0.015 cp 
Pfh = Psp = 0 

SgL 

SM 
= Saturation of gas at outlet 
= Saturation of brine at outlet 

outlet 

Qgi 
0.2697 
0.3182 
0.3721 
0.4315 
0.4964 
0.5669 
0.6430 
0.7249 
0.8125 
0.9060 

QbP f b L  sbL S g L  k - ~ k ~  
0.2534 
0.2642 0.2068 0.8016 0.1984 0.0575 
0.2744 0.1785 0.7920 0.2080 0.0690 

0.2939 0.1402 0.7757 0.2243 0.0920 
0.3032 0.1260 0.7682 0.2318 0.1041 
0.3123 0.1137 0.7608 0.2392 0.1169 
0.3211 0.1030 0.7535 0.2465 0.1307 
0.3297 0.0941 0.7468 0.2532 0.1443 
0.3381 

0.2843 0.1577 0.7838 0.2162 0.0801 I 
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Figure 12. Comparison of results of Welge method and relative permeabilities input to 
numerical model. 

3.1 .1.3 Derivation 

The derivation of this method consists of three steps. First, the Buckley-Leverett 
expression (Dake, 1978; Willhite, 1986; and Collins, 1961) is derived from a differential mass 
balance. Second, the Buckley-Leverett expression is used to develop muation 19 for average 
saturation. Third, Equation 20 for the relative permeability ratio k,$kb is obtained. 

BUCKLEY-LEVERET EXPRESSION 

The starting point for deriving the Buckley-Leverett expression is a differential gas 
balance for a one-dimensional volume element in a porous medium: 

where the interstitial velocity, u, is equal to the Darcy velocity, v, divided by porosity, 4. 
Equation 22 can be modified by recognizing that 



Then Equation 22 can be rearranged to yield Equation 24, which gives the velocity at which a 
gas saturation propagates through the porous medium. 

(2) X 

(2) t 

U 
I 

f u f g  

Equation 24 can be integrated to obtain the Buckley-Leverett expression: 

, 
xsg = ufg  t (25) 

Equation 25 describes the position, xsg, at which a saturation, Sg, is found after elapsed t h e ,  t. 
The derivative of the fractional flow relationship is evaluated at Sg. By replacing xsg with the 
length of the porous medium, a relation between time, tsgL, and saturation, SgL, at the outlet of 
the sample is obtained: 

AVERAGE SATURATION 

In the second step of the derivation of the Welge method, the average saturation is 
calculated by integrating the saturation profile over the length of the porous medium with the 
assumption that flow is one-dimensional: 

- l L  sg = -ISg dx 
Lo 



Next, the variable of integration is changed from x to f’p using the differential of the Buckley- 

Leverett expression of Equation 25 at constant time t: 

dx = 1i.m (xsg+Asg - X s g )  
Asg- 0 

Then changing the variable of integration from x to&, and substituting for L using 
Equation 26, 

Integrating by parts, 

J& JgL 

L 

0 
f dfg dsB 

- = sgL - - 
fgL 

Then, by evaluating the right-most integral of Equation 30, 

- f& - 1 sg = S& - 
f& 

Equation 31 can be simplified by first rearranging Equation 26, 
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and recognizing that utlL equals the pore volumes of gas injected, Qgi. Substituting Equation 
32 into Equation 31 yields 

or 

S gL = - QgifbL 

The fractional flow of brine, & ,at the outlet can be expressed as a derivative of the pore 
volume of produced brine, Qbp, with respect to the pore volume of gas injected, Qgi: 

fbL. = - 
dQ@ 

(33) 

(34) 

(35) 

J2quations 34 and 35 are the desired results for this step of the derivation. With Equation 34, 
the saturation of gas at the outlet of the porous medium can be calculated from experimentally 
observed production and injection volumes. 

RELATIVE PERMEABILITY RATIO 

The objective of the third step in the derivation of the Welge method is to obtain an 
expression for the relative permeability ratio krgL/krbL. This objective is easily obtained because 
the fractional flow of brine, fbL, at the outlet of the porous medium can be written in terms of 
the viscosity ratio and the relative permeability ratio, provided that capillary effects and 
gravity effects are negligible. At sufficiently high flow rates or pressure drop across the 
porous medium, capillary effects and gravity effects become negligible. Then at the outlet, 

1 
fbL = 

p b  krgL 

krbL p g  
1 +  (34) 



By rearranging this equation, the desired expression for the relative permeability ratio 
krJkrb is obtained: 

3.1.2 Johnson-Bossler-Naumann Method 

The method developed by Johnson, Bossler, and Naumann (1959) is the most commonly 
used data reductic inethod for obtaining relative permeability relationships from unsteady- 
state data. This method (referred to throughout the literature as the JBN method) is used to 
calculate relative permeabilities for each phase. Similar to the Welge method, differentiation 
of data is required and negligible capillary end effects are assumed when using the JBN 
method: 

To apply the JBN method, information on pore volumes of fluids injected and produced, 
the pressure drop across the porous medium, and fluid viscosities is needed. Gas may be 
injected into an initially brine-saturated porous medium either at constant pressure drop or 
constant rate as long as the flow rate is sufficient to overcome capillary end effects. As 
discussed for the Welge method, displacements for a series of experiments at increasing flow 
rates or pressure drops should be compared to ensure that capillary end effects are not 
affecting the production data. 

After satisfactory production and pressure drop data are obtained, the relative 
permeabilities, krg and krb, and brine saturation can be calculated by differentiation of the data. 
In the following discussion, the calculations for the method will be summarized, followed by 
an example calculation and a detailed derivation. 

. 

3.1.2.1 Summary of the Method 

The JBN method can be summarized in three steps. First the gas saturation at the outlet 
face of the rock sample is obtained by Equation 19 of the Welge method: 



dQbp 

'Qgi 
where fbL  = -. 

Second the relative permeability at the outlet of the rock sample is obtained by a differentiation 
involving the relative injectivity I,: 

f - 
krbL - krb,rnax bL (39) 

In this case, k,b,- is the relative permeability of the displaced phase at its initial 
saturation, measured relative to the intrinsic or total permeability of the rock. If the rock 
sample is initially 100% saturated with brine, then k,,,, is equal to one. The relative 
injectivity, I,, is defined as the ratio of v/AP at the current time to (v/AP)b just before the 

start of injection of the gas phase when the rock is completely saturated with brine: 

(v/AP ) I? = 
('IAp ) b  

In the final step, the relative permeability of the gas at the outlet face of the rock sample is 
calculated: 

Equation 39 for k,bL can be simplified using the definition of hL: 



As indicated in the example calculation below, Equation 42 provides results equivalent to 
Equation 39 suggested by Johnson et al. (1959). To implement Equation 39, data must be 
differentiated twice: once to computef,, and once to compute the derivative. 

Tao and Watson (1984a; 1984b) investigated the accuracy of the JBN method with 
respect to propagation of experimental errors and to the numerical algorithm for calculating 
derivatives of the data. As noted in the summary of the Welge method, pressure drop should 
be small compared to the mean operating pressure for experiments intended for gas relative 
permeability measurement (Johnson et al., 1959). The value of Qgi is estimated by converting 
the injected volume to the mean operating pressure in a rock sample. Although gas expansion 
does not affect Equation 38, Equations 39, 41 and 42 are sensitive to gas expansion effects. 

3.1.2.2 Example 

If, in addition to the production data shown in Figure 11, velocity data at constant 
pressure drop, as shown in Figure 13, are also available, relative injectivity can be calculated. 
The relative permeabilities can then be estimated using the viscosities of the gas and brine, as 
outlined above. Application of the JBN method is demonstrated in this section by applying it 
to production and velocity data from numerical simulation of a displacement experiment. 

In Table 3, a portion of the production and velocity data from Figures 11 and 13 is 
listed. The data are processed using Equations 38 through 41 of the JBN method. The data 
are differentiated with Equation 21. In Figure 14, the results of the method compare well with 
the relative permeability relationships used in the numerical simulations. 

In Table 4, the same portion of the data is processed using a modified JBN method in 
which Equation 39 is replaced by Equation 42. The results of both methods are equivalent. 
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Figure 13. Simulated velocity data needed for JBN method of data reduction. Total velocity 
for vertical displacement with constant pressure drop = 20 atm. Rock properties: 
k = 0.01 md, krb,max = kyg,max = 1, nb = ng = 1.75, Sbr = 0.2, Sgc = 0.1, and 
Pth = Psp = 0.0 atm. 
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Figure 14. Comparison of relative permeabilities obtained from JBN method with input to 
numerical model. 



Table 3. Example of JBN Data Reduction Method 

Simulator Input Data 
Pressure Drop: 20 atm 

Rock Dimensions 
L = 30.48 cm 
R = 5.08 cm 

Definitions of Table Headings 

Rock Properties 
k = 0.01 md 

nb = ng = 1.75 
(#I = 0.01 

s b r  = 0.29 sgc = 0.1 
Pa = Psp = 0 

Fluid Properties 
= 1.0 g/cm3 

pg = 0.001 g/cm3 

pg = 0.015 cp 
p b  = 1.0 cp 

Qgi = Pore volume of gas injected ql’Qgi) = From Eq. 34. 
4’/QgiIJ 

Qbp = Pore volume of brine produced SbL = Saturation of brine at outlet 

I, = Relative injectivity k7&, krbL = Relative permeabilies of brine 
= Saturation of gas at outlet v = Total velocity, cm/s SgL 

f b L  = Fractional flow of brine at outlet 
4l/QgJ 
41’Q.J Qbi QbP v ( d s )  fbL 

O.oo00 O.oo00 0.000533 1.oooO 
0.2697 0.2534 0.002250 4.2214 
0.3182 0.2642 0.002520 4.7280 0.2068 2.8582 
0.3721 0.2744 0.002790 5.2345 0.1785 3.2189 
0.4315 0.2843 0.003060 5.7411 0.1577 3.5775 
0.4964 0.2939 0.003330 6.2477 0.1402 3.9064 
0.5669 0.3032 0.003610 6.7730 0.1260 4.2495 
0.6430 0.3123 0.003890 7.2983 0.1137 4.6172 
0.7249 0.3211 0.004170 7.8236 0.1030 4.9504 
0.8125 0.3297 0.004460 8.3677 0.0941 5.2987 
0.9060 0.3381 0.004750 8.9118 

46 

and gas at outlet 

sbL SgL k b L  

0.8016 
0.7920 
0.7838 
0.7757 
0.7682 
0.7608 
0.7535 
0.7468 

0.1984 
0.2080 
0.2162 
0.2243 
0.2318 
0.2392 
0.2465 
0.2532 

0.5912 
0.5746 
0.5642 
0.5479 
0.5354 
0.5251 
0.5097 
0.4988 

0.0340 
0.0397 
0.0452 
0.0504 
0.0557 
0.0614 
0.0666 
0.0720 



Table 4. Example of Modified JBN Data Reduction Method 

Simulator Input Data 
Pressure Drop: 20 atm Rock Properties Fluid Properties 

Rock Dimensions Q = 0.01 pg = 0.001 g/cm3 
L = 30.48 cm 
R = 5.08 cm 

k = 0.01 md 

nb = ng = 1.75 

Pth = Psp = 0 

pb = 1 .O g/cm3 

pb = 1.ocp 
s b r  = 0.2, sgc = 0.1 pg = 0.015 cp 

Definitions of Table Headings 

Qgi 

QbP 

Ir 
fbL 

V 

Qbi 

O.oo00 
0.2697 
0.3182 
0.3721 
0.4315 
0.4964 
0.5669 
0.6430 
0.7249 
0.8125 
0.9060 

= Pore volume of gas injected dQbp = From Eq. 37 
4Qg?A 

= Pore volume of brine produced 

= Relative injectivity 
= Fractional flow of brine at outlet 

SbL = Saturation of brine at outlet 
= Saturation of gas at outlet 

kr&, krbL = Relative permeabilies of brine and 
= Velocity, c d s  SgL 

gas at outlet 

QbP 

O.oo00 
0.2534 
0.2642 
0.2744 
0.2843 
0.2939 
0.3032 
0.3123 
0.321 1 
0.3297 
0.3381 

v (cm/s) 

0.000533 
0.002250 
0.002520 
0.002790 
0.003060 
0.003330 
0.003610 
0.003890 
0.004170 
0.004460 
0.004750 

4 

1 .m 
4.2214 
4.7280 
5.2345 
5.7411 
6.2477 
6.7730 
7.2983 
7.8236 
8.3677 
8.9118 

0.2068 0.0266 
0.1785 0.0210 
0.1577 0.0172 
0.1402 0.0141 
0.1260 0.0117 
0.1137 0.0099 
0.1030 0.0084 
0.0941 0.0071 

0.8016 0.1984 
0.7920 0.2080 
0.7838 0.2162 
0.7757 0.2243 
0.7682 0.2318 
0.7608 0.2392 
0.7535 0.2465 
0.7468 0.2532 

kI.bL 

0.5940 
0.5766 
0.5661 
0.5506 
0.5368 
015266 
0.51 16 
0.4999 

k 9 L  . 

0.0342 
0.0398 
0.0454 
0.0506 
0.0559 
0.0616 
0.0669 
0.0722 
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3.1.2.3 Derivation 

The derivation of the JBN method begins by integrating the pressure gradient from the 
inlet to outlet end of a porous sample: 

ap 
ax 

A P = J - d x  

ap p b  fbv  From Darcy’s law, the pressure gradient is - = - 
ax krb 

dfp 

fgL 

Substituting the Buckley-Leverett expressions of Equations 25, 26 and 28, dx equals L - . 

ap 
ax 

Then, substituting for - and dx, the integral of Equation 43 becomes 

Solving for the integral on the extreme right of Equation 44, and using a form of Darcy’s law, 
k k  rb’max 

= [ &] b ,  to represent the relationship between flow velocity, pressure drop, and 
p b  

rock-fluid properties at the start of gas injection (Le., the rock sample is saturated with brine) 
Equation 45 is obtained: 



The relative permeability to brine at the start of gas injection, krb,-, can be defined as 
one. But that simplification is avoided here to broaden the application of the derivation. 
Next, Equation 45 is revised by defining a new quantity, the relative injectivity I,: 

1 

fg $-@g .h = f i  
krb krb,max I r 

VIA P ,b 1 - '  
I b / A P \  ' 

where - - 

As in the Welge derivation, Equation 46 is differentiated with respect to dL to obtain: 

or 

krbL 4 krb,max 

With krb,- = 1, Equation 48 is the same as Equation 8a of Johnson et al. (1959). They 
define relative permeability equal to one at the start of a displacement, regardless of the 
saturation of fluids in the rock. Here, relative permeability is defined with respect to the 
permeability of rock saturated with a single fluid. This difference was also noted in Appendix 
B of Jones and Roszelle (1978). 

An alternative expression of Equation 48 is obtained by incorporating the expression for 
fractional flow from Equation 35, 
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into Equation 48 to yield: 



= k  

krb,max 'r 2 [-] dQbp [ dQgi ] dQgi '(Qgi'r) 

- - 

With further rearranging of the derivatives in the last line of Equation 50, a simplified 
expression for the brine relative permeability at the outlet of the porous medium is obtained: 

2 dQbp 

d( Q g  i I r  ) krbL = rb,max Ir 

Although this simplification does not alter the performance of the method in principle, it 
may propagate less error by differentiation than Equation 48. 

An expression for gas relative permeability is obtained by rearranging Equation 20 of the 
Welge method, 

with krbL calculated from either Equation 48 or Equation 51. The saturation at the outlet face 
is calculated using Equation 19 of the Welge method: 



3.1.3 Jones-Roszelle Method 

The method of Jones and Roszelle (1978) is similar to the JBN method in that it 
combines the Welge method with differentiation of pressure drop and flow rate data. 
However, the Jones-Roszelle method treats data reduction differently. This method uses 
graphical data processing, a technique described in detail in Section 3.1.3.2, which is useful 
for consistent interpretation of the data. Another unique feature of the Jones and Roszelle 
contribution is the derivation of the method, which is simpler than that outlined for the Welge 
and the JBN methods. 

A modification of the Jones-Roszelle method was proposed by Odeh and Dotson (1985) 
to account for capillary end effects. The approach proposed by Odeh and Dotson is empirical. 

3.1.3.1 Summary of the Method 

The Jones-Roszelle method consists of four main steps, the first and third of which can 
be obtained by graphical constructions. First, the gas saturation at the outlet face of the rock 
sample is obtained by the Welge expression of Equation 19: 

- 
where Sg = Qbp . 

Second, the gas and brine fractional flow at the outlet face of the rock sample must be 
calculated: 

Third, the effective viscosity, A i 1  , at the outlet face of the rock sample must be calculated: 
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In Equation 56, A-' is the average effective viscosity. The quantity (AP/q )  is the ratio 

of current pressure drop to current total flow rate, and (APlq ) ,  is the ratio of pressure drop 

to total flow rate for the rock sample when it was completely saturated with brine. 

Finally, the relative permeabilities of the gas and brine at the outlet face of the rock 
sample are obtained: 

As noted in the summary of the Welge and JBN methods, pressure drop should be small 
compared to the mean operating pressure for experiments intended for gas relative 
permeability measurement. The value of Q, is estimated by converting the injected volume to 
the mean operating pressure in a rock sample. Although gas expansion does not affect the 
outcome of Equation 54, the results of Equations 55, 57, and 58 are sensitive to gas expansion 
effects. 

For large volumes of injected fluid, Jones and Roszelle (1978) suggested alternatives to 
the first and third steps. For the first step, 

- 
SgL = 2 sg - s; (59) 

in which Si is obtained from a plot of 
Si is the intercept with the 5 axis where l/Q@ equals zero. Similarly, for the third step, 

versus l/Q@ . For a tangent to the curve, 
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- 
in which 1-l '  is obtained from a plot of 
curve, 

versus l /Qgi.  For a tangent to the h-' - 
is the intercept with the h-' axis where l/Q@ equals zero. 

3.1.3.2 Example 

To use the Jones-Roszelle method, production data such as that shown in Figure 11 and 
either velocity data at constant pressure drop (Figure 13) or pressure drop data for constant 
injection rate are required. The gas saturation and the fractional flow at the outlet face of the 
rock sample can be calculated from production data of Figure 11. The effective viscosity hi' 
at the outlet face of the rock sample can be calculated from the velocity data of Figure 13. 
The relative permeabilities are then calculated using Equations 57 and 58. 

To demonstrate use of their method, Jones and Roszelle (1978) graphically interpreted 
the terms in Equations 54, 55, 56, 59, and 60. For example, the terms in Equations 54 and 55 
can be identified with features in Figure 15, and the terms in Equation 56 can be identified 
with the features in Figure 16. At any selected pore volumes of injected gas, Qgj, the average 

gas saturation, , equals the fractional pore volume of produced brine, Qp, and the tangent 

to the Qpb versus Q~~ relationship is d 

obtained by extrapolating the tangent to Qgj = 0. Extrapolating the tangent to Qgj = 0 
exemplifies the meaning of Equation 54. 

/degi.  The gas saturation at the outlet end, SbL,  is 

Graphical interpretation of the Jones-Roszelle method is not essential to its use. In the 
example calculation shown in Table 5 with data from Figures 11 and 13, the data are 
differentiated numerically using Equation 21. The data ire processed according to Equations 
54 through 58. The results of the Jones-Roszelle method are indistinguishable from the results 
of the JBN method shown in Figure 14. 
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Figure 15. Graphical demonstration of Jones-Roszelle method using Equations 54 and 55. 
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Figure 16. Graphical ,demonstration of Jones-Roszelle method using Equation 56. 
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Table 5. Example of Jones-Roszelle Data Reduction Method 

Simulator Input Data 
Pressure Drop: 20 atm 

Rock Dimensions 
L = 30.48 cm 
R = 5.08 cm 

Rock Properties 
k = 0.01 md 

nb = ng = 1.75 
4 = 0.01 

sbp = 0.2, Asgc = 0.1 
Plh = Psp = 0 

Definitions of Table Headings 
- 
A-1 Qgi = Pore volume of gas injected 

V 

= Average gas saturation 

= Saturation of gas at outlet 

= Velocity, cm/s 

fbL,f@ = Fractional flow of brine and gas 
at outlet 

Q, 
O.oo00 
0.2697 
0.3182 
0.3721 
0.4315 
0.4964 
0.5669 
0.6430 
0.7249 
0.8125 
0.9060 

% 
o.oO0o 
0.2534 
0.2642 
0.2744 
0.2843 
0.2939 
0.3032 
0.3123 
0.3211 
0.3297 
0.3381 

v (cm/s) 
0.000533 
0.002250 
0.002520 
0.002790 
0.003060 
0.003330 
0.0036 10 
0.003890 
0.004170 
0.004460 
0.004750 

3.1 -3.3 Derivation 

Fluid Properties 
pb = 1.0 g/cm3 
pg = O.OO1 g/cm3 
pb = 1.ocp 
pg = 0.015 cp 

= Average reciprocal relative 
mobility, cp 

A i 1  

k,gL, khL 

= Reciprocal relative mobility at 

= Relative permeabilies of brine 
outlet, cp 

and gas at outlet 

0.1984 
0.2080 
0.2162 
0.2243 
0.2318 
0.2392 
0.2465 
0.2532 

LL f ,  

0.2068 0.7932 
0.1785 0.8215 
0.1577 0.8423 
0.1402 0.8598 
0.1260 0.8740 
0.1137 0.8863 
0.1030 0.8970 
0.0941 0.9059 

- 
1-1 (CP) 
1 .m 
0.2369 
0.2115 
0.1910 
0.1742 
0.1601 
0.1476 
0.1370 
0.1278 
0.1195 

0.3564 
0.3154 
0.2830 
0.2582 
0.2375 
0.2184 
0.2031 
0.1900 

0.5804 
0.5660 
0.5573 
0.5432 
0.5304 
0.5209 
0.5069 
0.4956 

0.0334 
0.0391 
0.0446 
0.0499 
0.0552 
0.0609 
0.0662 
0.0715 

The derivations of key expressions in Appendices A and B of Jones and Roszelle (1978) 
provide a unique perspective on production behavior for fluid displacement in porous media. 
Their derivations of Equations 54 and 59 for outlet saturation, and the derivations of Equations 
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56 and 60 for outlet effective viscosity, are almost identical. The derivations for Equations 54 
(the Welge equation) and 59 are shown in this section, followed by an explanation of effective 
viscosity. 

OUTLET BRINE SATURATION 

The derivation starts with a definition of the saturation at any fractional distance x into 
the rock sample from the inlet end: 

x+ Ax X 

f Sb d x  - I S b  d x  
0 0 = lim 

AX- 0 A x  

Substituting average brine saturations for the two integrals of the second line in Equation 61, I 
then 

At this point in the derivation, Jones and Roszelle recognized that if capillary effects are I 
negligible then the average saturation in a linear rock sample is a function of only the pore 
volumes of fluids that have been injected. More specifically, the average fluid saturation in a 
rock sample between fractional distance zero and x is only a function of Qgi / x  , in which Qgi 



is the cumulative pore volumes of gas injected into the sample. Using the chain rule on the 
derivative in Equation 62, 

and the last line of Equation 62 becomes 

Sb(Q&) = sb(egr/x> - 

At the outlet of the rock sample, x = 1, so 

-, 

%J X 

Because SgL = 1 - S,,, Equation 65 can also be expressed for gas saturation, and is equivalent 
to Welge's expression (Equation 54): 

SATURATION FOR LARGE THROUGHPUT 

For large amounts of injected fluid, Jones and Roszelle (1978) recognized that average 
saturation can be written as a function of x/Qgi rather than Q& as shown in Equation 67. 

Using the chain rule again, the brine saturation at the outlet face of the rock sample is 
expanded as shown in Equation 68. 
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From a plot of the average saturation versus I / &  it can be shown that 

in which Si(l/Qgi) is defined as the intercept of the tangent to the curve with the 

Using this expression for the intercept and omitting the functional dependence on I / Q g i ,  
Equation 68 becomes 

axis. 

This expression for calculating the outlet face saturation for large volumes of injected 
fluid is a unique feature of the Jones and Roszelle method (1978). For large volumes of 
injected fluid, the graphical procedure exemplified in Equation 70 will provide more accurate 
estimates of outlet face saturation than those for Equation 66. 

EXPLANATION OF EFFECTIVE VISCOSITY 

Equations 56 and 60 for the effective viscosity at the outlet face of the rock sample are 
derived in Appendix B of Jones and Roszelle (1978). The effective viscosity is defined as 
follows: Consider the flow of two phases in a linear rock sample; then the sum 4 of the flow 
rates of the two fluids can be written as 

k A  

I where x is the fractional distance along the sample of length L and A-' is an effective viscosity 
for the two flowing phases. The rather cumbersome notation for effective viscosity, A-', was _ _  
used by Jones and Roszelle because the effective viscosity is equivalent to the reciprocal of 

I relative mobility, often denoted in the literature as 1. 
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Now consider the flow of one phase through a rock sample fully saturated with that 
phase. If that phase were brine, the flow rate qb would be expressed as shown in Equation 72. 

Combining Equations 71 and 72, the effective viscosity becomes 

Similarly, the average effective viscosity from fractional distance 0 to x in the rock sample is 

The derivations in Appendix B of Jones and Roszelle (1978) for the effective viscosity at 
the outlet of the rock sample are the same as the derivations of Equations 54 and 59 with 

saturation S, (Qgi, x) replaced by effective viscosity 3L-l (Qgi, x) . 

3.2 Low-Rate Experiments 

3.2.1 Ramakrishnan-Cappiello Method 

Capillary pressure and relative permeability of the displacing phase can be obtained from 
low-rate displacement experiments using the data reduction method devised by Ramakrishnan 
and Cappiello (1991). The method is designed for using pressure drop, flow rate, and average 
saturation data, all measured after many pore volumes of injection in unsteady-state 
displacements. 

Specifically, consider gas injection at a constant pressure into an initially brine-saturated 
porous medium. The outlet flow is also controlled at constant pressure, so the pressure drop 
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across the medium is constant throughout the test. The pressure drop must exceed the 
threshold capillary pressure for gas to penetrate the porous medium. 

After many pore volumes of gas injection, brine production will essentially cease, and 
gas flow rate through the medium will reach a constant value. Even if production does not 
cease entirely, or if flow rate is still increasing, it may be possible to extrapolate the data to 
final values. After final values are obtained at one pressure drop, the pressure drop is 
increased to a new level and the procedure is repeated. Continuing in this manner, a set of 
pressure drops and the associated final values of saturations and flow rates will have been 
collected at the end of a series of experiments. 

The set of pressure drops, final saturations, and final gas inflow rates is required input 
for the Ramakrishnan-Cappiello method. Because the experimental data are differentiated, 
data quality is an important concern. In the following discussion, the method is summarized 
and derived, and an example of its application to numerically generated displacement data is 
given. 

3.2.1.1 Summary of the Method 

The Ramakrishnan-Cappiello method consists of two steps. First the relative permeability 
of gas at the inlet of the rock sample is calculated by differentiating the steady-state gas 
velocity with respect to the applied capillary pressure at the inlet, Pd : 

Pd equals the applied pressure drop: Pd = P@ - P&. Second, brine saturation at the inlet is 
calculated by differentiating the product of steady-state gas velocity and average brine 
saturation: 

An alternative but equivalent form of Equation 76 is reminiscent of the Welge equation (19): 
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Sb0 = q + vg (d%/dvg) (77) 

As noted in the summary of the Welge, JBN, and Jones-Roszelle methods, the pressure 
drop should be small compared to the mean operating pressure for experiments intended for 
gas relative permeability measurement. It is recommended that the value of vg be estimated by 
converting the injected volumetric flow rate to the mean operating pressure in a rock sample. 

3.2.1.2 Example 

Some examples of production data are shown in Figure 17a. Brine production essentially 
ceases after five pore volumes of gas injection for a pressure drop of 0.15 atm. However, 
with a pressure drop of 20 atm, the production continues for more than a thousand pore 
volumes. This trend is expected because brine saturation remains high at a low pressure drop; 
therefore brine relative permeability is also high. With high brine relative permeability, the 
brine saturation can reach a stable value after just a few pore volumes of gas injection. 
However, at high pressure drop, the brine saturation held by capillary forces is small, and 
brine relative permeability is also small. Therefore at high pressure drop, many pore volumes 
of gas must be injected before the brine saturation stabilizes. 

Figure 17b shows the production data of Figure 17a as a function of elapsed time. For 
very low pressure drops, the time needed to complete an experiment may be prohibitive. To 
obtain the final values of gas velocity and saturation, extrapolation of the data to infinite pore 
volume throughput is often helpful, as demonstrated in Figure 17c. 

The final values of gas velocity and brine saturation can be plotted against pressure drop 
as shown in Figures 18a and 18b. Then by differentiating the data using Equation 21 as 
demonstrated in Table 6, the relationships for relative permeability and capillary pressure are 
obtained. 

When the Ramakrishnan-Cappiello method is applied to the data of Figures 18a and 18b, 
the results shown in Figures 19a and 19b are obtained. Note that some of the resulting relative 
permeability and capillary pressure results are quite accurate. The less accurate results indicate 
poor extrapolations of the data to final velocities and saturations. 
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Figure 17b. Time dependence of brine production. Simulations of constant pressure drop and 
horizontal displacements. Rock properties: k = 0.01 md, krb,mm = krg,mm = 1, 
nb = ng = 1.75, Sbr = 0.2, S~T = 0.1, and Pt,$ = Psp = 0.1 atm. 
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3.2.1.3 Derivation 

INLET CAPILLARY PRESSURE 

After injecting many pore volumes of gas at low rate ulto an initially brine-saturated 
porous medium, production of brine will cease. The brine remaining in the medium is held by 
capillary forces. The saturation of brine varies from a low value at the injection face to a 
maximum value at the production face. The saturation distribution can be described in terms 
of capillary end effects. 

Because brine production has ceased brine pressure is uniform; therefore the pressure 
gradient in the brine phase is zero. As a result, the pressure gradient in the gas phase is equal 
to the gradient of capillary pressure, as shown in Equations 78 through 80. 

Pc = Pg - Pb 

so 
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Table 6. Example of Ramakrishnan-Cappiello Data Reduction Method 

Simulator Input Data 
Rock Dimensions 
L = 30.48 cm 
R = 5.08 em 
Pt,, = Psp = 0.1 atm 

Rock Properties 
k = 0.01 md 
4 = 0.01 
nb = ng = 1.75 
Sbr = 0.29 sg, = 0.1 

Fluid Properties 
pb = 1.0 g/cm3 
pg = 0.001 g/cm3 

pg = 0.015 cp 
pb = 1.0 cp 

Definitions of Table Headings 
AP = Pressure drop across porous sample krgo = Relative permeabilies of gas at inlet 
vg = Velocity of gas = Average brine saturation 
P, = Capillary pressure at inlet = AP Sgo = Saturation of gas at outlet 

AP=Pd, 
atm 
0 ‘25  
0. -50 
0.175 
0.200 
0.250 
0.300 
0.400 
0.500 
1 .ooo 
2.000 
5.000 
10.000 
20.000 

d(v, %)/dAP S, 
(cm/s/atm) 

2.480E-09 
4.4 15E-08 
1. 564E-07 
3.395E-07 
9.1 1 OE-07 
1.679E-06 
3.573E-06 
5.737E-06 
1.663E-05 
3.857E-05 
1.038E-04 
2.118E-04 
4.267E-04 

3.078E-06 
5.907E-06 
8.693E-06 
1.339E-05 
1.655E-05 
2.029E-05 
2.166E-05 
2.184E-05 
2.189E-05 
2.169E-05 
2.156E-05 

0.1408 
0.2701 
0.3975 
0.6125 
0.7569 
0.9278 
0.9906 
0.9985 
1.0010 
0.9917 
0.9860 

0.8451 
0.7440 
0.663 1 
0.5964 
0.5023 
0.4307 
0.3500 
0.3068 
0.2518 
0.2225 
0.2076 
0.2029 
0.2000 

2.032E-06 
3.393E-06 
4.335E-06 
5.207E-06 
5.299E-06 
5.185E-06 
5.055E-06 
4.701E-06 
4.376E-06 
4.308E-06 
4.269E-06 

0.6602 
0.5743 
0.4987 
0.3887 
0.3201 
0.2555 
0.2334 
0.2153 
0.1999 
0.1986 
0.1980 



dP dP 
>=C 
dx dx 

because 

= o  dPb - 
dx 

Integration of Equation 79 from the inlet to the outlet end yields 

It is generally assumed that the capillary pressure at the outlet, Pd, is zero. As a result, 

pco = pgo - P g L  

(79) 

That is, the capillary pressure at the inlet face is equal to the difference between the pressure in 
the gas phase at the inlet and the pressure in the gas phase at the outlet. 

INLET BRINE RELATIVE PERMEABILITY 

Combining Equation 79 with Darcy’s law for gas flow yields 

Here x is distance from the injection face of the sample. Relative permeability to gas, krg, is a 
function of brine saturation. Because capillary pressure is also a function of brine saturation, 
krg can be written as a function of capillary pressure. Integration of Equation 83 along the 
length x of the linear sample results in Equation 84. 
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By differentiating Equation 89 with respect to Pd , the desired relationship for brine 
saturation at the inlet face is obtained: 

Equation 90 is as given by Fhnakrishnan and Cappiello (1991). An alternative form can 
be obtained by differentiating the product in Equation 90 and using Equation 87 to simplify the 
result: 

Equat,m 91 has a ~ r n  similar to that of the Welge equation (19). By applying 
Equations 82, 87, and 90 (or 91) to data for a series of experiments, relationships for relative 
permeability of the gas and capillary pressure can be obtained. 
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3.3 Centrifuge Experiments 

3.3.1 Hagoort Method 

The data processing method proposed by Hagoort (1980) provides a means for obtaining 
brine relative permeabilities from centrifuge experiments. To develop the theoretical basis for 
the method, Hagoort assumed that the mobility of the gas phase was infinite and that capillary 
retention in the rock sample could be ignored. As a result, the method cannot be used to 
determine gas relative permeabilities. 

3.3.1.1 Summary of the Method 

The method proposed by Hagoort (1980) requires two steps. First, the brine relative 
permeability at the outlet of the rock sample, mounted in a centrifuge as shown in Figure 20, 
is calculated by differentiating the brine production data: 

In Equation 92, L is the length of the rock sample and a is the average centrifugal acceleration 
in the sample; using the terminology of Figure 20, c1 = o2 (Rt + R,) / 2. Because centrifugal 
acceleration varies throughout the sample, using an average value leads to some error in the 
estimate of relative permeability. However, Hagoort (1980) showed the error to be negligible 
when (R, + R,) / 2L exceeds 2.5. The units of angular speed, o, are radians per second. [To 
convert from revolutions per minute (rpm) to radians per second, the rpm value is multiplied 
by 27d60.1 Next the brine saturation at the outlet is obtained: 
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Figure 20. Schematic of centrifuge experiment for derivation of Hagoort method. 

Equations 92 and 93 are equivalent to Equations 11 and 16 of Hagoort (1980). 

As indicated in the example below, a modified version of the Hagoort method provides 
more accurate relative permeabilities than the original Hagoort method. At present, no 
theoretical explanation exists for the success of the modified method. In the modified method, 
the following two equations are used in place of Equations 92 and 93: 

In Equations 94 and 95, SL is the average brine saturation that remains in the rock 
sample after infinite drainage time for any centrifuge spin rate. The magnitude of S i  will 
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decrease as spin rate increases. In contrast, the residual brine saturation sbr  is independent of 
spin rate. The magnitude of sbr  can be measured by capill; . pressure experiments or by high 
flow-rate displacements. Van Spronsen (1982) proposed an extension of the Hagoort method 
to measurement of three-phase relative permeability. 

3.3.1.2 Example 

To clarify use of the Hagoort method, Equations 92 and 93 are applied to production 
information from simulated gas-brine centrifuge experiments. An example of simulated 
centrifuge production data is shown in Figure 21a. 

A portion of the production data from the Hagoort method of Figure 21a is listed in 
Table 7 along with the rock and fluid properties that are needed for application of Equations 
92 and 93. The production information in Table 7 is differentiated with respect to time using a 
three-point finite-difference expression. To apply the modified Hagoort method, which is 
summarized in Equations 94 and 95, SL and S,, must be determined. In Figure 21b, the 
production data of Figure 21a are plotted against inverse time. This plot facilitates accurate 
determination of Slr at each centrifuge spin rate. A portion of the data from Figure 20a is 
processed by the modified Hagoort method in Table 8. 

The results of applying Equations 92 and 93 to simulated centrifuge data are compared to 
the ir-it relative permeability data in Figures 22a and 22b. Figure 22a shows that the 
accu. --y of the Hagoort method increases as the capillary pressure parameters Pth and Psp 
decrease. Figure 22b shows increasing accuracy with increasing spin rate. 

The results of the modified Hagoort method are compared with the input brine relative 
permeabilities in Figure 23. The agreement between the modified Hagoort method and input 
relative permeabilities is within the bounds of experimental error. 

3.3.1.3 Derivation 

The derivation presented here follows Appendix B in Hagoort (1980). First an 
expression is derived for the Darcy velocity of brine in terms of the gas-brine density 
difference and the capillary pressure. Second a partial differential equation thatdescribes the 
evolution of saturation profiles is obtained, starting with a material balance for the brine phase. 
Finally, expressions for calculating the relative permeability relationship are obtained by 
solving the partial differential equation for the simplified case of negligible capillary effects. 
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Figure 2 1 a. Time dependence of brine production. Simulation of centrifuge displacement with 
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Figure 2 1 b. Inverse time dependence of brine production. Simulation of centrifuge 
displacement with constant spin rate of 2000 rpm. Rock properties: k = 0.1 md, 
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Table 7. Example of Hagoort Data Reduction Method 

Simulator Input Data 
Spin Rate: 2000 rpm 
Radius to Inlet: 10.16 cm 

Rock Properties 
k = 0.1 md 

nb = ng = 1.75 

Pth = Psp = 0.2 atm 

0 = 0.01 

sbr = 0.2, sgc = 0.1 
Rock Dimensions 
L = 10.16 cm 
R = 5.08 cm 

vb = Volume of produced brine 
Qbp = Pore volume of produced brine 
kr& = Relative permeability of brine at outlet 
SgL = Saturation of gas at outlet 

Definitions of Table Headings 

Time (s) 

489.00 
496.50 
504.00 
511.50 
519.00 
526.50 
534.00 
541.50 
549.00 
556.50 
564.00 
571 S O  

2.6693 
2.7093 
2.7491 
2.7889 
2.8283 
2.8674 
2.9065 
2.9453 
2.9836 
3.0218 
3.0598 
3.0974 

QbP 

0.3241 
0.3289 
0.3337 
0.3386 
0.3434 
0.3481 
0.3529 
0.3576 
0.3622 
0.3669 
0.3715 
0.3760 

0.9956 
0.9931 
0.9881 
0.9794 
0.9757 
0.9719 
0.9619 
0.9544 
0.9507 
0.9432 

sbL 

0.9918 
0.9910 
0.9893 
0.9864 
0.985 1 
0.9838 
0.9803 
0.9777 
0.9764 
0.9736 

Fluid Properties 
pb = 1.0 g/cm3 
pg = 0.001 g/cm3 

pg = 0.010 cp 
pb = 1.0 cp 

74 



Table 8. Example of Modified Hagoort Data Reduction Method 

Simulator Input Data 
Spin Rate: 2000 rpm Rock Properties Fluid Properties 
Radius to Outlet: 10.16 cm k = 0.1 md pb = 1.0 g/cm3 

@ = 0.01 pg = 0.001 g/cm3 
Rock Dimensions nb = ng = 1.75 & = 1.0 cp 
L = 10.16cm s b ,  = 0.2, sgc = 0.1 pg = 0.01ocp 
R = 5.08 cm 

'b 

QbP 

krbL 
'bL 

Sbr 

Pt,, = Psp = 0.2 atm 
Definitions of Table Headings 

= Volume of produced brine 
= Pore volume of produced brine 
= Relative permeability of brine at outlet 
= Saturation of brine at outlet 
= Remaining brine saturation from extrapolation to long time = 0.384 

Time (s) 
360.50 
380.50 
400.50 
420.50 
440.50 
460.50 
480.50 
500.50 
520.50 
540.50 
560.50 

vb (em3) 
1.5712 
1.6529 
1.7335 
1.8130 
1.8915 
1.9686 
2.0443 
2.1188 
2.1917 
2.2633 
2.3331 

QbP 
0.1907 
0.2007 
0.2105 
0.2201 
0.2296 
0.2390 
0.2482 
0.2572 
0.2661 
0.2748 
0.2832 

krbL 

0.9862 
0.9728 
0.9600 
0.9455 
0.9284 
0.9126 
0.8956 
0.8780 
0.8592 

sbL 

0.9828 
0.9794 
0.9760 
0.9719 
0.9670 
0.9622 
0.9567 
0.9509 
0.9444 
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Figure 22b. Comparison of relative permeabilities from the Hagoort method with input to 
numerical model for different spin rate values. Rock properties: k = 0.1 md, 

= krg,max = 1, nb = ng = 1.75, Sbr = 0.2, Sgc = 0.1. 
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DARCY VELOCITY OF BRINE 

The Darcy velocity of the flowing brine is given by Darcy’s law: 

An expression for flow potential in the brine phase, @b, is obtained below by combining 
the brine flow potential with the gas flow potential and the capillary pressure relationship. It is 
assumed that the resistance to flow in the gas phase is negligible. Hence the potential for gas 
flow is constant. The flow potentials for gas and brine, and the Leverett function, J(S&, are 
defined as follows: 

Brine potential: 
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Gas potential: 
<pg P, - p, a z = constant 

Capillary pressure relationship: 

P - Pb = Pc E o~$-TE J(Sb) 
g (99) 

These definitions for potential for brine and gas conform to measuring z as shown in 
Figure 20 in the direction parallel to the average centrifugal acceleration a, which is defined as 
a = o2 (Rt + R,) / 2. Solving the capillary pressure relationship (Equation 99) for Pb , and 
substituting for Pg from the gas potential expression (Equation 98), yields 

With this expression for Pb , the brine potential becomes 

Finally, Equation 96 for brine velocity can be revised with the above expression for brine 
potential: 

J E  1 a J(sb)  in which 
a 'b  

Thus the flow of brine results from two effects: one that originates in the relative body 
forces on the brine and gas and another that originates in the capillary forces. If one examines 
the result of differentiation with respect to z, it can be seen that these two forces act in 
opposite directions because J' is negative. The body forces pull brine in the positive z 
direction, and the capillary forces pull brine in the opposite direction. 

PARTIAL DIFFERENTIAL EQUATION FOR EVOLUTION OF SATURATION PROFILES 

The material balance on brine flowing parallel to the z-axis is 
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as, av, + - + - -  - 0  
at a2 

Introducing Equation 102 for vb , then 

In preparation for introducing dimensionless quantities, Equation 104 is multiplied by the 

inverse of , so 
' P b g  a ' 

p b  

Dimensionless distance, dimensionless time, and the dimensionless capillary/gravity number 

are defined as follows: z *  = - Z , t *  = ' P b g  a 
9 Ncg = 4 m  

L ll& L ' P b g  a 

With these definitions, Equation 105 becomes 

(106) . 

Equation 106 describes saturation history and profile development for finite values of the 
capillary/gravity number Ncs. As elapsed time increases, the saturation profile prescribed by 
Equation 106 will approach a final profile. The f m l  saturation profile is given by the 
capillary pressure relationship: 
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SIMPLIFICATION FOR NEGLIGIBLE CAPILLARY EFFECTS 

If capillary effects are negligible, then the capillary/gravity number Ncg equals zero and 
Equation 106 becomes 

F-4lowing the procedure described for deriving Equation 25 of the Welge method, the 
Buckley-Leverett solution for Equation 108 is 

Equation 109 describes the saturation profile at any time, t*. In Equation 109, z i b  is 

the distance that a saturation, S, , propagates in time t* from the start of the displacement. The 
velocity at which a saturation propagates is constant, given by kr6 . If capillary effects were 

not negligible, the velocity at which a saturation propagates would not be constant, but would 
decrease toward zero with increasing time. 

Using Equation 109 for the saturation profile, the volume of produced brine can be 
calculated by integrating the saturation profile. The fractional pore volume of produced brine 
Qbp equals one minus the fractional pore volume of brine remaining in the medium: 

z ' = O  

If integrated by parts, Equation 110 becomes 

z * =  1 

z ' = O  
ebp = 1 - [sb(z*) z * ] z : I i  + z*(sb)  ds, 

or 
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Equation 112 can be integrated substituting for z* from Equation 109: 

z'= 1 

z ' = O  
= 1 - s,, + t' $ dkr, 

Because Sb  = sbr  at z* = 0, then k& must also equal zero at z* = 0; therefore 

Qt.. = 1 - 'bL + t *  k&L (1 14) 

Differentiating Equation 114 .with respect to dimensionless time, and using Equation 109 to 
rearrange the result, then 

- d e ,  
krbL - - dt * 

After the relative permeability is obtained by Equation 115, the saturation at the outk 
rock sample can be obtained from Equation 116: 

of the 

Recalling the definition of dimensionless time, Equations 114 and 115 can be arranged in their 
fiMl fOllllS: 
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Equations 117 and 11 8 are the desired results of this derivation. These two equations are 
equivalent to Equations 11 and 16 in Hagoort (1980). 
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4.0 CONCLUSIONS AND RECOMMENDATIONS 

4.1 Conclusions 

4.1.1 Pressure Drop, Flow Rate, and Capillary End Effects 

Whether at constant pressure drop or at constant flow rate, simulated unsteady-state 
displacements of brine by gas at normal gravitational acceleration demonstrate that significant 
amounts of brine can be retained by capillary end effects. The amount of retained brine 
decreases with increasing pressure drop or flow rate (Section 2.2.1). 

With increasing pressure drop or flow rate, the impact of capillary effects on the 
displacement diminishes. From an experimental point of view, the impact of capillary effects, 
particularly the capillary end effect, can be judged by comparing tests operated at different 
pressure drops or flow rates (Section 2.2.1). 

The quantitative meaning of “high-rate” and “low-rate” experimental methods must be 
determined for each sample of rock. The pressure drop or flow rate for which brine retention 
is not influenced by capillary end effects can be determined from a sequence of experiments at 
increasing pressure drop or flow rate (Section 2.2.1). 

4.1.2 Duration of Experiments 

Operating at large pressure drops is essential for completing displacements in an acceptable 
length of time for low permeability rock samples (Section 2.2.1). For low permeability rock, 
the amount of time needed to complete an experiment is an important factor in selecting an 
appropriate method for measuring relative permeability. Simulated unsteady-state high-rate 
displacements lasted 10 to 20 days for 0.01 md rock (Section 2.2.1). (Steady-state high-rate 
experiments typically take an order of magnitude more time.) 

The time needed to complete a centrifuge displacement decreases as the applied centrifugal 
acceleration increases. From 1 to 2 days may be required to drain brine from a 0.01-md rock 
in a centrifuge. Such an experiment would yield brine relative permeability, but not the gas 
relative permeability (Section 2.2.2). 
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4.1.3 Data Reduction for Unsteady-State Experiments 

Of the unsteady-state methods, the high-rate method is most commonly practiced. The 
data reduction procedures for this method include the Welge method, the Johnson-Bossler- 
Naumann (JBN) method, and the Jones-Roszelle method. With the Welge method, the ratio of 
relative permeabilities krJkrg can be accurately calculated from high-rate unsteady-state data for 
a gas-brine displacement. With the JBN and Jones-Roszelle methods, krb and krg can be 
calculated. The accuracy of the three methods depends on the quality of the experimental data 
(Sections 3.1.1.2, 3.1.2.2, and3.1.3.2). 

The needed displacement rates for the Ramakrishnan-Cappiello data reduction method 
transcend the range from “low” to “high rate. For gas displacing brine, this data reduction 
procedure can produce the gas relative permeability and the gas-brine capillary pressure 
relationships (Section 3.2.1.2). 

The method of Ramakrishnan and Cappiello demonstrates that relative permeability and 
capillary pressure information can be obtained from low-rate experiments. History matching 
of low-rate data can provide more complete information than can be obtained by the 
Ramakrishnan-Cappiello method. 

For displacements of brine by gas in centrifuge experiments, the data can be processed by 
the Hagoort method or the modified Hagoort method as proposed in Section 3 to obtain 
relative permeability of the brine phase. To obtain accurate relative permeability relationships 
with the Hagoort method, “high centrifuge speeds are required. The modified Hagoort 
method can accommodate data for a wide variety of centrifuge spin rates (Section 3.3.1.2). 

4.2 Recommendations 

4.2.1 Data Reduction and Experiments for Salado Formation 

4.2.1 .I Steady-State Methods 

Data reduction for all steady-state methods is simple. However, the drawback of these 
methods is the long time required to achieve steady state. Typically, steady-state high-rate 
experiments take more than ten times longer than unsteady-state high-rate experiments. 
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Of the various steady-state methods, the stationary-liquid method may be most applicable 
to anhydrite from the Salado formation. From pressure drop and flow rate data, the gas 
relative permeability is calculated. Although this method cannot yield brine relative 
permeabilities, it could be used to complement unsteady-state experiments. 

4.2.1.2 Unsteady-State High-Rate Method 

Data reduction for unsteady-state high-rate experiments is complex, requiring 
differentiation of data. However, these methods are perhaps most suited for obtaining relative 
permeabilities of Salado anhydrite. Depending on the properties of a rock sample, an 
experiment may last 10 to 20 days. The method is well documented in the literature and well 
accepted in the industry. The steady-state stationary-liquid method could be used to check the 
results obtained for gas relative permeability. 

4.2.1.3 Unsteady-State Low-Rate Method 

Data reduction for the unsteady-state low-rate experimental method requires history 
matching. Although data reduction is quite complex, low-rate experiments are appealing 
because their low flow rates resemble the rates that could actually arise in the formations 
surrounding WIPP. Proponents of the method maintain that gas and brine relative 
permeabilities and capillary pressure relationships can be obtained from the same experiments. 
After further research, the low-rate methods may become a viable option for anhydrite from 
the Salado Formation. 

4.2.1.4 Unsteady-State Centrifuge Method 

By differentiation of production data from a centrifuge, brine relative permeability can be 
obtained. According to simulations of this method, the time needed for completing an 
experiment decreases with increasing permeability of the rock sample and with increasing 
centrifuge spin rate. The simulations show that experiments with 0.01 md rock can be 
completed within 1 day. 
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4.2.2 Application for Salado Anyhdrite Testing 

The unsteady-state high-rate method offers the most promise for successful application to 
measuring relative permeability of Salado anhydrite. In addition, supplemental techniques 
such as the steady-state method or the unsteady-state stationary-liquid method to measure 
relative permeability of gas combined with the unsteady-state centrifuge method to measure the 
relative permeability of brine are recommended. These supplemental techniques should be 
performed to confirm the accuracy, and quantify the uncertainty, of the data. 
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