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1. Introduction 
In a plasma simulation, the nonlinear interactions among the charged particles and 

the fields they generate are calculated by solving particle equations of motion self- 
consistently with Maxwell’s equations. Standard methods simulate plasmas by solving 
explicit approximations to the equations of motion with a representative sample of charged 
particles. Explicit methods must resolve all time scales, including the fastest, the electron 
plasma oscillations, for numerical stability. Because plasmas exhibit a wide range of natural 
frequencies, ranging from electromagnetic waves and electron plasma oscillations at high 
frequencies, to sound waves and mass motion at low frequency, it is clearly impossible to 
cover this range of length and time scales with a small time step. 

Reduced equations, such as the gyrokinetic model [Lee, 19831, the hybrid model [Byers 
et al., 1978, Winske,  19851, or the Sf method [Kotschenreuther et al., 19901 remove the 
most restrictive constraints on the time step by removing some of the physics. Implicit 
methods [BracEbilE and Forslund, 1985, Langdon and Barnes, 19851, remove this constraint 
by giving unconditional stability. With the implicit formulation, one can choose the time 
step to resolve the time scale of interest, rather than restrict the time step to a small value 
to maintain numerical stability. 

The principal approximation in the hybrid model is the replacement of kinetic electrons 
by a fluid model. The ions remain kinetic. The hybrid approximation removes the electron 
time scale from the problem, and permits one to model the ion time scale. However, one 
must introduce an electron energy equation to complete the model, e.g. an adiabatic law, and 
thus, for example, the electron entropy increase through a shock cannot be learned from the 
simulations. The energy partition between ions and electrons, and the electron dissipation 
are modeled rather than derived from first principles [ Winske,  19851. 

The two basic implicit formulations, the direct and implicit moment methods, also 
reduce the cost by reducing the number of equations that must be solved, but differently 
from the hybrid method. The direct method extrapolates particle motion forward in time 
along unperturbed particle orbits [Langdon and Barnes, 19851, and the implicit moment 
method calculates the fields in which the particles move by solving coupled field and moment 
equations self-consistently [BrackbilE and Forslund, 19851. Closure is given by data from the 
simulation particles. Both the direct and implicit moment methods give accurate estimates 
of the evolution of the charge and current density when the (electron) particle displacement 
per time step is smaller than the grid spacing, Ytg:t = hu AT Pe At < 1, where AD is the Debye 
length. This inequality can be satisfied with very large time steps when the grid spacing is 
large compared with the shielding length. (Of course, when the shielding length is small the 
finite grid instability may be a problem [Lapenta and Brackbill, 19941.) 

2. Implementation of Implicit Methods 
Obviously, an implicit algorithm is computationally more complex than an explicit code, 

especially in the solution of the implicit equations, because the solution of the implicit 
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equations requires that one advance the moment and field equations self-consistently to 
achieve stability. One actually solves a second order PDE for E, * 

4T ,. 
(c@At)2V x V x Ee + /A - E' = Eo = (c@At)-J 

C 

in which the implicit susceptibility is given by, 

E + ~ , E x B + c K : E * B B  
/.A * E = E + C,w&At2 

1 + ay32 

and Ee is the unknown electric field at mid-time step [Vu and Brackbill, 19921. The terms on 
the right hand side are from the previous time step, or calculated explicitly from the particle 
data. 

When the spatial derivatives appearing in the equation for the electric field are 
approximated by finite differences, there results a system of equations that can be written in 
matrix form. The matrix is non-symmetric with variable coefficients. The E x B term in the 
equation is, like the convective derivative in fluid flow, anti-symmetric. Direct methods could, 
in principle, be applied [Vu. and BrackbiZZ, 19921, However, in two and three dimensions the 
size of the matrix and the cost of Gaussian elimination is prohibitive. Instead, one must use 
iterative methods for nonsymmetric, sparse matrices. In CELESTSD, an implicit moment 
code in three dimensions, the GMRES method gives satisfactory results [ S a d  and Schultz, 
19861. 

By comparison, the numerical approximation of the particle equations of motion is 
straightforward. The 
properties of the leapfrog and Euler methods with large time steps are described in several 
references [ Vu and Bruclcbill, 19951. 

However, the errors due to large time steps must be controlled. 

3. When should implicit methods be used 
One must be convinced that an implicit plasma simulation is worth the extra cost if one 

is to choose it over the less expensive and simpler hybrid simulation. We will discuss three 
examples where a kinetic description of the electrons appears to be essential to a correct 
solution. 

The earliest is the discovery of a propagating, self-generated magnetic field in a laser 
heated plasma [Furslund and Bruclcbill, 19821. There electron drifts in the magnetic and 
electric fields resulted in energy deposition patterns that were visible to the eye [ Yates et al., 
19821. 

More recently, numerical simulations of the slow-mode switch-off shock with kinetic 
electrons give significantly different results from hybrid simulations with fluid electrons 
[BruckbiEZ and Vu, 19931. With appropriate downstream boundary conditions there results a 
more coherent trailing magnetic wave with fewer back-streaming ions than with the hybrid 
model under the same conditions. In addition, the trailing magnetic wave is more strongly 
damped. One underlying cause of these differences is that with kinetic effects, there is a 
more equal sharing of shock-induced entropy increases between ions and electrons than there 
is in comparable hybrid calculations. The increased sharing results in lower ion temperatures 
downstream and greater electron energy transport from downstream to upstream. (In the 
slow shock calculations, + , S t  = 50 and XD/SZ = 9 loF4, where is the electron Debye 
length. That is, the time step is 50 times larger and the grid spacing 1000 times larger than 
allowed in an explicit calculation.) 

In hybrid simulations of a contact discontinuity, an electron pressure gradient causes 
a barrier potential to form that suppresses the interpenetration of hot and cold particles 
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across the discontinuity [ Wu e t  ul., 19941. The barrier potential is observed to increase with 
the electron temperature. In implicit simulations with kinetic electrons, where the electrons 
are free to move relative to the ions, the barrier potential does not form and the contact 
discontinuity rapidly diffuses [BruckbiZZ and Lupentu, 19961. The latter result is the correct 
one. In the hybrid model, the fluid electron energy equation contains insufficient physics to 
model the energy transport that occurs due to relative motion of electrons and ions. 

In these examples, the time step is much larger than the electron plasma period. Since 
the maximum frequency that can be represented by a numerical calculation with time step At 
is the Nyquist frequency, 27r/At, the essential contribution of the electrons cannot be on the 
fast time scale. In fact, unresolved waves , those for which w A t  > 27r, are strongly damped 
numerically. The essential contribution appears to be that the solution of the electron kinetic 
equations captures certain essential features of the correct electron energy equation, such as 
electron energy transport and the correct electron pressure, which are not correctly modeled 
by the fluid electron equations. 

3 

4. Multiple length scale problems and adaptive grids 
All parts of the physical domain for a plasma physics modeling problem may not have 

equal importance, for example collisionless shocks and magnetic reconnection. Multiple length 
scale problems are effectively modeled using solution adaptive grids [B~uckbi l l ,  19931 . Such 
grids, which move grid points from one place to another to concentrate zones in certain 
regions, focus the computational effort in the regions of short length scales. Furthermore, by 
decreasing the concentration of zones in regions of long length scales, one can avoid wasting 
computational resources where they are not needed. An adaptive grid is especially useful if 
the location of regions with strong gradients is not know a priori. 

On an adaptive mesh, variation in the grid spacing to resolve gradients may result in 
large cells having too many particles, and small cells having too few. The variation in the 
number of particles per cell can be an obstacle to parallelization, it certainly can limit the 
accuracy of the method if some cells have too few particles, and it imposes a limit on the 
adaptability of the mesh by imposing a lower bound on the grid spacing to prevent cells with 
too few particles. 

The dynamic control algorithm should be selective so that it can change the number of 
particles in selected cells; and dynamic, so that it can act as necessary to keep the number 
of particles in a cell within a prescribed range [Lupenta and BruckbiZZ, 19941 . 

The algorithm replaces N particles located in a cell by N+1 particles, if a particle is split, 
or N - 1 particles, if two particles are coalesced. In splitting and coalescing, no knowledge of 
the distribution in velocity is assumed. This knowledge is difficult to derive from the data in 
a cell, and approximations, such as the first few moments of the distribution, are insufficient. 
Thus, the algorithm splits one particle into two with the same velocity, or coalesces two 
particles with nearly the same velocity into one. 

References 
J. U. Brackbill and D. W. Forslund, Simulation of Low-Frequency, Electromagnetic 

Phenomena in Plasmas in Multiple T ime Scales, J. U. Brackbill and B. I. Cohen, Academic 
Press, 271-310, 1985. 

J. U. Brackbill and G. Lapenta, Contact discontinuities in collisionless plasmas: A 
comparison of hybrid and kinetic simulations, Geophysical Research Letters, 23, 1713-1716, 
1996. 

J. U. Brackbill and H. X. Vu, Electron kinetic effects in switch-off slow shocks, 
Geophysical Research Letters, 20, 2015-2018, 1993. 



T 

b 

r J. U. Brackbill, An adaptive grid with directional control, Journal of Computational 
*' Physics, 108, 38, 1993. 

J. A. Byers, B. I. Cohen, W. C. Condit and J. D. Hanson, Hybrid simulation of 
quasineutral phenomena in magnetized plasma, J. Comput. Phys., 27, 363-396, 1978. 

D. W. Forslund and J. U. Brackbill, Magnetic field induced surface transport in laser 
irradiated foils, Physical Review Letters, 48, 1614, 1982. 

M. Kotschenreuther, H. L. Berk, R. Denton, S. Hamaguchi, W. Horton, C.-B. Kim, 
M. LeBrun, P. Lyster, S. Mahajan, W. H. Miner, P. J .  Morrison, D. Ross, T. Tajima, 
J. 8. Taylor, H. V. Wong, S. Y. Xiao and Y.-Z. Zhang, Novel computational techniques 
to predict transport in confinement devices, and applications to ion temperature gradient 
driven turbulence in Thirteenth International Conference on  Plasma Physics and Controlled 
Nuclear Fusion Research, International Atomic Energy Agency, Wash. DC, Paper D-4-16, 
p193, 1990. 

G. Lapenta and J. U. Brackbill, Dynamic and selective control of the number of particles 
in kinetic plasma simulation, Journal of Computational Physics, 115, 213, 1994. 

G. Lapenta and J. U. Brackbill, Dynamic and selective control of the number of particles 
in kinetic plasma simulation, Journal of Computational Physics, 115, 213, 1994. 

A. B. Langdon and D. C. Barnes, Direct Implicit Plasma Simulation in Multiple T i m e  
Scales, J. U. Brackbill and B. I. Cohen, Academic Press, 335-375, 1985. 

W. W. Lee, Gyrokinetic approach in particle simulation, Phys. Fluids, 26, 556, 1983. 
Y. Saad and M. H. Schultz, GMRES: A generalized minimal residual algorithm for 

solving nonsymmetric linear systems, SIAM J. Stat. Comput., 7, 856-871, 1986. 
M. Tanaka, Macro-particle simulations of collisionless magnetic reconnection, Phys. 

Plasmas, 2, 2920-2930, 1995. 
H. X. Vu and J. U. Brackbill, CELESTlD: An implicit, fully-kinetic model for low- 

frequency, electromagnetic plasma Simulation, Computer Physics Communications, 69, 253- 
276, 1992. 

H. X. Vu and J. U. Brackbill, Accurate numerical solution of charged particle motion in 
a magnetic field, Journal of Computational Physics, 116, 384-387, 1995. 

D. Winske, Hybrid simulation codes with application to shocks and upstream waves, 
Space Science Reviews, 42, 53-66, 1985. 

B. H. Wu, J. K. Chao, W. H. Tsai, Y. Lin and L. C. Lin, A hybrid simulation of contact 
discontinuity, Geophys. Res. Lett., 21, 2059, 1994. 

' M. A. Yates, D. B. v. Hulsteyn, H. Rutkowski, G. Kyrala and J. U. Brackbill, 
Experimental evidence for self-generated magnetic fields and remote energy deposition in 
laser irradiated targets, Phys. Rev. Lett., 49, 1702, 1982. 


