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VIRTUAL ENTERPRISE 
2000 

Fred Kovac, Goodyear Tire & Rubber Co. 

/T\ Somewhere In the year 2000, 
j \ )f you walk Into your activity 
# ^ j center at home with your 
J \ morning cup of coffee. You Bay 
« » good morning to VPS (formerly 

your TV and computer but now your 
Virtual Personal System). It recognises 
your voice and is prepared to delight 
you with unique personalized 
knowledge. 

Tour VPS 6ays "Good 
morning. . .while you 
we have been thinking 

about the issues we were 
kicking around yesterday. . .and we 
have some unique solutions." In your 
E-mail there is a priority message from 
Goodyear that your VPS rates as priority 
2. Your curiosity aroused, you tell the 
VPS to display the Goodyear message. 

A 3-D holographic image of a 
Goodyear tire on your 
car appears. The message 
states that this tire has been 
designed specifically to update 
your car. Goodyear offers to 

further customize the tires to your 
lifestyle. . .styling options can be 
created, such as sidewall design and 
color, as well as your desired ride and 
handling requirements. They know that 
your current tires have considerable 
miles remaining.. .but in today's world, 
you dont replace a product when it is 
worn out but rather when it becomes 
technologically obsolete. Your old tires 
will be re-manufactured to the latest 
technology and recycled. 

The voice in the Goodyear 
S~ ~"N. message offers to have you 

J | S . A experience the product. 
I A J F u W n g on your driving 
i Jn%S I gloves, you walk into your 
\ ^ U £ j | j / "Virtual Reality Area" for a 

j P test drive. Sensors in the Virtual 
system map your particular 

driving habits to customize for you. 
As you continue your test drive, the 

tire/automobile system is modified on 
the computer to meet your needs. 

As Eoon as you enter 
the order for your new-
tires, Goodyear's cus
tomer team sets in mo

tion a computer search of data bases for 
current production and shipping sched
ules, raw material requirements, cur
rency rates, delivered costs, etc. They 
simulate an actual, automated, lights-
out production in a Virtual Reality envi
ronment and inform you of delivery 
dates anywhere in the world. 

You select the best date 
and place to have the 

tires mounted on your car. In addition 
to your local Goodyear dealer, some of 
the more unique choices include where 
you work, your home, or in Gleneden 
Beach where you are currently planning 
a trip to a conference on "High Speed 
Computing for the Next Millennium." 

Goodyear then 
activates the 
product real
ization proc

ess which verifies your test 
drive information, selects the design 
and materials for your customized tires, 
orders the raw materials, schedules the 
production and shipping, and notifies 
the local dealer when to schedule a 
"house call." This completes the logistics. 

Before your tires are 
_o delivered, VPS reminds 

you of the appointment, 
allows 5'ou to make any 

last minute changes so as not to inter
fere with your golf game, and automati
cally charges your account after you ex
perience customer delight. 

Beahty 
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VIRTUAL 
ENTERPRISE 

Corporations are facing a variety of 
increasingly difficult challenges as 
the world approaches the millen
nium: 

• Customer/Consumer 
Satisfartion/Delight/Loyalty 

• World Class Quality and Value 

• Speed and Responsiveness 
(Short Cycle Times) 

• Changing 
Demographics/Lifestyles 

• Mass Customization 
(Differentiation) 

• Shorter Product Life Cycles 

• Innovative New Products 

• "Unpredictable Technology 
Changes/Dynamic Markets 

To meet these challenges success
fully, a new agile business structure 
called 

VIRTUAL ENTERPRISE 2000 

based on information systems tech
nology, is emerging (Pig 1). 

• Think Global. 
Local 

Customize 

• Global Rationalisation of 
Investments (Economies of 
Scale, Scope) 

• Intense Global Competition 
(Products/Knowledge) 

• Governmental Regulations 

• Environment Sustainability 

• Employee Commitment 

• Shareholder/Stakeholder Value 

Fig 1 - Virtual Enterprise 2000 

If an enterprise is to 
compete in the year 
2000, its associates 
(employees) must be 
motivated by a vision. 
Associates without a 

vision resort to activity. A vision 
sets forth the kind of operation the 
company wants to be. I t should be 
an agile "stretch," not an extension 
of the past. A vision for virtual en
terprise 2000 is presented in Pig 2. 

A RECONFIGURABLE ENTERPRISE 
THAT DELIGHTS CUSTOMERS WtTH 

HIGH VALUE. INNOVATIVE 
SOLUTIONS (PRODUCTS/SERVICES) 

CUSTOMIZED TO THEIR 
NEEDS/WANTS/EXPECTAnONS 
ANYTIME, ANYWHERE IN THE 

WORLD 

Fig 2 - Enterprise Vision 



►Language« 

A vision is a leadership statement. 
It focuses on the future. It can 
shape the future. 

While a vision points direction, a 
mission for Virtual Enterprise 2000 
states purpose (Fig 3). 

THE CREATION AND 
TRANSFORMATION OF KNOWLEDGE 
BY EMPOWERED ASSOCIATES INTO 

PRODUCTS, PROCESSES AND 
SERVICES THAT RESULT IN 
CUSTOMER SATISFACTION, 
SUSTAINABLE COMPETITIVE 

ADVANTAGE AND 
SHAREHOLDER/STAKEHOLDER VALUE 

Fig 3  Enterprise Mission 

The vision and mission set the stage 
for the objectives of the enterprise. 
The example in Pig 4 depicts the ob
jectives outlined by Stanley C. Gault 
for Goodyear. 
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Fig 4  Stan Gault Objectives 

Strategies are then developed to 
achieve the objectives. These estab
lish the company's strategic focus 
from which business planning and 
resource allocation can be formu
lated (Pig 5). 
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Fig 5  Strategic Focus 

Deployment is facilitated using 
techniques such as Hax, Hoshin, 
TQM, etc. 

VIRTUAL 
ENTERPRISE Virtual Enterprise 

2000 is basically a 
reconfigurable, com

puternetworked, customer solu
tions delivery system. 

2&G& 

^INFORMATION. 
^ F L O W ^ 

Virtual Enterprise 
2000 is made possi
ble by sophisticated 

information systems technology. The 
emerging international information 
Infrastructure (TU) revolutionizes 
enterprise, education and enter
tainment (EEE). Information and 
data are transparent, seamless and 
easily accessible any time, any 
place. Systems accommodate digital, 
voice, text, and imaging as well as 
differences in languages, customs, 
currencies, etc. Information aug
ments products (mechatronics 
and/or cybernetics). Information 
leveraging is vital to Virtual Enter
prise 2000. 
Information Age technology permits 
full spectrum delivery (Pig 6), link
ing information and enterprise 
goals. 
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• Client server  work stations on 
local area networks for distrib
uted computing 

• Compact 'lig'ks  nMni data re
positories 

• Mainframes  enterprise servers 
for massive consolidated data 
repositories (right sizing is 
business critical) 

• Modeling and simulation  sys
tem visualizer 

• Global network  universal ac
cess telecommunications system 

• Open systems  plug and play 
• Data acquisition at point of ori

gin  warts and all 
• Sensing and monitoring 

realtime metrics with optical 
scanners 

• EDI with customers, suppliers 
intercompany boundaries disap
pear 

• Autonomous agent based sys
tems  walk and chew gum 

• Lightsout data processing func
tions  untouched by human 
hands 

• Email communications  the 
great collaborator / equalizer 
(race, gender, rank are trans
parent) 

• Infotainment  information can 
be fun 

• Computer commuting  millions 
save on gas! 

• System security  high to low 

HI STRUCTURE 

A L L  * 

• DATA 
REPOSITORY 

• NEWSLETTERS 

► MODELING 

• SPREADSHEETS 

■►ONE 

LOW STRUCTURE 

Fig 6  Information Systems 
Infrastructure 

For Virtual Enterprise 2000, recon
figurable, pervasive, information er
gonomics expand the business hori
zon. 

• Object data bases  modular in
formation systems for rapid cus
tomization 

• Groupware  everyone knows 
what everyone knows, anywhere 

• Scalable power  when you need 
it, where you need it 

• Home shopping and interactive 
media for database target mar
keting  time is money 

• High bandwidth  volume and/or 
distance not a constraint 

• Plat screen systems  hang a pic
ture on a wall 

• Laptops  credit card size 
• Complex models  realtime 3D 

constructs 
• "Smart" data  live intelligent sys

tem links 
• Neural network  capture the 

genius of the human mind 



•Language* 

• Voice interactive synthesis - talk 
to your system synergistically 

• Secure satellite systems - global 
internet 

• Virtual mobility - vehicles are 
information centers linking the 
asphalt highway and the infor
mation highway 

• Personal digital assistants and 
personal communicators - the 
office is where you are 

• Multimedia imaging - Hollywood 
comes to everyday business with 
the marriage of TV and the com
puter 

• Puzzy logic software - not every
thing is black or white 

• Massively parallel processing -
the body builder of information 
systems 

• A.I. expert systems - everyone 
can be the best and the brightest 

• Virtual Reality - immersion into 
what could be; experiencing the 
unknown 

• Knobots - intelligent assistants 

In Pig 1, the information flow is 
represented by the arrows or chan
nels linking all activities. Through 
tViic framework, the life blood flows 
and the system is nourished. 

Virtual Enterprise 2000 transpar
ently transforms and integrates a 
continuing stream of data chaos 
into usable information images lead
ing to knowledge for business 
decision-making. 

f¥ 
CUSTOMER 

FOCUS 

A Virtual Enterprise has 
customer - to - customer 
focus (Pig 1). That is, 
marketplace success 
starts with customer 

needs/wants/expectations and fol
lows through to customer delight 
(Pig 7). Quality is in the eye of the 
customer. To understand customer 
needs, a "voice of the customer" 
process is required. That is, a cus
tomer information system that en
compasses everything from point-
of-sale input . . . to a telecommuni
cations "hot line" . . . to on-site, in-
the-field customer solutions . . . to 
global information highways. Tech
nology push/market pull can be fully 
explored for share of market and 
growth. The objective is the right 
product for the right customer at 
the right time. 

Fig 7 - Customer Delight 
Por anticipating customer needs and 
developing innovative new products/ 
services, information systems per
mit: 

• Market mapping for niche mar
ket identification (Fig 8) posi
tions products to indicate areas 
of the marketplace that are 
without product or service cov
erage. This matrix facilitates a 
market-access strategy. 
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DIFFERENTIATION 

CUSTOMER ^ „ 
NEEDS * 

I t 

I 
• 

i 
( >" 

CUSTOMER 
'WANTS 

COMMODITY 

Fig 8 - Market Mapping 

• Customer focus groups, panels 
and workshops utilize electronic 
QfD, or quality function deploy
ment (Pig 9). This database 
marketing technique establishes 
relationships between customer 
requirements and business deci
sions, e.g., technical capabilities. 
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Fig 9-QfD 

• Techno-business research for 
technological/marketplace fore
casting (Pig 10) links emerging 
technology with emerging wants 
and ensures that future technol
ogy satisfies latent expectations. 

BOTH! 
KEDS 

Fig 10 - Techno-Business Besearch 
» Virtual Reality in antenna shops 

generates breakthrough prod
ucts/services (Pig 11). Custom
ers do not really know what they 
want until they experience it. 
Creating the experience can cre
ate the need. 

Fig 11 - Virtual Reality 

• Analytical Heuristic Protocol 
(AHP) synthesizes the informa
tion obtained from Market Map
ping, QfD, Techno-Business Re
search and Virtual Reality. Com
bined with associates' expertise, 
AHP (Pig 12) creates distinctive 
forms of knowledge that predict 
future trends, clarify common 
causes, assess external envi
ronments, screen ideas and pri
oritize tactics to meet strategic 
objectives. 
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Fig 12 - Analytical Heuristic Protocol 

Leveraging the marketplace is a 
strength of Virtual Enterprise 2000. 

Virtual Enterprise 
2000 consists of a 
flat, flexible orga
nizational struc

ture (Pig 1). The history of orga
nizational structures has been evo
lutionary . . . from vertical to hori
zontal . . . with a gradual reduction 
of levels in the hierarchy resulting 
in an increased span of control. The 
span of control has moved over time 
from a low of one-on-one reporting 
to 7, then 35 and towards 100. This 
span will continue to increase. Now, 
managers are leaders (listen . . . 
learn . . . and lead) for doing the 
right things, and associates are em
powered to do things right (Fig 13). 

DOING THE RIGHT THING 
1 

DOING THINGS RIGHT 

The organization is everyone. Hi-
tech managing provides an envi
ronment for associates to perform at 
their best for maximum organiza
tional excellence. 

Just as form follows function, 
structure follows strategy. Elimina
tion of a non-vahxe-added hierarchy 
is made possible through advanced 
information systems, e.g., group-
ware (everyone knows what every
one knows). 

The result is a sense of urgency and 
quick responsiveness to turn every 
challenge into an opportunity and 
supply rapid solutions to customers. 
Speed is a competitive advantage 
and directly relates to information 
systems technology. 

Fig 13 - Lateral Hierarchy 

Corporate strategy for com
petitive advantage has ex
panded from the concepts 
of raw material access and 
assets utilization to knowl
edge power. Today, learning 

is the main source of sustainable 
competitive advantage. Once the en
terprise moves from a rigid hierar
chy to a flexible organizational 
structure, it gains the potential to 
become a learning company (Fig 1). 
Information systems technology 
makes it achievable. The informa
tion highway enables associates to 
gain internal and external perspec
tives and state-of-the-science knowl
edge. No longer do communications 
originate from one's immediate 
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manager but from anyone, any
where globally. Information-rich 
systems permit everyone to build in
frastructure, identify options, add 
expertise from other industries, and 
gain outside viewpoints. Everyone is 
a global networker (gatekeeper). 
Unlimited inputs and synergistic 
collaborations define the learning 
company (Fig 14). 

Cutting 
Edge 

TYPE OF 
KNOWLEDGE 

Fundamental 

• EXPERT 
SYNERGY 

• IDENTIFY 
OPTIONS 

• STRATEGIC 
CHANGES 

• OBJECTIVE 
VIEWPOINTS 

Internal External 
SOURCE OF 

KNOWLEDGE 

Fig 14 - A Learning Company 

Challenges such as these are now 
tackled routinely: 

• Identifying critical success fac
tors, value-added activities and/ 
or cost drivers anywhere in the 
value chain 

• Cluster sharing across portfolios 

• Accessing consultants' services 

• Conducting technology assess
ments, especially environmental 

NIH (not invented here) is greatly 
minimized or eliminated through 
strategic use of information sys
tems. 

A learning company facilitates the 
acquisition of knowledge and con
tinuously transforms itself. A learn
ing company builds data reposito
ries containing technical, market
ing, manufacturing and financial in
formation. A learning company cap
tures knowledge in expert systems. 
These intellectual assets can be as 
valuable as real properties (plants). 

A learning company leverages 
knowledge and empowers associ
ates. Some managerial functions in 
the Intelligent Enterprise will be 
performed by learning specialists or 
human resources facilitators. 

Benchmarking is part 
of a learning com
pany. Benchmarking 
broadly covers com

petitive assessment and best prac
tices, any industry (Pig 1). 
Benchmarking is essential for: 

• Building sustainable advantage 
over competition 

• Outsourcing for best-in-class 
• Early warning system to prevent 

surprises 
• Maintaining an external focus 

Benchmarking identifies global 
competition including: 

• Other producers 
• Emerging technologies 
• Substitute products 
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Benchmarking involves info-tech in
cluding: 

• Searching on the information 
highway with knobots (industry/ 
academia/government) 

• Reverse engineering competitive 
products (by computer) 

• Patent mapping to pinpoint fu
ture focus and predict future 
competitive products 

Benchmarking should also include 
internal self-assessment, or enter
prise analysis. This includes identi
fying strengths/weaknesses, core 
competencies and organizational 
health. 
Key metrics measure productivity 
and progress, not activity. Metrics 
for benchmarking agility are 
grouped as follows: 

• External (customer) - customer 
complaints, product perform
ance, average product age, etc. 

• Internal (associates) - sales per 
associate, profit per associate, 
degree of networking, percent of 
profit from new products, cash 
flow, concept-to-ROI, etc. 

Sophisticated benchmarking tech
niques can include: 

• Technological forecasting, e.g., 
normative 

• Modeling of change 
• Alternative scenarios of future 

competitive environments 
These techniques can bring future 
competitive threats and strategic 
opportunities into focus and provide 
technology road maps. 

Self-managed, cross-
functional teams are 
replacing rigid hier
archies in the Virtual 
Enterprise (Fig 1). As 

corporate structures "get horizon
tal," teams dissolve functional walls. 
Teams are business units . . . minia
ture learning companies . . . they 
have a vision, mission and objec
tives . . . they establish lateral inte
gration, permitting functions to op
erate concurrently, not sequentially 
. . . they have responsibilities and 
accountabilities . . . they make deci
sions. They function by means of in
formation systems. Their info-tech 
tools include: 

• Instantaneous telecommunica
tions systems 

• Global teleconferencing 
• Global data repositories 
• Unrestricted information flow 
• Statistically designed experi

ments 
• Critical path flow charting 
• Value gap analysis 
• Performance predictions 
• Simulations 
• Modeling 
• Interactive expert systems 

Technology teams, for example, cre
ate, engineer, build and evaluate 
new products on the computer util
izing an integrated knowledge net
work. 



•Language! 

Artificial intelligence permits com
puter diagnostic systems to effect 
technology transfer and resolve 
challenges (problems) anywhere in 
the process with a sense of urgency. 
Input symptoms and output solu
tions (prioritized options) with 
feedback are illustrated in Pig 15. 

INPUT 
SYMPTOMS O OUTPUT 

SOLUTIONS 
(OPTIONS) 

J L 
FEEDBACK 

Fig 15  Diagnostic Systems 
Team formation is a science. Por ex
ample, using Ned Herrmann's left 
brain/right brain techniques, diver
sity and team success can be builtin 
(Pig 16). 

ANALYZER 

IMPLEMEHTER 

PLANNER 

INNOVATOR 

\ EVALUATOR 

/ NETWORKER 

Fig 16  A "Whole Brain" Team 
Teams should be structured for in
dividual excellence and be composed 
of innovators, evaluators, network
ers, planners, implementers, ana
lyzers, etc., in addition to being 
multidisciplinary and intercultur
al. This can be called TEAMAGILTTY. 

To maximize synergy, team building 
is necessary (Pig 17). 

TEAM 
HMUT10K ' 

BflnftOHHEXT 
NEEDS 

y^rzx 
TEAM 

WSKW 
TEAM 

KSSIOH 
TEAM 
GOALS 

X 
TEAM 
RULES 

■sraswr 
TRAINING 

nzt 

Fig 17  Team Building Model 

Teambased organizations interact 
more with customers to gain insight 
into their needs/wants/expectations. 
In addition to crossfunctional 
teams, the Virtual Enterprise 
thrives on crosscorporate teams 
with members from customers 
and/or suppliers and/or networked 
companies. LANs and WANs facili
tate team operations. 

fV 
EMPOWERED 
ASSOCIATES. 

Selfmanaged teams with 
participatory decision
making empower associ
ates (Fig 1). Informa
tion flow empowers as

sociates. Empowered associates also 
result from a flatter hierarchy. 
Associates' commitment is strength
ened by: 

• Trust (everyone wants to do a 
good job) 

. Platter hierarchy composed of 
leadercoaches who motivate and 
energize 

10 
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Empowerment is the opportunity 
for associates to decide what needs 
to be done and discipline themselves 
to do it. Humanetics catalyzes this 
process. Humanetics is a synergy of 
knowledge-associates and computer 
cognitive skills. 

The philosophy, be
liefs, behavior, and 
shared values of an 
organization are its 

'corporate culture. The 
Virtual Enterprise (Pig 1) has a to
tal quality culture (TQC). Whatever 
the terminology adopted, it is a 
measure of the organization's 
health. TQC involves all associates 
at all facilities worldwide. TQC re
flects the quality of work life. TQC 
means moving from problem-
oriented to vision-led . . . from mak
ing and selling products to finding 
and satisfying needs . . . a learning 
company . . . from solving problems 
to developing innovative systems to 
prevent problems . . . from checking 
quality to building-in quality . . . 
from a hierarchy to networking . . . 
from sequential to concurrent . . . 
from functional silos to self-
managed teams . . . from control to 
empowerment . . . from internally-
focused to customer-focused. TQC 
means re-engineering around proc
esses, not functions . . . flowchart
ing the job to eliminate non-value-
added steps . . . rethinking the job 
to identify opportunities for im
provement . . . and feed 
forward/feedback from customers. 

• Atmosphere of diversity for 
maximizing associate synergy 
and innovation 

• A creative environment with job 
assignments that are truly chal
lenging and enriching (high ex
pectations) 

• Continuing education and train
ing for continuous personal and 
organizational improvement 
(multimedia learning) 

• Broad-band job descriptions (if 
any) 

• Clear objectives (linked to cor
porate and business unit objec
tives) with performance ap
praisal (major responsibilities, 
performance standards) 

• Hi-tech tools with high band
width 

• Budget responsibilities 
• Participatory decision-making 

through groupware 
• Opportunity for entrepreneur-

ship (e.g., discretionary funding 
monies) 

• Reward and recognition, includ
ing celebrations 

• Career-path information and 
"lateral promotions" 

• Succession planning criteria 
• Work-and-family programs (flex

ible work hours, job sharing, 
work-at-home, work-at-custom-
ers, etc.) 

• Continuous communications 
and information flow (fully 
knowledgeable on the corporate 
vision, objectives, strategies) 

11 
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TQC means boundaryless informa
tion flow. TQC means diversity for 
synergy. TQC means trust between 
associates. 

Strategic partner-

V CORE N 

.COMPETENCIES. 
Virtual Enterprise 
2000 is built upon its 
core competencies 

(Pig 1). Core competencies are the 
collective learning in the organiza
tion. Core competencies enable a 
company to remain an independent 
enterprise. Core competencies are 
what a company does very well . . . 
preferably better than the competi
tion . . . and possibly better than 
anyone else in the world. 
In addition to TIRES, Goodyear has 
ten other core competencies. Just 
three, as examples: 

• GLOBAL STRATEGY (includes 
Think Global . . . Customize Lo
cal) 

• Domination of HI-TECH RACING 
(also builds "sense of urgency") 

• SYSTEMS MARKETING to so
phisticated hi-tech customers 
(e.g., vehicle manufacturers) 

In areas where a company lacks 
core competencies, it often out
sources or collaborates for exper
tise. The ability to do this is a core 
competency for a Virtual Enterprise. 
These activities create strategic 
partnerships and alliances. 

STRATEGIC \ skips a^d- alliances 
(PARTNERSHIPS) are basic to the Vir-

L& ALLIANCES/ tual Enterprise (Pig 
1). These operate on 
several levels. 

• Strategic partnerships are estab
lished with customers and sup
pliers as a basis for long-range 
planning in a win/win combina
tion. This is often essential for 
customer loyalty. 

• Alliances and/or joint ventures 
are often formed to penetrate a 
new geographic market or to en
ter a new field where additional 
core competencies are required. 
These collaborations often in
volve leveraging technology or 
core competencies on a global 
basis. Goodyear joint ventures, 
for example, include South Pa
cific Tyres (Australia) and South 
Asia Tires Limited (India). 

• Knowledge relationships with 
academia and/or governmental 
entities expand technology and 
business capabilities. 

These collaborations demand elec
tronic partnering through informa
tion technology, such as groupware, 
EDI, etc. 

1 RECONFIGURABLE' 
PRODUCT/ 

• PROCESS/SERVICE] 

Virtual Enterprise 
2000 embodies an 
agile, reconfigur-

'able product / proc
ess / service (Pig 1). Agile and re-
configurable imply the capability to 
continually restructure everything 
including resourcing with other 

12 
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companies to achieve customer sat
isfaction, sustainable competitive 
advantage and shareholder / stake
holder value in an environment of 
continuous change. Organizations 
can be reconfigurable on an annual, 
monthly, weekly, daily, even hourly 
basis. It is the ability to thrive on 
constant change. Open systems are 
essential in a reconfigurable envi
ronment. 
Reconfigurable means maximizing 
quality, cost and speed; knowledge 
of the marketplace; creative envi
ronments; continuous search for 
new materials; rapid project selec
tion; strategic resource allocation 
and robust reliability. Reconfigur
able requires relentless cost im
provement over the product life cy
cle while retaining quality impera
tives. Long-term high-volume prod
ucts are commodities. There is a 
continuous stream of innovative 
new products and flexible manufac
turing processes. Global logistics 
enable a consumer order to instan
taneously trigger corporate activity 
back to raw materials sourcing, low-
cost differentiation, value pricing, 
partnerships with complementary 
companies, etc. 

A reconfigurable Virtual Enter
prise is a solution delivery system 
for customers. 

A reconfigurable Virtual Enterprise 
can delight customers with high 
value, Innovative solutions (prod
ucts/services) customized to their 
applications (needs/wants/expecta
tions) anytime, anywhere in the 
world. 
A Virtual Enterprise leverages 
change, and, benefits from chaos. 

The result is mass cus
tomization . . . ultimate 
market segmentation... 

low cost product differentiation with 
potential deliverables of one (Fig 1). 

This strategic agility is the purity of 
essence for customer delight and 
loyalty. 

.ijp.f fV 
CUSTOMER 

DELIGHT 

Customer delight then is 
real (or perceived) value 
exceeding expectations 
with zero customer 
complaints (Fig 1). Cus

tomer delight results when compa
nies realize they are selling value-
based solutions, not products 
(Fig 18). 

TIRE CONSUMERS 
DON'T LIKE TO . . . 

O AIR UP TIRES 

& CHANCE TO WINTER TIRES 

& DRIVE INTHE RAIN 

> CHANCE FLAT TIRES 

WSEUSS-HJU.0 TJflES 

AU-SEASOH T1HCS 

AOUATKED TIRES 

LCTEHDED uoenrrr TIKES 

Deliver Solutions... 
NOT Products 

Fig 18 - Sell Solutions 
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VIRTUAL 
ENTERPRISE 2m&\ 

The basic components of Virtual En
terprise 2000: 

• Vision/Mission/Objectives 
• Customer Focus 
• Total Quality Culture 
• Agile, Reconfigurable Systems 
• Flexible, Plat Organization 
• Diverse, Empowered Associates 
• Self-Managed Teams 
• Learning Company 
• Benchmarking 
• Core Competencies 
• Strategic Partnerships and 

Alliances 
• Mass Customization 
• Global Strategy 

These components are intertwined. 
They are unified, energized, and 
"wired" for agility by information 
systems technology. Being agile, a 
Virtual Enterprise can only be char
acterized, not defined. 

Fig 19 - Corporate Symbiosis 

Associates satisfy customers; cus
tomers provide shareholders value; 
shareholders support associates (Fig 
19). 

The VIRTUAL ENTERPRISE 2000 
leverages this corporate symbiosis. 

14 



MANAGING 
USER EXPECTATIONS 
Tom Maurer, Summit Information Systems 

2500 

2000 

1500 

1000 

500 

CCE Message Count 
Year 1993 

n » i n n i i i » m m n m i i i « i i t i i i i m i i » m i m i i t i t i i n i i im-t i i—.. i . . . . . i t . . . . . . . t i i . in. . i . imt 

(01-01-93 to 12-31-93) 
Message Counts by Day 

HIGH PERFORMANCE COMPUTING 

IS DEFINED BY THE CUSTOMER'S 

EXPECTATIONS 
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TECHNICAL PARAMEr 

RESPONSE TIME 

CAPACITY 

AVAILABILITY 

RELIABILITY 

RECOVERABILITY 

SECURITY 

RESPONSE TIME 
AVERAGE RESPONSE TIME FOR USER 

fflr 
flitTnnnJ 

AVERAGE RESPONSE TIME IN SECONDS 
A 

1.3 

1 
1.4 

1 
1.3 

1 
—7* y 7^ ) 

y 
) 

7^ / J —y- — / 
1 2 3 4 5 6 7 8 9 10 11 12 13 

PERIODS IN 1994 

■ THRESHOLD OBJECTIVE DREXNET 

s 
| 
8 

16 



Languaget 

BUSINESS PARAMETERS 

PRIMARY NEEDS 

EASE OF CHANGE 

COST TO OPERATE/MAINTAIN 

TOUCH/FEEL 

AD HOC REQUIREMENTS 

MANAGING T H E EXPECTATTON 

CUSTOMER SUPPLIER AGREETVlENTS 

IDENTIFY CRITICAL PROCESSES 

SERVICE REPORT CARDS 

KEY MEASURES 

CUSTOMER SURVEYS 

BUSINESS PLANNING PARTNER 

SYSTEMS OWNERS 

MATCHING SUPPLIERS TO THE TASK 

17 
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THE QUALITY CYCLE 

IDENTIFY IMPROVEMENT OPPORTUNITIES 

IDENTIFY KEY CUSTOMERS/SUPPLIERS 

AGREE ON REQUIREMENTS 

DESCRIBE CURRENT PROCESS 

IDENTIFY THE GAPS 

DETERMINE ROOT CAUSES 

DEVELOP/IMPLEMENT SOLUTIONS 

MEASURE AND MONITOR 

MONITORING KEY MEASURES 

DRIVES IMPROVEMENT 
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Model 204 Resource Utilization 
since AM204+BM204 merge 

processor cycles and storage reads per transaction 

Wwm 
}yyyyy/yyy//yyy/yyyyyyyyy/yyyyyyyyyyyy//y/yyyyy/yy/yyy^^^ 

10 20 30 40 50 60 70 80 90 
Week since AM204+BM204 merge 

Week 19: rewrote SHP033 

Week 32: trctalted performance 
monitor 

Week 48: EDI merge w/ TEC; moved 
TMC119 links to CCE 

Week 67: Retorted CIF File 

Week 79: InlUlled aoltd state d u k : 
ASD deployment begun 

I storage reads 

processor cycles 

CICS/IMS RESPONSE TIME FOR STORE AND FORWARD SYSTEM 
CICS Sy»t .» Iden t l f l ca t lonPBOJ APPLICATIONCCE COMM 

RESPONSE T I M E 

< 1 SECONDS 

13 SECONOS 

FREO. 

$8888888888888&
 aia9ji 

8888^ 33381 

33 SECONOS B g | " ' S M 

510 SECONDS jj
 2 3 s 3 

1015 SECONOS 

1560 SECONDS 

1719 

83 
I I t I  I  I i i i | i i t i i i f r t r l t ■  • • l  f  i  1 | 

0 100000 200000 300000 

FREQUENCY 

PCT. 

79.62 

13.23 

5.SB 

0.00 

0.64 

0.03 

CUM. 
PCT. 

79.62 

92.65 

96.43 

99.33 

99.97 

100.00 
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10.6% 

AVAILABILITY DEFECTS 1003 

1 2 * % ' 
12 

' \ 

124% 
12 

214% 
20 

g3 DATA RLE 

2S AT*T 

23 EDI 

H ENVIRONMENT 

X ctcs 

tf IPL 

SS OPERATIONAL 

31 APPLICATION 

£ TELEVIEW 

i - SYSTEM SOFTWARE 

H HARDWARE 

H M204 SOFTWARE 

FLASH CALL STATISTICS 
1994 

(NUMBER OF CALLS) 

140-rt 
120 
100 
80 
60 
40- | 
20 1 

1 2 3 4 5 6 7 8 9 10 11 12 13 
PERIOD 

2 

< 
s 

■ 
■ 

TOTAL CALLS 

CALL STATISTICS 

ESCALATED TO 2ND LEVEL 
RESOLVED BY FLASH 
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FINAL THOUGHTS 

CUSTOMERS PARTICIPATE THROUGHOUT 

NO MAGIC SOLUTIONS 

COSTING MECHANISMS CRITICAL, 

PERCEPTION SENSING ONGOING 

21 



22 



Survival of the Fittest 
Gary Smaby, SMABY GROUPS 

Game Plan 
• Definitional Dilemma 
• Market Snapshot 
• A New Paradigm 
• Outlook for the 1990's 
• Emerging Applications 
• Q&A 

ISLA MUJERES - MINISUPER 
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1993 Supercomputer Market 
Leading Enterprise Vendors 

564 Systems 
NEC 48 

Cray Research 321 

Hitachi 43 

Fujitsu 152 

Total System Installations /Worldwide 

1993 Supercomputer Market 
Scientific/Engineering/Technical 

$2.15 Billion 
Servers & 
Clusters 
S818M 

Specialized 
Processors 

S109M 

Total Worldwide Factory Revenues - Hardware 

Entry-Level 
Enterprise 

$463M 

High-End 
Enterprise 

S759M 
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Su perc 
Scienl 

(- 4%) i 

6% 

2% 

18% 

6% 

omputer Market 
tific/Engineering/Technical 
1992 to 1993 

r i i 
High-End Enterprise 

1 1 
Entry-Level Enterprise 

1 Specialized Processors 
1 ' ' Servers & ("lusters 

i i 
Markpt Jotful 

— i , , 

-10% 0% 10% 20% 30% 
Segment Growth 

1993 MPP Market Leaders 
S/E/T and Commercial Database 

$600 Million 

Other $27 
KSR$18 

MasPar $23 
nCUBE $25 

Meiko $25 

TMC $90 

AT&T/GIS $300 

Intel $92 
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Supercomputing in the '90s 

Collapse 
of the 

Evil Empire 

A 

From 
Nukes and Spooks 

To 
Genes and Greens 
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Other People's Money 

H E UHITED STATES OF AMERICA 

DARPA ■«& ^fc. NSF 

MPP 
Goes 

Commercial 1 
n W) 

i 

1 ! ' .t 
e. ■■ ■: - . c • ■ 

m 
i — C ^ J 
n n n ■" "■ £ 
_ — _ JL _L L. S. ,. 

If 
1 i 
B i f 
SS " . 

7 r ~ ~ P\ 
*• 

_ _ _ _ _ _ _ J
1
—1 1 
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The Corporate Database 

■ Woven into the Strategic 
Fabric of Business 

■ Database Mining as a 
Competitive Weapon 

"We are drowning 
in information but 

starved for knowledge." 
John Naisbitt 
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The Opportunity: 

Forward-thinking IS managers are 
deploying new MPP technologies to 
competitively leverage their most 
valuable asset. 

Why MPP? 
■ Compelling Price/performance 
■ Tremendous Scalability 
BB Tolerable Entry Price 
■ Tackle Intractable Problems 

29 
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Computing 
The 
New 
Paradigm 

o o o o o o 

a8 o o o 
o o_o_ 

OS 
c sj-y o o o >i^rolo o o 

o o o 
Q O O ~ ~ ^ o o o o o d o o o 

O O O v 
o o o 

Q O \ g_g^oo 

"5T 

$ Millions 
300 
2501 
200 
150 
100 
50 
0 1 

AT&T/GIS 
(formerly Teradata) 

n 
n 

1988 1989 1990 1991 1992 1993 B? 

Product Revenues 
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1993 MPP Market Leaders 
Scientific/Engineering/Technical 

$300 Million 
Other 
$ 2 7 / \ ^v ln te l SSD 

KSR / \ \ $ 9 2 

$18 

nCUBE 
$25 

Meiko 
$25 

92-93 Growth Rate 
15% 

MasPar 
$23 

Can Early Adopters 
Claim Success? 

Real customers are tackling real 
problems across the industrial 
spectrum: 

Financial 
Banking 
Health Care 

Manufacturing 
Retail 
Transportation 
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AT&T/GIS 
(formerly Teradata) 

Telecom 36% 

Retail/Consumer 
18% 

1991 Installed Base by Industry 

Airline/Transportation 4% 

■ Insurance/ 
Healthcare 4% 

Government 6% 

OEM 7% 

Banking/Financial 
Other 13% 12% 

MPP Segmentation 
1992-1997 $ Million 

2000/ 

92 93 94 95 96 97 
I I Scientific/Engineering/Technical 
Uncommercial Data Processing 
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IBM 3090 PHOTO 

33 



A New Paradigm 

• Killer Micros 
• Software is King 
• Open Architectures 
• Standards Dominate 
• Proliferating Networks 

Language! 
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Near-Term Outlook 
BB MPP - Enabling Technology 
BB New Class of Applications 
■ One Piece of the Puzzle 
■ From Testbed to Production 
BB Transition Will Take Time 

35 



$ Millions 

1,600 

1,200 

800 

400 

Video-On-Demand 
Servers 

i 
23 

I 

t 

94 95 96 97 98 99 00 
Annual Sales /High-End Systems 

jy 
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Emerging Applications 

$ Millions 

1,200 Interactive TV 

AST (Analog Set-Tops) 
1993 1994 1995 1996 1997 

Annual Sales 

Emerging Applications 
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"The greatest challenge 
of the computer industry 
is to learn how to build 

information bases, 
not databases." 

Peter F. Drucker 
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Is MPP 
Industrial Strength? 

Connectivity and Transparency are 
Key to Commercial Users 
Support Tools and Infrastructures 
Still Immature 

Supercomputing in the '90s 

Variations 
on a 

RISCy ThemeB 

Farms, Clusters, Servers 

a i B B g f c 
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Supercomputer Market 
Scientific/Engineering/Technical 

1993-98 
$ Billion 

Specialized 
Processors 

$ Billions 

4 

3 

2 

1 

Supercomputer Market 
Scientific/Engineering/Technical 

1993-98 
/ 

CAGR:23.1% 

CAGR: (0.7%) 

■§' 

93 94 95 

Forecast By Market Segment 

96 97 98 

Departmental 
Systems 

Enterprise 
Systems 
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Architectural Evolution 
Scientific/Engineering/Technical 

1993-1998 $ Billion 

Outlook for the '90s 

• Moderating Growth 
• Continued Globalization 
• Decade of the Database 
• Complex Distributed Computing 
• Digitization of Everything 
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1994 Supercomputer Market 
Scientific/Engineering/Technical 

$2.57 Billion 
High-End 
Enterprise 

$830M 

Specialized 
Processors 

$170M 

Total Worldwide Factory Revenues - Hardware 

Entry-Level 
Enterprise 

$486M 

Servers & 
Clusters 
$1082M 

1998 Supercomputer Market 
Scientific/Engineering/Technical 

$3.8 Billion 

Servers & 
Clusters 
$2.07B 

High-End 
Enterprise 

$521M 

Total Worldwide Factory Revenues - Hardware 

Entry-Level 
Enterprise 

$662M 

Specialized 
Processors 

$548M 
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Supercomputer Market 
Scientific/Engineering/Technical 

1993-98 
(-7.3%) 

7.4% 

38.3% 

20.4% 

12.1% 

High-End Enterprise 

Entry-Level Enterprise 
J I I Specialized 

Processors 
Servers & Clusters 

I 
Market Total 

-10% 
Segment Growth 

0% 10% 20% 30% 40% 

Challenges 

• Riding Out the Recession 
• Staying Lean and Mean 
• Picking the Right Horse 
• Shrinking Product Cycles 
• Product Differentiation 

42 



SGI LOGO 

CRAY LOGO 

IBM LOGO 

Language! 

Peaceful 
Coexistence? 

.#50-

&S l i t 
4BS 
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Industry in Context 

Toys 
Workstations 

Breakfast Cereal 
Disposable Diapers 

Powder Soap 
Supercomputers 
Gourmet Coffee 

3 
3 

3 
5 

5 
5 nr MPP 

10 15 20 
Annual Sales in Billion Dollars 
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IS ECONOMIC COMPETITIVENESS 
A MISSION? 
Hassan Dayem, LANL 

CHALLENGES FACING 

THE NATIONAL 

LABORATORIES 

tJLuamcs -

NATIONAL 

Idaho 
Lawrence Livermore 
Los Alamos 
Oakridge 
Sandia 

•FV92dala 

LABORATORIES* 

Staff 

8,420 
8,035 
7,550 
4,855 
8,600 

Operating Budget 
(millions) 

$ 858 
$1,146 
$1,024 
$ 505 
$1,400 

SO 

45 



(Language! 

LABS = 

r\ 
Testing 

Technology 
Development 
(Computing)' 

SCIENCE & TECHNOLOGY 

^ 
Technology 

Engine 

V 
^ * ^ 

Nuclear 
\ Deterrence 

\ A 
\ w Industrial 
]f Application 

Jr 
Manufacturing 

SO 
Lot Alamos 

POST-COLD WAR MISSIONS FOR LOS ALAMOS 

• Defense needs 
Reduce the nuclear danger. Stewardship for nuclear weapons and 
technology, nonproliferation, and manage the legacy of 50 years of 
production. Technology for nonnuclear defense and intelligence. 

• Civilian national needs 
Government driven: agency and industry collaboration 
- Energy - Basic research 
- Environment • Education 
- Infrastructure - Space 
• Affordable health care 

• Commercial technologies 
Industry driven 
- Cost-shared, market-driven research and development 
- User facilities 
- Technology assistance 
• Entrepreneurial start-ups §L 
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My, itfimniiiw * " t l l i r
1

" *■ WtfW m"'" " ' *** ' •«•*». 

llljN|li||i|si®ii 

Simulation of complex systems with human decision mak< 

■ IP " *»* ^ SAL ~ "*. *TSP ^*<i» ' p ? '
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UNDERLYING ISSUES 

> Defense conversion 
> National economic competitiveness 
• Nuclear competence 
• Competition within industries 
' Industrial policy 
1 Cost sharing 
Staying power of the Labs 
Identification and selection of areas of 
cooperation _ 

$0 
— ty*1** 

49 



•85 

• 45 

•38 

LOS ALAMOS INDUSTRIAL 
COLLABORATIONS 

CRADAs 
- Approximately $200m 
• 1/4 small businesses 

Licenses 
• 3/4 small businesses 

Companies started using LANL developed technologies 
Examples: Heat pipes 

Laser - based cell sorting 
Side - coupled cavity accelerator 

• $1B industrial revenues £TQ 

IS ECONOMIC COMPETITIVENESS 
A MISSION FOR NATIONAL 

Yes 
• Leverage tax payers' investment 
• Maintain nuclear deterrence 

LABS 

• Solve large, complex, interdisciplinary problems 
• Strategic research 

No 
• A de facto industrial policy 
• Business knows best; just give them the money that 
would go to the labs 

• Lab/Gov response time too long 
• Japan model 

^o 
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LABS STAYING POWER 

Changing geopolitical priorities 
Changing national priorities 

51 
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$L-

NUCLEAR COMPETENCE 

Credible deterrence 
Capable people 
Dual use science and technology 



COMPETITION WITHIN INDUSTRIES 

• Precompetitive technologies 
• Who do the labs work with 
• How are partners chosen 
• Constructive action may block other opportunities 
• How does industry find out what labs have 
• Commodity is knowledge - make more accessible 

NATIONAL ECONOMIC 
COMPETITIVENESS 

Law - Labs can't compete with industry 

• Politics of industrial policy 
• Maintaining Industrial Competence 
• Lab investment is irrelevant 
• Inpact is through R&D 
• University & industrial labs see national Labs as competitors 

800 lb. gorillas 
• CARD. Lab mission since 1917 - benefits mid size companies; 

technology development/deployment 

<0 

3 
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DEFENSE CONVERSION 

• Lack of understanding of industrial needs 
• High cost 
• Mismatch in timescale industry/labs 

- - bureaucracy impediments 
- - proper scale of problems 
- - return on investment 

Fight with plow shares & plow with swords 

^o 
— LA Atorno* 

We select our programs on the basis of our core 
technical competencies (what we do well) and our 
approach to problem solving (how we do things) 
• Core Technical Competencies 

- Nuclear weapons science and technology 
-Theory modeling and high performance computing 
- Complex experimentation and measurement 
- Nuclear and advanced material 
- Earth and environmental systems 
- Bioscience and biotechnolgy 
- Analysis and assessment 
- Nuclear, sciences plasmas, and beams 

• Los Alamos solves problems that typically: 
- Are large in scale of time, space, size, or complexity 
- Require a strong science base 
- Require engineering, teamwork, and special facilities 
- Benefit from a multidisciplinary approach and continuity of effort 
-Benefit the public 

Los Alamos 
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MISSION 

The Los Alamos National Laboratory is dedicated 
to developing world-class science and technology 
and applying them to the nation's security and 
well-being. The Laboratory will continue its 
special role in defense, particularly in nuclear 
weapons technology, and will increasingly civilian 
problems. 

*\0 
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CCC: 
CRIMINALS CAUGHT BY COMPUTING 

Tom Kraay, Booz, Allen and Hamilton, line. 

Quantifiable Damage to the Public 
On a Yearly 

• Drugs 
• Telecommunications Fraud 
• Welfare Fraud 
• Social Security Fraud 
• Food Stamp Fraud 
• Worldwide Credit Card Fraud 
• Healthcare Fraud 
• Property and Casualty Insurance Fraud 
• Loan Fraud 
• Vandalism 

Basis 

$110 Billion 
$4 Billion 
$15 Billion 
$10 Billion 
$10 Billion 
$40 Billion 
$88 Billion 
$17 Billion 
$15 Billion 
$6 Billion 

More than $300 Billion 

Motivation 

• Over 1.8 Million Violent Crimes Occur Each Year Including: 
— Murders _ Robberies — Carjacking 
— Kidnappings — Assaults 
— Forcible Rapes — Product Tampering 

• Almost 16 Million Property Crimes Each Year Including: 
— Larceny — Burglary 
— Theft — Arson • 
— Motor Vehicle Theft 

• Proliferation of Illicit Organizations Includes: 
— Motorcycle Gangs — Various "Posses" 
— Religious Cults — Foreign Controlled Gangs 
— Street Gangs — Terrorist Organizations 

• Fraud Costs to U.S. Citizens Have Become Unbearable 
— Difficult to detect 
— Institutional, Collusive, and Organizational Fraud is Causing the Most 

Damage 
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Unquantifiable Damage 

» Death 

• Disability 

• Sorrow 

• Grief 

• Fear of Venturing Out 

• Frustration 

• Embarassment 

• Quality of Life 

to the Public 

• International Perception of VS. Society 

MPP-Based Currency Tracking System 

UC Drag Buys 

UCMckWMtpon* 

C«shS«can« 

StogDiugSatot 

Rwaam O a i v m n 

M m 

Extortion Psytrfb 

10.000.000 antrac 

»..N.« * , 
\ a, 

I jSan l l r s . Sana. RMton lor SubMuon.»',OC | 

Watch List 

/ 
Currency 
Tracking 
System 

/ 
Sightings List 

' 
,J 

S«M r t . S«<«. MCR ol StinNkig 
Mwnbor, M C H or ntcpvnt Uvntet r 

/ 1 & SmaxDm 

FR8 
Dranoha* 

Cteaoo 
C M m 
CMtes 
Darwar 
Haw York 
Richmond 
Sanfr inesco 
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Algebraically Speaking... 

n-l 

/=o 

2 2 

XC2/-XC2/+1=0 
i=0 i=0 
n-l-2j 

•Language« 

Xc/c/+2, = ° for7 = 1,2,...,--1 
Clumsy System to Solve Because There Exist only i+i equations in n Unknowns 

To Simplify a Solution 

Introduce Additional Equations: 

0 •C„.,-l 'CU+2 C.-,-... - (n- l ) C0=0 
o2'C,-f«a-2+22'C.3-...-(«-i)2c„=o 

0J-'-C„.1-ir ,.c„-2+2r1.C.,-...-(n-l)r1.co=0 
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The Four Coefficient Transformation Matrix 

Co C i Ca Cs 
C j ~~Cj C i ""Co 

Co C i Ca Cs 
Cs "~~ C j C I

 — Co 

Co C i Ca Cs 
C j — C I C I " " C O 

Ca C j CO C I 

C I *—Co C> ~"Ca _ 

Choose the Ci's So That the Transpose of the Matrix is its Inverse: 

c„ c, ■•• c, c, 
c, -c, ••• c,  c . 
C2 C i Co Cs 
Cs ~"Co C i —Ca 

Ca C i Co Cs 
Cs —"Co Ci —Cj 

Ca Ci Co Cs 
Cs —Co C\ "~Ca 

Solutions to This System Lead to the Famous 
Daubechies Systems 

DAUB2 Co — C\ — -^2 

DAUB4: Co = (1+V3)/4V2 C, = (3+V3)/4V2 
C2 = (3V3)/4>^ C3 = (lV3)/4V2 

DAUB6: C0 = (l + VlO + V5 + 2VIo)/16V2 Cl = (5+yfm+3^fT^m)/16^2 
C 2 = (lO2ViO+2V5 + 2VIo)/16V2 Ca^io^VTo2■^/5V2^/Io)/l6V2 
C4=(5+Vlo3Vs+2VIo)/l6V2 c3=(1+VIo)  Vi^VIo /16V2 
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Harnassing More Coefficient Solutions 

2 Coefficients: c.yj 

4Coeffidents: c .  j y j+ j 

i jr i 

o  % a 2 Cocfficiau Wtvdctt 

6 Coeffidents: c .  ^  j ^ o + j a j ^ 3 lJ{ona+coso) 

i f f j i |lJ(«na+cose) 

c
'  { ^

+
2

C M O 

a+co» a) 

20 « a + — = » 4 Coefficient WavekU a  % »» J. Coefficient W„~rtcu 

Raw Accoustic Data 

OOOOXKOI -

JM0000C.O1 i 

UO0OOOKO1 

■moooozKi -. 
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lonoooco] JOOOOOOE.OI joooooooo) jooo*oot>o> ttooooot.oj IDOSOCCM 

iE*oo 20IOIOOE*OJ 40000001.03 vxoacaz*<a MOOOOOEH) IOOOOMCOI 
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Haar Transform 
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Filtered Haar Transform 
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BEYOND LITHOGRAPHY: 
Molecular Manufacturing and the 

Future of Computing 
Ralph Merkle, Xerox PARC 

Nanosystems: 
Molecular Machinery, 

Manufacturing, 
and Computation 

by 

K. Eric Drexler 
Wiley 1992 

Association of American Publishers 
Prize for Best Computer Science Book of 

1992 

Second printing planned 

w 
3 
92. 
CD 

Improvements in computer hardware 
over time 

P_ relays 

i 
O 
O 
CO 

2010-2020 
t 

vacuum 
tubes 

transistors 

I limits to 
| lithography 

molecular 
manufacturing 

fundamental physical limits 

65 



>Language« 

Nanosystems: 
Molecular Machinery, 

Manufacturing, 
and Computation 

by 

K. Eric Drexler 
Wiley 1992 

Association of American Publishers 
Prize for Best Computer Science Book of 

1992 

Second printing planned 

First printing: 
12,000 paperback 

Trends in computer hardware suggest 
that between 2010 and 2020 we will 
develop: 

1. Mass memory that stores one bit 
per atom 

2. Energy dissipation per logic opera
tion of kT forT = 300 Kelvins (ther
mal noise at room temperature) 

3. Logic elements with only a few 
dopant atoms each 

4. Manufacturing resolutions of an 
atomic diameter 
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Escalating Cost 
of 

Manufacturing Facilities 

10,000 

I 1,000 | 
o 
■D 
o 100 
CO 
c 
o 
= 10 

1 
1965 1970 1975 1980 1985 1990 1995 2000 

(From Electronics News, September 271993, page 28) 

Using molecularbeam epitaxy or lithog
raphy for nanoelectronics seems increas
ingly like making a suspension bridge by 
carving it out of a large block of steel. 

John Hopfield, Caltech, 1992 
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What would happen if we could arrange the 
atoms one by one the way we want them 
(within reason, of course; you can't put them 
so that they are chemically unstable, for 
example). 

Richard P. Feynman, 1959 
Nobel Prize for Physics, 1965 

Molecular manufacturing 
1. Almost every atom in the right place 

2. Manufacturing costs not greatly 
exceeding the cost of the required raw 
materials and energy 

3. Able to make almost any structure 
consistent with physical and chemical 
law 
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"While speaking to a group of senior 
naval officers last week, I stressed the 
need to invest in nanotechnology." 

"We want R&D in things like 
nanotechnology to continue to keep us 
ahead of potential enemies." 

Admiral David E. Jeremiah, USN 
Vice Chairman, Joint Chiefs of Staff 
February 11,1992 

"More specifically, given severe budget 
constraints, an emphasis toward long-
term research makes most sense. In the 
short and medium term, fairly modest 
efforts will suffice to maintain our lead in 
defense technologies. But over the 
longer term, a more coherent program is 
needed." 

Project 2025 report 
November 6,1991 
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DOD and molecular manufacturing: 
fundamental observations 

1. DOD has a long (-35 year) planning 
horizon. Other U.S. organizations with 
significant R&D capabilities have 
planning horizons under -10 years. 

2. Trends in computer hardware suggest that 
molecular manufacturing will be 
developed in somewhat over 20 years. 

3. Molecular manufacturing will have a major 
economic and strategic impact. 

4.There is no focused research aimed at 
achieving this objective in the U.S. today. 

Therefore: 

5. DOD has a fundamental interest in a 
directed program of long range research 
aimed at developing molecular 
manufacturing. 

The Major Research Objectives 
in 

Molecular Manufacturing: 

Design an Assembler 

Computationally Model It 

Build It 
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Computational 
Experiments 

can be used to: 

Design and Model 
Long Term Goals 

(diamondoid systems) 

Medium Term Goals 
(many possibilities) 

Short Term Goals 
(aid existing 

experimental work) 
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Molecular Manufacturing 
(slightly simplified) 

1.) Inexpensive 

2.) Molecular precision 
(fewer than one atom in 
ten billion out of place in 
properly designed struc
tures) 

3.) Make almost any stiff 
diamondoid structure 
consistent with the laws 
of physics and chemistry 
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Nanomanipuiator for molecular assembly: 

cross section: 
working tip 

tool handling volume 
tool transport volume 

toroidal worm drive 
Intersegment bearing 

threaded drive ring 
core plate 
drive gear 

drive shafts 
core bellows segment 

range of motion 

telescoplngl 
;jolnt^ r\ 

_ •lll.X'-.iS.lt.VSfi I 
rotarwiolnts)*! f, ] 

• tubular diamondoid structure • ~ 10 - 6 seconds per motion 
• six drive shafts • > 25 IM/m bending stiffness 
• six-axis control • - 4,000,000 atoms 
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Synthesis of Diamond Today: 
Diamond CVD 

1.) Carbon: Methane (ethane, acetylene...) 

2.) Hydrogen: H2 

3.) Add Energy, producing CH3, H, etc. 

4.) Growth of a diamond film. 

The right chemistry, but little control over 
the site of reactions or exactly what 
is synthesized. 

1 
h 
H 

A Site Specific 
Hydrogen Abstraction Tool 

\ / 
— C—H • C E C - C -

/ \ 

Theoretical studies of a 
hydrogen abstraction tool for 
nanotechnology, 
by Charles Musgrave et. al., 
Nanotechnology 2 (1991) 
pages 187-195. 

►J 

■§! 
< 
E 
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Precursor to a 
Hydrogen Abstraction Tool 

r 
\ 

— x - c = c 
/ 

\ 

c \ i 
Weak Bond 

A Synthetic Strategy 
For the Synthesis 

Of Diamondoid Structures 
1.) Positional Control 

(6 degrees of freedom) 

2.) Highly Reactive Compounds 
(radicals, carbenes, etc.) 

3.) Inert Environment 
(vacuum, no side reactions) 
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A core concept: 
self replicating 

universal constructors 

Von Neumann's architecture: 

UNIVERSAL 
COMPUTER 

UNIVERSAL 
CONSTRUCTOR 

Drexler's architecture: 

MOLECULAR 
COMPUTER 

MOLECULAR 
CONSTRUCTOR 

molecular tip chemistry 
positional capability 

The theoretical concept of machine dupli
cation is well developed. There are sev
eral alternative strategies by which 
machine self-replication can be carried 
out in a practical engineering setting. 

Advanced Automation for Space Missions 
Proceedings of the 1980 NASA/ASEE 
Summer Study 
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Complexity of 
Self Replicating Systems 

(bits) 

Von Neumann's Universal Constructor 

Internet Worm 

Mycoplasma capricolum 

E. Coll 

Drexler's Assembler 

Human 

NASA Lunar Manufacturing Facility over 

about 500,000 

500,000 

1,600,000 

8,000,000 

100,000,000 

6,400,000,000 

100,000,000,000 

So I want to build a billion tiny 
factories, models of each 
other, which are manufacturing 
simultaneously, drilling holes, 
stamping parts, and so on. 

Richard P. Feynman, 1959 
Nobel Prize for Physics, 1965 
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Molecular Manufacturing 
Today 

What We Can 
Synthesize Today 

What We Think 
Molecular Manufacturing 

Looks Like Today 

> 
GOAL 

Gap 

Molecular Manufacturing: 
A Poor Approach 

For Closing the Gap 
Extend only 
what we can 
synthesize: 

Experiment alone 

GOAL 
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Molecular Manufacturing: 
A Better Approach 

For Closing the Gap 
Extend both 
what we can 
synthesize 

and 
what we can model 

GOAL 

Experiment 
Theory & 

Computational 
Experiments 

Language! 

Problems to Avoid 

Finding the lowest energy 
conformation among the many 
possible for floppy molecules 
can be computationally 
intensive. 

Solution: The use of stiff 
molecules (bricks) can avoid 
this. 
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Problems to Avoid 

Radiation will cause damage and 
errors. 

Solution: Radiation shielding is 
difficult. Instead, assume that 
background radiation is 
unavoidable and causes a 
certain error rate. This error 
rate still permits systems with 
tens of billions of atoms with a 
mean time between radiation 
hits of many decades. Design 
systems that tolerate this error 
rate. 

Problems to Avoid 
Light can cause photochemical 

reactions and photochemical 
damage. 

Solution: Keep it in the dark. Even 
a thin layer of metal (a few 
hundred nanometers) will 
reduce photochemical damage 
to below radiation damage. 

An alternative approach 
(somewhat more complex): 
design the system to be light 
tolerant (transparent). 
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Problems to Avoid 
Thermal noise can cause damage. 

Solution: Design the system so 
that transitions from a correct 
state to an incorrect state have 
barriers that are large 
compared with AT. 

To achieve thermal error rates at 
room temperature comparable 
with radiation damage, barrier 
heights should be about 300 to 
400 maJ (350 maJ is about 2.2 
electron volts, or 50 kcals/ 
mole). 

Problems to Avoid 

Computational models can 
produce the wrong answer if the 
actual physical system differs 
from the abstract system (due 
to contaminants, e.g., 
unexpected atoms in 
unexpected places). 

Solution: deal with all 
contaminants at the system 
boundary. Robust barriers that 
tolerate external contaminants 
and keep the internal 
environment well ordered are 
easier to design than complex 
systems that tolerate dirt. 
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Problems to Avoid 

Thermal noise: thermal vibration 
can cause significant positional 
errors. This is of particular 
importance in the design of 
positional devices. 

Solution: if it's not accurate 
enough, make it bigger. Scaling 
laws mean bigger objects are 
stiffer, and hence less subject 
to thermal noise. 

Problems to Avoid 

Modeling errors: the system 
design must work despite the 
use of an imperfect model. 

Solution: Robust designs that 
work in the face of expected 
modeling errors must be used. 
In many cases, this can be 
viewed as designing for a high-
temperature environment. 
Thermal errors and errors 
caused by the model can be 
viewed as abstractly similar. 
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Many of the questions raised 
by the design of an assembler 

can be answered 

By experiment 
By computational chemistry 

By a combination of both 

Computational chemistry 
is a historically unique tool 

which lets us pose and answer 
questions inaccessible to 

present experimental methods. 
This makes it of unique value in 

planning the molecular 
manufacturing systems of the 

future. 

Computational Nanotechnology: 

Model future molecular machines 
using today's 

computational chemistry software. 

Feasible for devices that are difficult or 
impossible to make with today's methods. 

Speeds development of better systems 

Rapidly review and discard dead ends 

Inexpensive 

Informative 



DESIGN AND FABRICATION 
OF THE FIRST 

MOLECULAR MANUFACTURING 
SYSTEMS 

WILL REQUIRE EXPERTISE IN: 

Physics 
Robotics 
Chemistry 
Surface Science 
Materials Science 
Computer Science 
Electrical Engineering 
Mechanical Engineering 
Computational Chemistry 

The best way 
to predict the future 

is to invent it. 

Alan Kay 
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STUDYING OCCUPATIONAL 
HAND DISORDERS 

Frank R. Wilson, M.D., University of California 
George P. Moore, Ph.D., University of California 

Humans have established a powerful hold on their environment largely 
because of the exploitation of novel skill potentials created by the hand-
brain marriage. During the latter part of the 20th century, computer-
machine technology has been widely exploited in the workplace to 
achieve accuracy, efficiency, and economy in tasks dominated by rapid, 
stereotypic movement sequences. Although robotics remains a rapidly 
growing industrial science, computerized machines designed simply to 
augment human motor performance have not been the unqualified 
success designers and users had hoped. The computerized human 
worker does not always behave as expected. 

During the past decade, the incidence of work-related repetitive motion 
disorders has more than tripled from approximately 6 to 21 per 100,000 
workers, making them now responsible for more than one-half of all 
occupational disorders reported in the United States1 Among the most 
commonly reported of these are tenosynovitis and tendinitis, nerve 
entrapment syndromes (especially the carpal and cubital tunnel 
syndromes) the hand-arm vibration syndrome,2 and reflex sympathetic 
dystrophy.3 Operators of electronic keyboards (especially at computer 
work stations) comprise an especially fast-growing group of individuals 
disabled because of hand and arm complaints. Another group 
increasingly coming to attention are performing artists (especially 
advanced.instrumental music students and orchestra musicians). The 
study of the latter group has yielded improved understanding into the 
cause of some forms of occupational hand disorder.4 

These unexpected difficulties have contributed to a new generation of 
research questions in motor control, and may require novel strategies 
and assessment tools. As ergonomists search for ways to improve the 
"fit" between humans and machines, and as computers (and employers) 
drive workers toward higher output, it becomes increasingly apparent 
how little is actually known about the biomechanical and neurophysio-
logical correlates of human skilled—especially manual —movement. 
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We will briefly review the history of occupational hand disorders and 
will introduce the results of preliminary studies of timing among high-
level musicians experiencing loss of musical performance skill. Initial 
experience with these studies suggests the possibility of significant new 
trends and opportunities in research on biomechanical and 
neurophysiological processes in human skilled movement. 

The following are among the more noteworthy implications: 

• MIDI devices and software developed to control them represent a 
high level and comparatively inexpensive technology readily 
available and appropriate for study of the control of hand 
movement; 

• individuals with motor impairments (including extremely large 
populations of patients with congenital and acquired neurologic 
disabilities) comprise a huge untapped subject population for 
clinical research and client population for cognitive and motor 
rehabilitation efforts; 

• improvements in miniaturized, fast, accurate position sensors and 
physiologic transducers, as well as supporting software, are 
needed, as are devices for more detailed study of hand 
biomechanics; 

• computer modeling of biomechanics and neuromuscular control 
will probably be essential for the study of muscle synergies in 
upper extremity movement. 
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1. A brief anthropologic perspective on the "modern hand": troglodytes. Lucy. 

and beyond — a modern version of the Prometheus myth! An understanding of 

disturbances of the origins of hand and arm problems presupposes an 

appreciation of the normal operation of the entire upper extremity, including 

shoulder and scapular movement, elbow and wrist function, and the special 

features of prehensile and non-prehensile movements of the human hand. The 

human hand differs from the ape hand in several important ways: the thumb is 

longer in relation to the phalanges in humans, permitting greater contact 

between palmar surfaces of the thumb and finger tips; greater axial rotation 

occurs at the MP joints of the digits, permitting a "3-jaw chuck" (baseball) grip 

and "5-jaw chuck" grip; the ulnar side of the hand can be opposed to the 

thumb, permitting an oblique grasp of a shaft and thereby permitting the long 

axis of the arm to be greatly extended. 

Other modifications in wrist bones (especially the capitate) and ligaments 

permit dispersion of impact forces delivered through the long axis of the 

central metacarpals. Most of these changes were present in the hand of 

Australopithecus afarensis 2.4 million years ago; the hand of Homo sapiens 

sapiens differs mainly in the increased pronation and opposition of the thumb 

and greater axial rotation of the 4th and 5th fingers, and their capacity for 

opposition. The increase in functional capacity of the hand as a result of these 

"minor" changes, however, probably explains the enormous expansion of 

manual skill of humans over other primates, the exceptional capacity to make 

and use refined tools, and possibly to some extent even the three-fold increase 

in brain size that followed the advances over earlier primate forms found in 

Lucy's hand.5-6-7-8-9 
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2. Functional anatomy of prehension: In a landmark paper published in 1956, 

anatomist J.R. Napier established the first anatomical-functional classification 

of hand movements.10 First, he separated "prehensile" from "non-prehensile" 

movements.* Prehensile movements are those in which an object is held partly 

or wholly within the hand; non-prehensile movements are those in which the 

object is manipulated by the hand or fingers, but not seized or grasped. 

Combing one's hair is an example of the former; typing or playing the piano is 

an example of the latter. 

Within the prehensile group, Napier distinguished two kinds of grip: the 

"power grip," in which part of the object is held by fingers and/or thumb 

against the palm; and "precision grip," in which the object is pinched between 

the thumb and any of the other fingers, without touching the palm. 

Another power grip is a carrying or "porter's" grip, also called a "hook" grip, in 

which the fingers do most of the work without the thumb — doing chin-ups, 

and carrying a briefcase use this kind of grip. What is interesting about this 

grip from an anthropologic point of view is that it does not require supination 

of the ulnar side of the hand, and therefore control of the object is very crude. 

As Mary Marzke points out, non-human primates, including A. afarensis, are 

limited to this kind of power grip.11 

a. The term "prehension" comes from the Latin word meaning "to seize," and does not quite 
do justice to the variety of uses to which the hand can be put in object manipulation and 
control. 

9-
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Subsequent classifications have added refinement and modifications to Napier's 

system. Elliott and Connolly proposed use of the terms "intrinsic" and 

"extrinsic" to distinguish between movements in which the object is 

manipulated within the hand (intrinsic) and movements in which the object is 

"displaced by the hand as a whole, using the upper limb."12 

Elliott and Connolly proposed a further subdivision of intrinsic hand 

movements into those involving simple or reciprocal synergies and those using 

sequential patterns. Simple synergies involve simple flexion of the thumb and 

fingers, as in handwriting; reciprocal synergies involve separation of the thumb 

from the movements of the other fingers, as in tightening a nut; sequential step 

movements involve complex rotary movements, like turning a combination lock 

or manipulating knitting needles and yarn. 

Less attention has been paid by scientific writers to non-prehensile movements, 

but the increasing prevalence of occupational injuries related to keyboard use 

will change that. There is in fact a very large body of technical literature on 

these movements, but the source is largely within the domain of professional 

teaching of keyboard and musical instrument use. Unfortunately this pedagogy 

is for the most part entirely empirical. The Hand Book, written by a concert 

pianist, has recently been published and suggests that concepts drawn from 

high level musical instrument study could be have a favorable impact on the 

present epidemic of computer keyboard injuries.13 
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3. Recent studies of upper extremity biomechanics — what we have learned 

from musicians with occupational cramp: In a series of English language publi

cations beginning in 1974, Christoph Wagner provided details of the static and 

dynamic characteristics of movement in the upper extremities of musicians 

whose ages range from 16 to 72 years, and who play virtually all instruments 

in common use."-15,16 The role of joint hypermobility in musical performance 

has recently been studied at a major American conservatory.17 In general, these 

studies have indicated that unusual biomechanical pre-conditions are associated 

with recurrent pain syndromes of the upper extremity. Most prominently, 

stringed instrument players with chronic forearm pain have a higher than 

expected incidence of low supination range at the elbow; keyboardists with 

forearm pain, by contrast, have a higher than expected incidence of low 

pronation range at the forearm. Because of the limited availability of 

quantitative measures" of upper arm biomechanics, the contribution of such 

abnormalities among office and industrial workers with repetitive stress injuries 

is unknown. 

4. Musical vamps and manual cramps. Even more disabling than repetitive 

stress injury is the syndrome of occupational cramp. A recent study reported by 

Wilson, Wagner and Homberg links biomechanical abnormalities to the 

establishment of a "learned motor disorder," and to other risk factors, including 

repetition rates and psychological factors.18 Moore's studies of timing and 

muscle activation in performance of trills on the cello and piano establish the 

feasibility of simultaneous recordings of movement and muscle activation in 

musical performance.19JD-21 The recent adaptation of MIDI (musical instrument 

digital interface) technology creates both new opportunities and new problems 
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in that regard.22 We are now seeking ways to use these new methods to 

examine movements in which there are proven disturbances in the physiologic 

control of reciprocal inhibition of flexion-extension movements of the fingers, a 

hallmark of writers' cramp and related disorders.23,2* 

5. Treatment and prevention. The ubiquity and intractability of occupational 

hand disorders has generated a vigorous response from both industry and the 

medical community. Some prevention strategies (focusing on work station 

ergonomics) appear to have been helpful, and modification of work habits 

(including upper body and limb posture during movement) have been helpful in 

many cases. Individual biomechanics have not been addressed (as they are 

beginning to be among musicians), and physiologically rational training for 

computer-operated keyboards remains a largely unmet challenge in injury 

prevention. 
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Figure 1. Pianist UD. Unedited ISsecond segment Chopin B miti 
Sonata. Note descending runs. 2second segment of third run 
(grey box) is 25 notes long and is reproduced in following figures. 
Reproduced from Psychomusicology 1993;11:7995. 
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Figure 2a. Pianist UD. Same segment with all 
lefthand notes removed, original timing unchanged, 
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Figure 2b. Pianist UD, Chopin B min Sonata, descending 
runs edited, "dead time" removed. 

•1 a a.o*awox 

TV; 
-- i 

! 
* 

V, 

r. 

- . j 

M r r r a » « v 

20 

Jl lLuilla i_aui „..ll 
0 200 
k x i t i m , ss (Anraw • tfes. std 2Sw) 

0 207 
Inttrvals, at (Anran • 79M, std 21as> 

Figure 3. Pianist UD, Chopin B min Sonata. Four successive performances 
edited to show 38-note descending run with combined note duration and 
interval histograms. 
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Figure 4. Pianist PO. Unedited 16second segment Chopin B min 
Sonata. Note descending runs. 
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Figure 5. Comparison of pianists UD and PO, two performances by 
each of same 38note descending run in Chopin B minor Sonata, with 
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Figure4a. RS,left hand trill, self-paced. Average interval length is 202 ms 
(std 18 ms); average note duration 197 ms (std 20 ms); average velocity 56.6 units. 
Vertical bars indicate note velocity; circles indicate new high or low in the series. 
Insert (color reverse) shows 6-second detail. 
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Figure 4c. RS, left hand trill, interval autocorrelation diagram. Each note is 
plotted as the first of a series to indicate short term and long term timing 
control. This performance demonstrates extreme stability of note intervals. 
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Figure 5a. RS, right hand trill, self-paced. Average interval length is 384 ms 
(std 84ms); average duration is 385 ms (std 90ms); average velocity is 66.93 
units (std 331 units). Vertical bars, circles as in Figure 4a. Insiirt (color reverse) 
shows 6-second detail. 
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FigureSc.HS, right hand trill interval autocorrelation diagram. 
Compare with figures 4c,6c. Analysis shows no evidence of 
note-to-note rhythic precision. 
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THE HIGH PERFORMANCE 
STORAGE SYSTEM 

Dick Watson, LLNL 

The Kuhn and S-Curve Paradigm Shift Models 

• Kuhn's model 

• The S-curve model 

Perfbrmincc 
or Value 
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Limits 

•"New Paradigm 
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V \ * ^ Discontinuity 

Investment or Time 

HPSS 
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Challenges Driving the Storage System 
Architecture Paradigm Shifts HPSS 

• Moving and storing terabyte datasets generated by scientific and 
commercial applications and experimental data collection devices. 

• Achieving I/O and query latency balanced with advances in pitxessing 
and memory sizes: 
• Effectively utilizing high performance networks and network-

connected storage devices. 
- Integrating scalable, parallel storage and scalable parallel computing 

systems. 
• Integrating large scale data management and hierarchical stoirage 

systems. 
• Integrating distributed storage environments. 
• Providing more effective system management services for the 

increasingly complex distributed storage environments. 
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• study of advanced data management 
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NSI. A nrnwinp DOE I,ahnratnrv. Tndnstrv. 
University Collaboration 
Original Industry CRADA Members 

IBM Federal 
IBMSSD 
Ampex 
OpenVlsion 
Network Systems Corp. 
Maximum Strategy 
Zltel 

New Industry Participants 
Cray Research 
Intel 
cm 
IGM 
Klnesix 
PsiTech 
DEC (pending) 
Kendal Square Research (pending) 
Melko (pending) 

\HPSS 
Laboratory and Government Members 

' ■ 

i 

LANL 
LLNL 
ORNL 
SNL 
ANL 
SDSC 
Cornell Information Teclbnologies 
Cornell Theory Center 
NASA-LERC 

National Storage Laboratory (NSL) Objectives 

• Technical 
- Tested, evaluated, demonstrated general purpose high 

performance, distributed, hierarchical storage architectures. 

• Development and demonstration of new storage system 
functionality. 

• Commercialization 
- Demonstrated, tested, evaluated integrated hardware and 

software products from multiple vendors. 

- Commercial availability of the testbed hardware and software. 

- Influence on and testing of storage system standards. 
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The Challenge of Achieving Balanced I/O Architectures -
The Limits of Mainframe Channel Connected Storage \HPSS 

FDDI, Ethernet 
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Architectural Overview of 
the National Storage Laboratory \HPSS 
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An Example: The Configuration that the NSL High 
Performance Storage System (HPSS) Will Support HPSS 
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Control 

Control 

Parallel 
RAID 
Disk 
Farm 

Parallel Tape Farm 

Characteristics of HPSS 
HPSS I 

• Focus on scalability and MPP integration 

- Ability to add hardware to support striping across devices and I/O 
channels. 

- Servers designed for multitasking and multiprocessing. 

- Ability to distribute servers. 

- Petabyte store, containing billions of Tiles, millions of directories. 

- Scalable data transfer to GB/s range. 

• Interfaces to support integration with large scale data management 
systems. 

• Support for a wide range of storage devices and multiple storage 
hierarchies. 
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Characteristics of HPSS (continued) HPSS 
• Support for standard interfaces, NFS, AFS, DFS, FTP. 
• Extensive GUI based storage system management services. 
• Security built in from the initial design. 
• Portability to multiple vendors platforms. 

- No kernal modifications 
• Built on OSF's DCE infrastructure, implemented in C POSIX 

compatible. 
• Layered architecture based on IEEE Mass Storage System Reference 

Model: Version 5. 
• Built using components from multiple vendors. 

• Migration path from NSL-UniTree. 
• Projected 3 year development investment > $10M. 
• ReliabUity and recoverability features (eg., Transaction management, 

system and File metadata on separate media and multiple copies) 

HPSS Architecture HPSS 
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The Challenge of Integrating Large Scale Data 
Storage and Large Scale Data Management HPSS 

Problem: Users don't think of their data in terms of files or clusters 
of files, but rather as application oriented abstractions (e.g., 
climate conditions in spatial and temporal terms). 

Approaches 
- Subsetting of the data based on predicated or observed query 

behavior and storage system characteristics 
• Abstracts or compression 
- Query time prediction 
- Storing appropriately organized metadata 
• Control by the data management system of clustered data layout 

(e.g., volume and order) 
- Access by the data management system to the appropriate 

storage layers and abstractions 

Example of Desirable HPSS and DFS Integration 
HPSS | 
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Dynamic Storage Hierarchies at the 
National Storage Laboratory 

Workstation 
Clients P 

IBM RISC 60001 
Operations I 

NSLUmTree 

4MM Tape 
Robot 100 GB ( IGM-ATLIT 

8MMTape | J 
Robot 250GB h 

IGM-ATL I Optical 
8MMTape I Jukebox 50GB 

I Robot 250GB 

"Slow" Hierarchy "Direct to Tape* Hierarchy 

ruttr 
Tap. 

HPSS 

ZJtd 
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Disk Array 
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General Physical Model HPSS 
• Data po<1 
O Control port 
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Server1 0-<— 
File System 

Client 
? 

control 
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>0Server2 
File System 
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Tf-tTT-tTT-f 
(Sending) (Receiving) 

• A transfer is between two Tile systems. 
• Data is distributed over a set of subsystems 
• {SSsl,2..} is a set of sending subsystems 
• {SSrl,2..} is a set of receiving subsystems 
• Data is moved between subsystems 

108 



.Language' 

Conceptual parallel flow 
all bytes flow in parallel from sender to receiver \HPSS 

object in sender sent to objects in receiver 
a gather list for sender, a scatter list for receiver 
list of sender and receiver defines a window 
there will be many mappings involved 
Data flows from sender through window to reciever 

Data Allocation and Storage Management Details HPSS 

Stmulation/Expcnmcma] System 

Commercial DB 
The storage manager controls 
the Initial placement of data 
"dusters" using the allocation 
directory and enhanced mass 
storage system Interfaces. 
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Archival Mass Storage System 
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The Challenges Requiring Improved 
System Management HPSS 

• Evolving distributed, multiple dynamic hierarchies environments. 

• Need for integrated, standards-based system management 
framework. 

• Need for more and more automation and better GUI based tools. 

• Ability to manage systems in constant evolution over years. 

Parallel Transport Reflector HPSS 

• WoodenMan proposal 

• will be sent to Reflector Participants 

• To get on Reflector, 
• Email to pio_request@nersc.gov 
• Give your email address 
• Give your postal address 
• Give your institution 

• To Pariticipate in design review 

• Email to pio@nersc.gov 
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QUANTUM COMPUTERS 
AND FREDKIN GATES 

Isaac Chuang, Stanford University 

1 Introduction 

Why do computers dissipate energy? .The amazing fact is that in principle, an ideal computer 
does not necessarily have to dissipate any energy at all in order to function properly. This 
conclusion is recent; before, it was widely believed that computation necessarily entailed dissi
pation of kT In 2 joules per elementary logic operation, according to the 1949 analysis of von 
Neumann. But in 1973, Bennett showed that for each logically irreversible Turing machine a 
reversible one could be constructed, in principle. Around the same time, Fredkin also developed 
his idea of a reversible logic gate. These demonstrated that in principle, a computer could be 
built which dissipates negligible energy. 

Today, it is believed that a perfectly reversible computer may be constructed in principle, 
but susceptibility to noise would probably render it useless for practical purposes. Nevertheless, 
we have learned several fundamental facts about the relationship between energy dissipation 
and computing. 

First, we now realize that energy dissipation is solely a matter of convenience. Dis
sipating energy allows us to operate a finite sized computer reliably in the presence 
of noise, and finish our calculation in a finite amount of time. 
Second, we have come to understand better what "dissipation" means. Landauer's 
conjecture is that dissipation occurs only when information is lost, and vice versa. 
Finally, it is believed that through the study of ideal reversible logic gates, we may 
come to understand better the physics of complex quantum systems and quantum 
measurement, the subject of much controversy throughout the past half century. 

Physics and computing have always had a deep relationship. In particular, the study of 
reversible computers brings us to what is perhaps the most intimate connection between the 
two disciplines, as demonstrated by these three observations. 

'This work was supported by a. Fannie and John Hertz Foundation Fellowship. 
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Today, I would like to present lor you a review of the status of this field, and a summary 
of my ongoing research in this area. What I will not tell you is that reversible computing is 
the wave of the future; it is not. What I will tell you. is the foUowing message. The study of 
reversible computing will help to answer these questions: 

• How much energy must be dissipated in practical situations, to perform arbitrary calcu
lations? What are the fundamental physical limits? 

• What issues are important in reducing energy consumption (beyond obvious technological 
limitations)? 

• What technologies may be exploited to better investigate complex [quantum] systems? 

This last item may be of particular interest to those who are investigating semiconductor 
logic devices of length scales smaller than a tenthmicron, because in that regime, quantum

mechanical effects start to become important. It is also a fascinating area for exploration in its 
own right, from the viewpoint of fundamental physics. 

The outline of my presentation is as follows. I will begin with a brief description of the 
history of reversible computing, starting from Landauer's exorcism of Maxwell's demon. This 
background will provide a basis for the explanation of my research goals and approach. The 
ultimate application of my results will be in the area of minimal energy computing, which has 
already benefited from the technology of reversible logic. Finally, I address some open questions 
in the field by presenting early results from my research. 

2 History of Reversible Computing 

The original motivation for the study of the thermodynamics of computing was the desire to 
develop a thorough understanding of the inability of Maxwell's demon to violate the second 
law of thermodynamics. As you may recall. Maxwell's demon is an imaginary being that 
was deliberately constructed by James Clerk Maxwell in 1875 to violate the second law of 
thermodynamics. He envisioned a miniature demon which could extract energy out of a gas 
cylinder initially at equilibrium by separating the fast and slow molecules into the two halves 
of the cylinder. 
[ Figure showing Maxwell's demon ] 

Whether such a beast is possible or not eventually boiled down to the question of what 
information the demon could extract from the system it was observing. It was realized that by 
performing a measurement on each gas molecule it saw. to determine its velocity, the demon 
could indeed separate the gas into hot and cold molecules on either side. However, as Landauer 
noted in 1962, to do this, after each measurement the demon is required to reset its internal 
state, so as to forget the results of its previous measurement. This act of erasing information 
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increases the demon's entropy by precisely the same amount taken away from the gas molecules 
in the cylinder. 

This key realization, that information erasure corresponds to an increase in entropy, is 
known as Landauer's conjecture. More colloquially, we may say that information loss leads 
inevitably to energy dissipation. 

During this period, electronic computers and quantum-mechanics were both introduced. 
Also, in 1948, Shannon laid the basis for the science of information theory. First to analyze 
the analyze the energy dissipation of a computer was von Neumann., who estimated that on 
the average, AT In 2 Joules must be dissipated "per elementary act of information, that is 
per elementary decision of a two-way alternative and per elementary transmittal of one unit 
of information." What is most interesting is that for elementary boolean logic gates, von 
Neumann's answer coincides exactly with that expected from Landauer's conjecture. This is 
made obvious by noting, for example, that the AND, OR, and XOR. operations are logically 
irreversible; they correspond to mathematically non-invertible operations. 
[ Figure showing logic gates, info lost, and energy dissipated ] 
Until 1973, it was therefore widely believed that any computer would unavoidably dissipate 
kT In 2 Joules per gate on average. However, Bennett[l] then realized that nontrivial computa
tion may be accomplished without use of logically irreversible operations. He proved that any 
irreversible Turing machine may be cast into a reversible one by adding the appropriate book
keeping information. Around the same time, Fredkin[2] also came up with a logically reversible 
primitive which is boolean complete. This gate, known as the Fredkin gate, has three inputs 
and three outputs, and the following truth table (Figure 1). 

Inputs 
A B C 
0 0 0 
0 0 1 
0 1 0 
0 1 1 
1 0 0 
1 0 1 
1 1 0 
1 1 1 

Outputs 
A' B' C 
0 0 0 
0 0 1 
0 1 0 
1 0 1 
1 0 0 
0 1 1 
1 1 0 
1 1 1 

A.1 

BJ 
C! 

SA' 
IB' 

:c 
i i 

Figure 1: Fredkin gate schematic symbol and truth table. 

This gate is particularly interesting, and I shall shortly return to discuss its properties in detail. 
In 1982, Fredkin and Toffoli introduced a concrete physical model for a reversible computer, 
based on collisions between billiard balls and appropriately placed mirrors. The fascinating 
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thing about this model is that it is manifestly reversible, insofar as its operation is based on 
the laws of classical mechanics. 
[ Figure showing Interaction Gate ] 
The billiard ball model of computation is known as a "ballistic" computer because it depends 
on perfect operation, and the absence of external perturbations such as those caused by thermal 
noise. In contrast, Bennett introduced the notion of a "Brownian" computer[3], which depends 
on the agitation caused by thermal noise to propel a computation forward. 

Finally, since 1982. there has been significant progress in extending the realm of reversible 
computing to the quantum domain: Beniofi"[4], Deutsch[5], and Feynman[6] have proposed 
several forms of a quantum-mechanical computer, whose operation depends principally on the 
Hamiltonian evolution of a state vector. I shall return to this subject later. 

The central conclusion reached by researchers in this field thus far is that reversible, dissi-
pationless computers are certainly possible in theory, although in practice, energy dissipation 
will certainly be required for system stability and noise immunity. We also now understand a 
key principle - reversibility stems from keeping track of every bit of information in a computer. 
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1875 Maxwell'6 demon introduced. 

1949 Von Neumann estimated that kT ln2 (3E-21 Joules) must be dissipated "per 
elementary act of information, that is per elementary decision of a two-way 
alternative and per elementary transmittal of one unit of information." 

1929-1962 Maxwell's demon is exorcised. 

1961 Rolf Landuer attempted to prove von Neumann's answer. But he found only 
that logically irreversible operations generate a local increase in the entropy 
equal to the information thrown away. 

1973 Bennett realized that nontrivial computation may be accomplished without 
use of logically irreversible operations. 

1982 Fredkin published his reversible logic gate primitive, and showed that is is 
boolean complete. Fredkin and Toffoli also devised a model of computation 
based on the collision of "billiard balls." This was the first model of a ballistic 
computer. 

1982 Bennett introduced his "Brownian computers" which depend on thermal noise 
to agitate a machine toward completion of a computation. In contrast to the 
ballistic models, thermal noise is an integral part of the computational process; 
in fact, the ballistic computer can only function properly in the complete 
absence of thermal noise. 

1982-1986 Study of quantum-mechanical reversible computers by Benioff, Feynman, 
Zurek, Deutsch, Landauer, etc. 

3 Overview of My Research 

Now I would like to introduce my own research. I have been personally interested in reversible 
computers since I was an undergraduate at MIT. My education has actually been in quantum 
field theory and computer architecture, while semiconductor device physics is something I have 
been learning only since coming to Stanford two years ago. My discussion will be oriented 
towards fundamental physics and system issues, but I will be happy to entertain questions or 
comments from a different perspective as well. 
3 .1 Goa l 

The concept which interests me is a relation governing computation which has been hinted at 
in the literature, but never explored quantitatively - namely, that there exists some tradeoff 
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between time, energy, and reliability. This relation has been expressed as the so-called "Spreng 
Triangle[7]," shown here. 
[ Figure showing Spreng Triangle ] 
The three vertices on this triangle represent the three extremes of zero time, energy, and 
information, while the three edges correspond to maximal information, time, and energy. Spreng 
philosophically noted that it is the starving philosopher who seeks the least costly solutions by 
acquiring maximal information, while the primitive savage is content to expend as much energy 
as is needed to solve the problem, and modern man is concerned primarily with a quick fix. 

I am motivated in this study by our current understanding of some of the possible limits. 
For example, we know for a fact that given infinite time, we can perform an. arbitrary calculation 
to a specified reliability, with zero energy. Specifically, Bennett has shown that the required 
energy dissipation per step can approach zero as long as a reversible computer is operated 
adiabatically. However, this is not so interesting in practice. In reality, the central issue is 
how to do some useful computation with a finite size machine, at finite temperature, in a finite 
amount of time. Given these constraints, how much energy must we dissipate to perform the 
calculation, and how fast may each logical step be performed, at best? The ultimate goal of 
my study is to answer these questions. 
3.2 A p p r o a c h 
My approach towards understanding the fundamental physical limits to computation is based on 
two efforts - first, the construction of a new mathematical theory for describing the quantum-
mechanical embodiment of the simplest ideal physical logic gate, and second, the actual exper
imental implementation of a simple cascade of reversible logic gates in a mesoscopic system. 

Development of a quantum theory for reversible computing begins with the description of the 
purest physical model for the elementary building block of the ideal computer. Cascading ideal 
logic gates into a complex system will then give a model which may be studied to ascertain the 
performance achievable under specific non-ideal conditions, such as in the presence of thermal 
noise. Finally, by coupling each ideal logic gate to noise reservoirs, the amount of dissipation 
required to stabilize the behavior of the system may be determined. 

Experimental implementation of an ideal logic gate is an ambitious goal. The principal 
problem is that an ideal logic gate is a closed system with few degrees of freedom, and that 
is hard to achieve in practice. This area of research represents work in progress for me. My 
group at Stanford University specializes in the study of noise in mesoscopic systems. We will be 
exploring the physics of two-dimensional electron gases in the GaAs/AlGaAs material system 
at temperatures below 20 millikelvin, using a dilution refrigerator. My thesis advisor and 
group leader is Professor Yoshihisa Yamamoto, who is well-known for establishing the field 
of squeezed light semiconductor laser diodes. Our current idea for fabricating a Fredkin gate 
involves possibly adapting a version of Kouwenhoven's single-electron turnstile device. 
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[ Figure of logic gate cascade and Kouwenhoven's turnstile ] 

4 Applications of reversible logic 

Before continuing with the description of my own research, I will now describe in greater detail 
what reversible logic is, and how it may be applied in practice. 

4.1 Conservat ive invert ible logic 

What is a Fredkin gate? There are many interpretations of this device. Consider once again 
its truth table. The most important characteristics of its transfer function are that 1. the 
number of "one's" is conserved, 2. the mapping is one-to-one onto, that ii:, one unique output 
exists for each input and vice versa. These properties, the existence of a:a additive conserved 
quantity, and the invertibility of the transform, are the basis for describmg the Fredkin Gate 
as a conservative invertible logic gate. 

Inputs 
A B C 
0 0 0 
0 0 1 
0 1 0 
1 0 0 
0 1 1 
1 1 0 
1 0 1 
1 1 1 

Outputs 
A' B' C 
0 0 0 
0 0 1 
0 1 0 
1 0 0 
1 0 1 
1 1 0 
0 1 1 
1 1 1 

Figure 2: Truth table for a Fredkin gate classified according to bit class (number of one's). 

Why are these properties special? As Fredkin and Toffoli explain in their 1982 paper, 
these symmetries are motivated by principles-fundamental-to almost all physical phenomena 
we understand. The conserved quantity is energy (for example), and invertibility corresponds 
to microscopic reversibility. 

The Fredkin gate is also special in that it is boolean complete and construction universal. 
Since it may perform either an AND or an OR function when configured appropriately, it can be 
cascaded to construct any boolean function. Second, the Fredkin gate can be used to perform 
crossover and straight-through routing, which are the two routing functions necessary to allow 
construction of arbitrary routes through a regular graph. That this property holds follows from 

117 



»Language 

X 
Y 

0 1 

A 
B' 
C 

A" 
B' 

C XY 

A 
B 
C 

' A" 
B' 
C* 

? 9 •> ? 

Figure 3: Fredkin gate configured to perform two elementary boolean functions. The left figure 
shows the AND operation, and the right, the XOT operation. 
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Figure 4: Fredkin gate configured to perform the two operations needed to be construction 
universal. The left figure shows the fanout operation, and the right, the crossover operation. 
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yet another fundamental physical principle - that duplication, i.e., fanout, is unnatural, and is 
an operation that must be accounted for explicitly. 

One more interpretation of the Fredkin gate truth table exists. Mathematically, it is useful 
to view a conservative invertible logic gate as a data-dependent group transformation operation. 
For the three-port Fredkin gate, by classifying the inputs by number of "one's," we see that 
the transformation applied to get the proper output is just a simple permutation, with the 
particular permutation which is performed being a function of the number of "one's." In this 
case, all bit-classes are transformed identically except for the two-bit case for which these two 
entries are permuted. 
4.2 Appl ica t ions of C I logic 
Conservative invertible logic can be used to reduce energy consumption in two ways. First, 
energy can be saved by constructing computational systems from CI logic primitives such as 
the Fredkin gate. This allows unused "one's" to be recycled, thus lowering the amount of 
energy dissipated. However, achieving logical reversibility will never lower energy dissipation 
beyond the inherent imperfection of the physical devices used. Thus, the next step is to replace 
dissipative logic devices (such as MOSFETs) with charge-recover devices, then eventually with 
ballistic devices, such as Milburn's quantum optical Fredkin gate. 

[ Figure - "Reducing Energy Dissipation with CI Logic" ] 
The first 6tep is essentially one of software technology. We know that it is always possible to 

embed a logically irreversible calculation into a logically reversible one. As Bennett and Fredkin 
have shown, and as should be obvious from the boolean completeness of the Fredkin gate, an 
irreversible function may be calculated reversibly and repeatedly by performing the calculation 
using auxiliary storage, copying the desired result, then performing the reverse calculation to 
restore the storage to its initial state. 

[ Figure - Bennett's reversing computer & HPP kernel ] 
The problem of how much auxiliary storage is required is known as the "garbage collection" 

problem in reversible computing. However, I believe that this problem is not fundamental. 
One fundamental attraction of using conservative invertible logic lies in the notion that since 
physical phenomena are microscopically reversible, it is reasonable that reversible microscopic 
algorithms for numerically simulating them should also exist. Therefore, CI logic would form 
natural primitives for implementing, either in hardware or in software, such simulations. The 
conclusion is that if problems are formulated properly, dealing with garbage should not be a 
problem. 

One immediate technological possibility utilizing CI logic is a minimal-energy programmable 
logic array. The device itself could be fabricated with CMOS transistors, and operated with 
a reversible power supply, it could possibly dissipate asymptotically zero power as a function 
of clock frequency. Of course, the difficulty is in the optimal reduction of the application 
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program to CI logic primitives. This mathematical problem is similar in difficulty to that of 
normal boolean reduction, but research has showed that certain simplifications may arise from 
inherent symmetries due to the properties of CI logic. In fact, reduction into CI logic primitives 
is an interesting problem in its own right; recently, it has been shown that the collision kernel for 
hydrodynamic lattice gas simulations, which is normally implemented as a lookup table, may 
be simplified significantly when implemented using CI logic primitives in an application-specific 
IC. 

A fascinating concrete example is Barton's 1978 implementation of a subset of the PDP-10 
processor using conservative logic. Shown here is a diagram of his basic machine structure, taken 
from his paper. There is a random access memory M, a stack memory P, 24-bit instruction 
I, 24-bit accumulator AC, and garbage stack G. Several interesting things may be noted from 
his study; first, most instructions may actually be implemented in a reversible manner. The 
only irreversible functions provided were AND. OR. LOAD. CLRAC. RSH. LSH, and ABS, 
and it is not clear that those instructions necessarily had to be irreversible (except as a matter 
of convenience). Other insights gained were that it is necessary for a subroutine to have only 
a single return point, since the path of execution must be retraceable. Also, each memory 
operation had to be a read/write: non-destructive reads were not possible. 

[ Figure: diagram of Barton's PDP ] 

4 .3 Phys ica l imp lemen ta t ions of t h e Fredkin G a t e 

I now turn to the description of the physical devices used to implement conservative invertible 
logic gates such as the Fredkin gate. There are two kinds of Fredkin gates, the "quantum" 
Fredkin gate, and the "demon" Fredkin gate. The difference is that the quantum one is to a very 
good approximation, a perfectly closed system, while the demon gate is a collection of dissipative 
gates (such as a MOSFET) emulating the logical operation of a Fredkin gate. Behaviorally, 
they are also distinguished by their noise properties. The demon gate, because it is constructed 
from irreversible primitives, is manifestly stable, but it may never be dissipationless, no matter 
how perfect the device is. Examples of some proposed demon Fredkin gates are listed here. 

Demon Fredkin Gates 
• Likharev: Josephson Junction, Int. J. Theor. Phys. 21, 311 (1982) 
• Caulfield: Liquid Crystal Modulator, Applied Optics 28, 2429 (1989) 
• Merkle: Reversible Charge Transfer. Nanotechnology 4- 21 (1993) 

On the other hand, the quantum Fredkin gate is the real thing. In the limit of perfect physical 
implementation, the device is expected to operate in a dissipationless manner. Because of this, 
quantum coherence will persist between devices, and partition noise will arise. Another way 
to understand this effect is to consider it to be simply due to quantum interference. In fact, 
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coherent effects are key to the operation of such devices. Several potential quantum Fredkin 
gate proposals are listed here. Note that no quantum Fredkin gate has yet been experimentally 
demonstrated. 

Quantum Fredkin Gates 

• Milburn: Quantum Optical, Phys. Rev. Let. 62, 2124 (1989) 
• Islam, Soccolich: Billiard-ball solitons, Optics Let. 16, 1490 (1991) 
• Huang: Fiber Logic Sagnac, Applied Optics, to appear (1994) 
• Lloyd: Pulsed Arrays, Science 261, 1569 (1993) 

5 Open Questions 

The quantum Fredkin gate is perhaps the most interesting device to have emerged from the 
study of reversible computing. Investigation into the inherent nature of this device has con
nected the disciplines of computing, physics, and information theory, motivating a wide variety 
of open questions. In this last part of my talk, I will describe some of the preliminary results 
from my research on the quantum Fredkin gate. 

To recapitulate, my goal is to establish a quantitative relation between fundamentally in
evitable dissipation and the reliability and speed of a computing machine. My approach is to 
devise a physical description of the elementary building blocks of a dissipationless machine, then 
to study the limits on its operation as external effects such as thermal noise are introduced. 
To begin with, I note that the Fredkin gate is an ideal quantum logic gate. In fact, I postulate 
that the proper quantum description of any logic gate consists of two components, one being 
the Fredkin transform, and the other, a coupling to an external reservoir (corresponding to 
dissipation). By studying this separation, I hope to understand why dissipation 6eems to be 
essential for system stability, even at the quantum level. Related to this is the understanding 
of quantum measurement, as a simple quantum Fredkin gate gedankenexperiment shows. 

5.1 T h e ideal q u a n t u m logic ga te 

I begin with the following observations. The ideal computer is a reversible one, and it may be 
constructed from Fredkin gates. In fact, the simplest of the "ideal" logic gates is the Fredkin 
gate, (or any of the equivalent conservative invertible three-port cousins), since all higher order 
conservative logic gates may be constructed by cascading Fredkin gate;;. That no simpler 
reversible logic gate exists is proved by Fredkin. 

To capture the physical performance limits of an ideal logic gate, we must embody its logical 
behavior in a physical system. One of the simplest systems we may choose is the interaction 
of three harmonic oscillators described by the usual quantum-mechanical picture with linear 
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coupling. Although this theoretical model is quite simple, I will show that it indeed properly 
describes the expected performance of a real physical device, that of Milburn. 

Let me begin by explaining the operation of Milburn's quantum optical Fredkin gate, shown 
here. The basic structure of the device is a MachZehnder interferometer, constructed from two 
50/50 beamsplitters and two perfect reflectors. Because the path lengths of both arms are 
identical, the two incoming beams travel the same distance, then recombine; in the absence 
of any control signal, the outgoing beams are exactly the same as the incoming ones. When 
a control signal is present, however, the path length of the upper arm is increased, and the 
interferometer becomes unbalanced. The device is adjusted to operate in a manner such that 
when a control signal is present, the arms become unbalanced by 180°, so that the input signals 
are perfectly switched to give the outputs. 

ft; in ■ 

a, out 

out 
Figure 5: A prototypical MachZehnder based Kerr effect Fredkin Logic Gate. 

The unbalancing occurs because of the physics of the "Kerr"1 medium; this is a x3 nonlinear 
crystal whose index of refraction is proportional to the total electric field intensity in the 
medium. In other words, the more light going through a Kerr medium, the faster it travels. 
Mathematically, we say that the input states undergo self and crossphase modulation; the 
phase of the fight is changed by a function of the total number of photons present in the crystal 
when the light beam passes through it. 

[ Figure: kerr medium ] 
Coming back to Milburn's gate once more, we see that if we have Schrodinger picture opera

tors for the beamsplitter and the Kerr media, then we can write down a unitary transformation 
operator which describes the logic gate. The logarithm of this transformation will then give us 
the Fredkin gate Hamiltonian. We proceed with this program by using the following operator 
description of a beamsplitter, as described by Yurke and others 

• B = exp[i8(atb + ab*]\ (1) 
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The key to this description is that a beamsplitter can be seen as a SU(2) group transformation 
operator, which performs a rotation in the space of its inputs, a and 6. 

'in 

a, in1 a, 
B 

out 

■'out 

Figure 6: Quantum-mechanical Beamsplitter 

Finally, putting all our mathematics together gives us an operator description of Milburn's 
quantum optical Fredkin gate: 

|out) = to4>eBiXB2KB2Bi\m) (2) 
= exp [-ix(n0(n0 - l ) + n t ( n 6 - 1) + nc(nc - l)Jj 

x exp [-i\ (2na>;-. + nc{na + nb))] exp [i\nc (a*b + a&t)] \m)a\n)b\p)c. (3) 

Here, the operator A* is the Kerr medium transformation, while B\ and B2 are the beamsplitter 
transforms. For number-eigenstate inputs, the output is found to be this expression. The first 
two exponentials are simply irrelevant phase transforms, corresponding to self-phase modulation 
and cross-phase modulation. The third exponential is the real heart of the logic operation. It 
is what we identify as the quantum Fredkin gate operator. 

What does this expression mean? It is a controlled beamsplitter. The effect of this operator 
is to perform a rotation in the SU(2) space of a and 6. by the angle \nc. That is, the rotation 
angle is determined by the field strength of the control input. The constant x is an engineering 
parameter determined by the strength of the Kerr media, and can be chosen so that when the 
control reaches the appropriate strength, the logic gate is switched on; when no control signal 
is present, the gate is naturally switched off. 

5.2 The Fredkin gate operator 

This operator expression for the quantum Fredkin gate is a significant result. The logarithm of 
the Fredkin gate transform immediately gives us the Hamiltonian 

H= \c
t
c(a

t
6 + 6t

a). (4) 
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Figure 7: Three-input Kerr medium extension of the non-linear Mach-Zehnder interferometer 
which works as a quantum-optical logic gate. 

This is the Fredkin gate Hamiltonian, a beautiful concrete example of Deutsch's Hamiltonian[5]. 
It is, to my understanding, the first complete Hamiltonian description of an actually physically 
realizable quantum Fredkin gate. The implication of this work is that since all conservative 
invertible logic gates are related through an equivalence transform, therefore in fact all quantum 
logic gates may be described by the Fredkin gate Hamiltonian. The proof is the same as that 
for the universality of the Fredkin gate. 

Note that although the formalism presented here was developed with boson operators, it 
generalizes immediately to fermions. In fact, it has been shown by Kitagawa that closely located 
electron waveguides allow electron cross-phase modulation to occur; thus, the nonlinear Mach-
Zehnder interferometer structure used for the quantum optical Fredkin gate could equally well 
be used for a ballistic electron Fredkin gate, in principle (unfortunately, it is difficult to fabricate 
with present technology). 

The Hamiltonian for non-ideal logic gates will have the same form of Eq.(4), but the coupling 
may be different. For example, a transistor with dissipative source and drain, and a ballistic 
gate, might be described by the Hamiltonian 

ff = £x»c+c(a+6„ + &jlc). (5) 
n 

The coupling here takes on the form of a Caldeira-Leggett dissipative coupling to a reservoir 
with operators 6„. This expression, however, is still tentative, and continues to be the subject 
of active investigation. 
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5.3 Quantum measurement and the Fredkin gate 

My last subject deals with the relation between quantum measurement theory and the quantum 
Fredkin gate. The interesting question to ask is, what is the simplest level at which one may 
ask an "if-then" question? That is, for example, "if particle A has momentum P then eject 
an electron." Such questions are naturally part of a logic gate's operation; physically, such 
questions correspond to performing a measurement, then acting on the result. 

The key realization is that the "if-then" experiment is not possible if only two states are 
correlated; a three-body interaction is essential. It is simple to see that a two-body interaction 
is insufficient; for example, when the polarizations of two photons are correlated with each 
other then sent in opposite directions (this is the photon twin experiment), measurement of 
one photon conveys no information about the other photon, even through it collapses the 
superposition state arbitrarily. No information is encoded into the original polarizations, and 
therefore superluminal communication is impossible with photon twins. 

On the other hand, if three photons are allowed to interact at the origin, then nontrivial 
information transfer seems to be possible. The following example is due to J. Jacobson2. We 
prepare the input states A = |l)a , B = |0)t, and C - (\0)c + |l)e)/V5 and feed them into a 
Fredkin gate, with Hamiltonian *Priv*te communication, 1993 

H = | c*c [aib + b*a] . (6) 

The output state is 
M ) = -L[|011) + |100)], (7) 

a macroscopic superposition state; measurement of the photon in one of the three modes col
lapses the wavefunction, leaving the other two modes in a mixed state. Say A' and B' (primes 
denote output variables) are sent away to Antares, while the C output is kept locally. If C 
is left unmeasured, the detector at Antares finds A' and B' to be in a superposition state, 
while on the other hand, if C is measured. A' and B' are found to be in a mixed state. Thus, 
measurement of C' would seem to change the statistics of A' and B', faster than the speed of 
light. 

At present, the paradox of this gedankenexperiemnt has not been satisfactorily resolved. 
Superluminal communication should not be possible, and yet this example would seem to show 
that it is. The prevalent belief is that an answer lies in the definition of a measurement pro
cess. Measurement, and the consequential von Neumann reduction of the wavepacket, occurs 
only after a contract h? signed between two interacting systems that stipulates they will never 
interact again. That is, their mutual information is discarded. Thus, the resolution of Jacob-
son's paradox lies in viewing the separation of the two signals as an implicit measurement, 
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which automatically collapses the three-photon superposition 6tate, and destroys their mutual 
information. 

6 Conclusion 

The study of reversible computers probes a fertile new juxtaposition of the worlds of quantum 
physics, computing, and information theory. Fundamental insights from this field promise 
to bring new understanding to the definitions of measurement, computation, and dissipation. 
Hopefully, through the creation of theories to explain quantum logic gates, and experiments 
to test the avoidability of dissipation, we will eventually develop not only new computational 
machines and paradigms, but also quantitative limits for the computational performance of the 
physical world. 
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Abstract - A method to migrate a task dynamically 
from a virtual SPMD machine to a virtual SIMD machine is 
proposed. It is assumed that the SIMD and SPMD virtual 
machine models only differ to support the different modes of 
parallelism, and that the program was coded in a mode-
independent programming language. The migration pro
cedure does not require the SPMD PEs to be at the same 
location in the SPMD program at the time of the migration. 
This work is directly applicable to mixed-mode hybrid 
SIMD ISPMD systems and part of the general problem of 
task migration in SIMDISPMD mixed-machine hetero
geneous systems. 

l.INTRODUCTION 
In a heterogeneous system [11,30], different types of 

parallel machines are interconnected by high-speed links. 
Task migration i r^uch an environment may be necessary 
for fault-tolerance, load balancing, administrative reasons, 
or improving execution rime of a single task. The migration 
procedure "captures" a program's execution state on one 
type of machine and then maps it to a viable state on a dif
ferent type of machine. When task migration is performed 
in the context of fault-tolerance, the "capturing" of the 
state is done periodically at checkpoints, and the mapping is 
done at the time of the fault 

One possible approach to migrating a task dynami
cally between a synchronous SIMD machine and an asyn
chronous single program - multiple data stream (SPMD) 
machine is illustrated in Fig. 1. In general, SPMD mode is 
the use of a MIMD machine when all PEs execute the same 
program, but asynchronously with respect to one another. 
A task is assumed to be coded in a hypothetical mode-
independent programming language, referred to here as the 
VPL (virtual programming language) (e.g., ELP [20], HPF 
[15],ParalationLisp[5],XPC[21]).ThehypotheticaIVPL 
compiler generates object code for each machine or a sub
set of machines on a network, as well as produces informa
tion necessary for the task migration procedure. The dotted 
arrows in Fig. 1 indicate that from a single VPL source pro-
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gram each machine's executable program is generated. 
To move a task from some physical machine (A, B,... 

F) executing in one modeof parallelism to another physical 
machine executing in another mode of parallelism, two 
types of transformations are performed that rely on infor
mation generated by the VPL compiler. The first type of 
transformation (dashed arrows in Fig. 1) maps the execu
tion state of the task on a particular machine to/from an exe
cution state on a virtual machine model, which represents 
all machines with the same mode of parallelism. The dif
ferent shapes of the machines depict their differing physical 
architectures. Mechanisms for migrating tasks between 
differentsingle-processor computers, which can be applied 
to specifying this first type transformation, have been pro
posed^ . , [10], [14], [23], [26], [27], [29]). 

SPMD Midlines SIMD Machines 

r"^ —-
(VJ-

.. | VPLPrograml ... 

virtual SIMD Virtual SPMD 
Machine 

.Xb 
(TE 

©• 
Fig. 1: Graphical depiction of task migration between 
SIMD and SPMD machines. 

The second type of transformation (solid arrow in Fig. 
1) conceptually migrates the task between a state on the vir
tual SIMD machine and a statu on a virtual SPMD machine. 
The similarity of shapes between the virtual SIMD machine 
and the virtual SPMD machine represents that the concep
tual architectures only differ to support the different modes 
of parallelism. The work described here addresses the 
SPMD to SIMD portion of the second type of transforma
tion. It proposes a method by which a multiple instruction 
stream SPMD program can be mapped to a single instruc
tion stream SIMD program. The approach taken is to 
characterize a single instruction stream program and a mul
tiple instruction stream program as programs that execute 
on a virtual SIMD machine (Subsection 2.2.2) and virtual 
SPMDmachine(Subsection2.2.3),respectiveIy. 

A general approach to implementing the second type 
transformation was proposed in [8]. It discusses a way to 
transform any MIMD program into pure SIMD code. It 
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does this by having the SIMD code (running on an SIMD 
machine) emulate the MIMD program. One of the goals 
here is to have the VPL compiler generate efficient code for 
each of the source and destination machines (i.e., the gen
erated code is specifically targeted for each machine). The 
task migration procedure maps a point in the efficient code 
for one machine to a point in the efficient code for another 
machine. 

This research proposes a method by which a point in 
an SPMD program can be mapped to a point in an SIMD 
program, assuming that the machine models only differ to 
support the different modes of parallelism. This assump
tion is directly applicable to a mixed-mode system [71. in 
which the processors of a single machine are capable of 
operating in either the SIMD or SPMD (or full MIMD) 
mode of parallelism and can dynamically switch between 
modes at instruction-level granularity with relatively little 
overhead(e.g.,OPSILA[9],PASM[4,24,25],TRAC[18], 
Triton/1 [22]). However, this research is primarily targeted 
for solving part of the general problem of task migration for 
heterogeneous SIMD/SPMD mixed-machine systems 
[30], where a suite of SIMD and SPMD systems are inter
connected by a high-speed network. Although parts of the 
migration procedure were implemented on the mixed-
mode PASM prototype as a proof-of-concept, a full imple
mentation is beyond the scope of this paper. Section 2 states 
more specifically the assumptions about the programming 
language, operating system, and machine models. The task 
migration problem is stated formally (i.e., mathematically) 
in Section 3. The procedure to migrate a task between an 
SPMD and an SIMD virtual machine is presented in Section 
4. 

2.THE HETEROGENEOUS ENVIRONMENT 
2.1 Overview 

This section describes the conceptual model of SIMD, 
SPMD, and mixed-mode computation that is assumed here, 
and mentions some of die language features that are 
expected to be part of a mode-independent programming 
language (i.e., VPL). It also briefly overviews aspects of an 
operating system that are relevant to this study. 
22 Virtual Machine Models 
23.1 Overview 

It is assumed that the virtual SIMD and SPMD 
machines are as similar as possible, differing only in the 
mechanism needed to support the different modes of paral
lelism. Thisimpliessuchthingsas:allpocessorsstoredata 
in the same format (eg., byte order, number of bits), 
memory addresses are consistent across the machines' 
memory modules (i.e., valid addresses on one machine are 
not invalid on the other), the number of processors across 
machines are the same, and the inter-processor networks 
used in both machines are the same. 

Furthermore, bom the SIMD and SPMD machines are 
assumed to have a physically distributed memory organiza

tion. In such a system, each processor is paired with a 
memory module to form a PE (processing element). Most 
parallel systems currently in use are physically imple
mented as distributed memory organizations (e.g„ CM-5 
[13],KSR1 [16],MasParMP-l [6],andnCUBE2[12]). 
2^2The Virtual SIMD Machine 

The virtual SIMD machine is composed of a CU(con-
trol unit), P PEs, and an interconnection network. The PEs 
are activated if they can be used by the executing program 
(as explained in Subsection 4.2.3). When aPE is active, it is 
said to be enabled if it executes instructions. The enabled 
PEs receive and synchronously execute common instruc
tions that are broadcast from the CU. The PEs fetch data 
from their individual memory modules. The CU has the 
ability to enable selectively PEs for the execution of 
instructions. ThosePEsthatarenotenabledfortheparticu-
lar instruction being broadcast by the CU are disabled, i.e., 
remain idle and do not execute the instruction. The inter
connection network allows PEs to communicate among 
themselves and exchange data. Furthermore, the CU pro
cessor is assumed to have Creg general purpose registers 
available for storing data~ana each PE's processor is 
assumed to have Sreg general purpose registers. Examples 
of existing SIMD machines with a similar structure include 
CM-2 [28] and MasPar MP-1. 

223 The Virtual SPMD Machine 
The virtual SPMD machine consists of? PEs and an 

interconnection network. Each PE's instructions and data 
are stored in its memory module. Because there are multi
ple threads of control, thePEs execute asynchronously with 
respect to one another. As with the SIMD model, the inter
connection network provides communication links among 
the PEs. Also, each PE's processor is assumed to have 
Creg + Sreg general purpose registers available for use. 
The registers in the SIMD and SPMD machine models are 
assumed to have the same size. Examples of constructed 
systems with a similar structure that are capable of SPMD 
execution include theCM-5,KSRl,andnCUBE2. 
2 3 Virtual Programming Language Features 
23.1 Overview 

Many of the aspects of the hypothetical mode-
independent language, VPL, are based on the existing ELP 
language [20], The overriding concern with VPL is to 
insure that the language definition is mode independent. 
Language constructs must be translatable to both the SIMD 
and SPMD models of execution. Thus, consmicts that do 
not have a translation to both models of execution are ille
gal. VPL is explained here using a C syntax with exten
sions. 

Like C, VPL has pointers. However, pointers to local 
variables are illegal because the migration process changes 
the location of variables in the stacks and the translation of 
the pointers to the new addresses would be an expensive 



operation to implement The other semantic differences 
fromCareowing to VPLhavingmore than one flowof con
trol in the program. The features unique to VPL will be dis-
cussedin greater detail in thefollowingsubsections. 
23.2VaiiabIe Attributes 

In addition to the standard types in the C language such 
as int. float, and double, variables in VPL also have attri
butes that describe the location of the variables and the 
types of operations possible on the variables. These attri-
butesare monoand pohy. 

A poly attribute specifies that a local copy of the vari
able resides in each PE in the machine. When a poly expres
sion is being evaluated, each PE in the machine is operating 
on an independent copy of the poly variable that is located in 
itslccalmemory. 

A variable declared as mono effectively has one copy 
across the entire machine. In particular, on SIMD 
machines, a mono variable would have a single copy stored 
on the CU. Operations involving only mono variables and 
constants are executed on the CU. This may lead to better 
SIMD performance than if the variables were present on 
each of the PEs [2], In contrast, on an SPMD machine, a 
local copy of the mono variable isstored on each PE. 

In SIMD mode, for any operations that involve both 
mono and poly variables, the mono variables are broadcast 
to each PE and the operation is men performed in parallel on 
thePEs. 
Z33FlowofControl 

If a conditional statement consists of at least one poly 
variable, the conditional is considered to be a poly condi
tional statement, otherwise it is a mono conditional state-
ment. During execution, each PE on an SPMD machine is 
able to test independently local mono or poly values and 
branch around code that should not be executed. In con
trast, only the CU on the SIMD machine can execute jump 
instructions and branch around sections of code. A mono 
conditional expression is evaluated on the CU in SIMD 
mode, and thus the execution of an if, for, while, or do state
ment is similar to the way a sequential machine would exe
cute it. Because each PE may have different results from 
evaluating a poly conditional expression, each PE may 
iterate through the body of a for, while, or do statement adif-
ferent number of times. In SIMD mode, when a PE fails a 
poly conditional test in afor, while, ordo statement.itis dis
abled until all PEs have failed the poly conditional. Simi-
larly.if the conditional staiementofarf-then-else statement 
is a poly conditional expression, only those PEs mat evalu
ate meccflditionas "true" areenabledandexecutethethen 
clause. Those PEs that evaluated the condition as "false" 
are disabled until the then clause has been executed by the 
enabled PEs. Only those PEs that evaluated die condition to 
be "false" are enabled to execute the else clause, and the 
other PEs are disabled until the else clause has been exe
cuted by the enabled PEs. It is assumed in this paper that 
each PEinan SIMD machine has an enablestack that stores 

the PE's enable status for various depth nestings of poly 
conditional expressions (as in, for example, the MasPar 
MP-landtheCM-2). 

To unify the representation of SIMD and SPMD con
ditional execution, the VPL compiler imposes several res
trictions. One of the restrictions that was proposed for the 
XPC language [21] is illustrated by the poly conditional 
below. 

if(PEname.»0){A)olse{B} 
The difference between SIMD and SPMD execution is the 
ordering of the execution of statements A and B by the PEs. 
On an SIMD machine, statement A would execute before 
statement B, but on an SPMD machine, statements A and B 
may execute concurrently. In VPL, unless it can be 
guaranteed that the execution order will not affect the 
results of the if-then-else statement, the SIMD semantics 
are enforced. 
23.4Inter-PECommunicaiionandSynchronization 

The operations that can affect ordering of statement 
execution across PEs are inter-PE communications and 
synchronization operations. In SIMD mode, typically 
when onePE sends data to another PE.all enabled PEs send 
data to other distinct PEs. Therefore, the "send" and 
"receive" commands are implicitly synchronized. 
Because all enabled PEs are following the same single 
instruction stream, each PE knows from whichPE the mes
sage has been received and for what use the message is 
intended. Thus, no buffering of messages or explicit mes
sage identification is needed. Conversely, an SPMD mode 
program is executed asynclironously among all PEs. As a 
result, the PEs must execute explicit synchronization and 
identification protocols for each inter-PE transfer. In addi-
tion.becauseaspecific ordering of messages cannot always 
be guaranteed, messages need to be buffered. It is assumed 
that library routines implement the various communication 
protocols. For the migration process discussed, it will be 
necessary for an intermediate SIMD program to make use 
of the explicit synchronization and identification protocol, 
as well as the buffering mechanism, which is normally 
associated with SPMD transfers. 

The approach used for updating mono variables in 
VPL, which is the same as in ELP, is to disallow assign
ments to mono variables within poly conditional statements 
because the coherence of the mono variables cannot be 
guaranteed. This implies that at any point in time, a mono 
variable may have different values on different PEs in an 
SPMD machine; however, it will have the same value 
across PEs at the same locati on in the SPMD program. 
2.4 Operating System 
2.4.1 Overview 

Many parts and details of an operating system must be 
considered for the general case of migrating a task between 
two machines [23]. However, this subsection focuses on 
the pans of the operating system that uniquely impact the 



migration of a program between two machines that have 
different modes of parallelism. 
2A2 Memory Layout 

One aspect of th e operating system that is pertinent to 
this study is the virtual address space. It is assumed that 
mono and poly global variables share the same virtual 
address space in each PE, but are grouped into separate 
memory segments. (In SIMD machines, the mono variable 
virtual addresses map to CU memory locations.) Separate 
mono and poly "heap" data segments also exist for 
dynamic memory allocation. By making a distinction 
between mono and poly data segments, the modification of 
the virtual address tables is simplified. 

A VPL subroutine can have both mono and poly 
parameters and local variables. In SIMD mode, upon the 
call of a subroutine, stack space for mono parameters, mono 
local variables, and subroutines' return addresses is allo
cated on the CU. The memory space for poly parameters 
and poly local variables is allocated on the PE stack, as in, 
forexample,theMasParMPLprogramminglanguage[19]. 
In SIMD mode, it is assumed the CU and each PE has a 
frame pointer that points to the locally stored stack (e.g., 
PASM prototype). In SPMD mode, mono and poly parame
ters and local variables are pushed onto the PE stack. Stack 
and framepointers are kept in each PE. 

Ideally, within the user stack, mono and poly local 
variables and parameters should have separate segments as 
well However, because local variables and parameters are 
stored on the run-time stack, separate stacks would be 
required. This implies that the SIMD and SPMD machines 
have separate stack pointer registers available to be used for 
a poly variable stack and a mono variable stack. While some 
SIMD machines (e.g., MasPar MP-1) may have this 
feature, in general SPMD machines do not. Thus, mono and 
poly local variables and parameters are assumed to occupy 
the same memory segment in this discussion. 

2.43 Program Migration 
When a signal to migrate die program is received by 

the SPMD machine, the operating system must save the 
state of the program so the program can be restarted at the 
appropriate point on the SIMD machine. In addition to the 
memory image, the operating system stores other informa
tion, such as: messages to processes on the same PE and dif
ferent PEs that have not been sent, messages received by a 
process but not read, and inter-process and inter-PE com
munication paths established. The operating system is also 
assumed to have the capability of "flushing" messages 
from the inter-PE network (e.g., CM-5 operating system 
[13]). If the network is a packet-switched multistage net
work, some packets may be blocked within the network at 
the time a process is interrupted to be mapped to another 
machine. In this case, the operating system "flushes" the 
network of the messages, so that all messages are saved as 
part ofthe "per process" informauon mentioned above. 

3.MATHEMATICALMODEL 
3.1 Goal 

Let a VPL program, F, be compiled to produce an 
object code program, 5, for a virtual SIMD machine and an 
object code program, M, for a virtual SPMD machine. 
Either in SIMD mode (due to enabling/disabling) or SPMD 
mode (due to branching), not all PEs will necessarily exe
cute the same sequence of instructions. SiM(x) denotes the 
sequence of states representing the collective actions of all 
PEs that occur during the execution of the entire SIMD pro
gram with inputx, starting with state 1 and ending with state 
o. M,:|1(x) isdefined similarly for the SPMDprogram.This 
paper describes a transformation Hu> implemented in 
SIMD mode, SPMD mode, or mixed-mode, such that 
Six,(.HM<.Mi:j(.x)y) s W x ) , f o r i s / s c a n d l s y s ^ a n d 
for all x. The equivalence statement means that if MU]/i is 
interrugted at some point having executed the sequence of 
states M i -j, then HM can transform die results computed by 
M j :/(x) to a form that can be processed by S; :„ (executed in 
SIMD mode), so that the result is the same as that found by 
S1:0. In other words, Hu transforms the results of M 1:;- to 
yield a valid state of 51!0. No particular mode of parallelism 
is specified for implementing HM, because it can be per
formed totally in SIMD or SPMD mode, as well as partially 
in either mode (i.e., mixed-mode). More details about the 
mathematical model are in [3]. 
32 VPL Program Characteristics 

Because the two machines support two different 
modes of parallelism, there may be points in the execution 
of the program on one machine that do not correspond to 
points on the other. For example, in SIMD mode, a mono 
variable may need to be broadcast to each PE to be added to 
a poly variable. The "broadcast and addition" operation 
may require a sequence of instructions in the SIMD code, 
but only a single addition instruction in the SPMD code. 
The state of the SIMD machine during the execution of 
these instructions may not correspond to a state in the 
SPMD machine. Another example is that the SPMD pro
gram may need to identify transferred information expli-
cidy, which is not necessary for SIMD transfers. The 
SPMD machine state while performing the identification 
protocol may not be equivalent to any SIMD machine state. 

To make all possible interruptible points in both pro
grams "equivalent," the VPL compiler divides the object 
code programs S and M into uninterruptible blocks of 
instructions with the following properties: (1) there are an 
equal number of blocks.S, generated from S and M, (2) the 
function implemented by block; from 5 and block j from M 
are equivalent for 1 s ; SB, and (3) no block in either S and 
M can be further divided into blocks such that properties (1) 
and (2) are true for the resulting blocks when B > 1. Bycon-
structing programs S and M with uninterruptible blocks of 
instructions in this way, for any interruptible point in M 
there is an equivalent point in S. An algorithm that performs 



this functionis given in [3]. 
4.SPMDTOSIMD 

4.1 Overview 

This section discusses the transformation of the 
suspended state of an interrupted SPMD program, M, to a 
state in an equivalent SIMD program, S. (Recall that pro
grams can be interrupted only at block boundaries, as 
defined in Subsection 3.2). Mathematically, a functionHm 
was presented in^ Subsection 3.1, such that 
Si„(Hu(Mui(x)))« 5lsJ(x), for 1 s i s o and 1 s / su , and 
for all x. Here, one possible implementation of HM is 
described. An estimated worst-case asymptotic time com
plexity for each part of the migration procedure is given. 
The actual time complexity of the implementation 
presented here is application dependent 

An important design requirement o(HM is that when 
M is interrupted, execution of the program to be migrated 
on the SPMD machine must end' 'quickly.'' This is desir
able because it allows the prompt migration of tasks by load 
balancing routines. In the context of fault-tolerance, inter
rupts can be used by the operating system to checkpoint the 
memory image of M. M can then be checkpointed periodi
cally in time instead of at specific locations in the program. 

There are several data structures that are assumed to 
be produced by the VPL compiler for each program that 
provide mapping information between the S and M. The 
mappings between the memory addresses of subroutine call 
instructions and between interruptible points in the SIMD 
and SPMD programs are kept This information is used by 
Hu to map return addresses in M to those in 5, and is stored 
in a table called the ART (address resolution table). This 
table, therefore, provides a mapping from an instruction 
address in one program to the equivalent instruction 
address in another (for all those addresses discussed 
above). 

Information about which location on the PE stack is 
occupied by a mono variable is also kept The VPL com
piler produces this information for each subroutine. This is 
done efficiently if the VPL compiler assures an ordering on 
the stack of parameters and local variables. For example, 
the VPL compiler can push all mono parameters on the 
stack before all poly parameters; likewise, for mono and 
poly local variables. Then, for each subroutine, the VPL 
compiler associates a location on the stack that separates 
mono and poly parameters and mono and poly local vari
ables. This information is stored in a SST (subroutine stack 
table). Also, in addition to specifying uninterruptible 
blocks and return address mappings, the ART maps all 
uninterruptible blocks to the entry in the SST for the sub-
routinein which theblocks appear. 

Finally, each ARTentry contains a pointer to the entry 
intheARToftheblock that represents the conditional state
ment in whose scope it appears. If a block is not within a 
conditional statement the pointer is null. The pointer fields 
for blocks representing subroutine entry points are also 
null. These pointers are used to create the enable stack on 

each PE of the SIMD machine when the SPMD program is 
migrated (Subsection 43.3). At the time of the interrupt, 
the pointers are used in conjunction with the return address 
values on the run-time stack of each PE (showing the 
sequence of subroutine calls) to determine the nesting of 
conditionals at the time the PE was interrupted. This infor
mation can then be used to create the PE enable stack on the 
SIMD machine. 

The discussion is di vided into two parts. The first part 
determines the starting instruction address in S given an 
interrupted Af. The secondpart presents howaviable start
ing state for 5,-s is established from the state produced by 
M1:j. 

43Determining5ISJ from MUj-

42.1 Overview 

AtthetimeofaninterruptofM,:11,becausetnePEsare 
executing asynchronously with respect to one another, each 
PE may be at a different point in the execution of the pro
gram. Due to the synchronous nature of 5, the multiple indi
vidual PE states of M 1:y- must be mapped to a single state in 
Sin- This is done by using a temporary intermediate SIMD 
program S\ It is assumed that the entire sequence of states 
of 5 ' is represented by 5 ^ . The SPMD machine is not used 
for this because a goal of the migration method is to ter
minate execution on the SPMD machine as "quickly" as 
possible. Once all individual PE states have effectively 
reached the same point in the 5 ' program, the state of S* :0' 
(a' is the state of S' at the timeof migration) is mapped to a 
state in the efficient SIMD program SiM. Thus, a two step 
mapping is implemented by//M. 

433FmdingtheStartingStatein5tM'and5ia 

^The difficulty in finding the starting state encountered 
in Si:„ from the interrupted individual PE states that 
comprise the machine state Mi:: is that mono conditional 
loop statements arepanof the VPLlanguage. Forexample, 
if two PE stales are within a. VPL mono conditional loop 
statement then the mono loop control variable and the 
end-of-Ioop mono conditional test need to be checked to 
determine which value for the mono loop control variable 
from the two PEs should be used for the starting state. In 
fact the way the loop variable is modified by each iteration 
must also be known. 

Fig. 2 illustrates the type of decision HM must make. 
Suppose at the time of an interrupt PE 0 was at m, when 
i=6 and PE 1 was at m2, when i=8 (assume P=2). 
Because, the loop modifies a mono variable i (the loop con
trol variable), the value of th; mono variable at m, and at 
m2, and the way it is modified (decremented), needs to be 
considered. If HM evaluates the PC (program counter) 
values of PEOandPE l,Sita would be started at st with the 
state of PE 0. The i value would be 6. From this starting 
state, 51:<J would never generate PE 1 *s state (i.e„ PE 1 was 
interrupted at m2 with i=8), because i is decremented at 



each iteration. Because there is a single storage location for 
mono variables in SIMD mode, it is necessary tochoose the 
correct first state in SI:„. From this state, all the values of 
the mono variables in the interrupted PEs' states from M 1:y
willbeencounteredin5,s. 

stun 

monointi: 

SPMD 

monointi; 

for(i i0:i»0:t—M 
s. ■■ 

for(i10:i>0:iH 
 m, 

uLanguage* 
km for 5 tM because SPMDlike protocols are used, as 
mentioned in Subsection 2 3 3 and further discussed in 
Subsection4.23. 
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Fig. 2: Determining the starting state in S,:0. 

To avoid having to check the values of the mono vari
ables and the way they are updated, an intermediate pro
gram, S'', is generated by the VPL compiler. This inter
mediate program is an equivalent SIMD program that has 
no monojariables. HM maps the various states o(Mui to a 
state in Sk *,■. The advantage that 5 ' has over 5 is that the 
number of times a loop is executed is determined by the PE 
and not the CU. Therefore, to map the states of the inter
rupted PEs in M 1:; to Sf.o', the mono variables do not have 
to be evaluated to determineat which iteration of the loop in 
theSIMDprogramprocessingbegins. One disadvantage of 
S' is that CU/PE overlap may be reduced, which could lead 
to poorer SIMD performance [2]. S' is only used tem
porarily (i.e., it is an intermediate program). Once all the 
PEs have been activated and they are not executing a loop 
statement that corresponds to mono conditional loop state
ment in S, the state of 5 t : a ; is mapped to a state in Si„. It is 
possible that no point in 5 t :c' meets this requirement given 
the interrupted stales of the PEs, in which case S is never 
invoked. 

Fig. 3 shows the same code segment as that in Fig. 4. 
Again, it is assumed that P=2, and PE 0 and PE 1 were 
interrupted at m, and m2, respectively. In this case, HM 
simply starts S' at S, with PE 0 activated, regardless of the 
value of i. PE 1 is activated when Skra' reaches s2. The 
loop's poly conditional expression is evaluated on each PE. 
At the end of the loop, assuming all PEs are activated, the 
state of^t:,,' is mapped to a valid state in Si:a. Thus, in 
effect Stxs' synchronizes the interrupted states of the PEs 
in M j:j to yield a valid state in Si:a. The synchronization is 
not done on the SPMD machine because it is assumed that 
when an interrupt occurs, execution on the SPMD machine 
must end "quickly." Because synchronizing the PEs takes 
an indefinitely long period of time, it is done on the SIMD 
machine by S'. Clearly, if the original SPMD loop used a 
poly conditional the same technique would apply. If the 
loop body contains interPE data transfers, it is not a prob

) 
Fig. 3: Determining the starting state in Sk:a-. 

The PC values of the PEs a the time of the interrupt of 
M i:; cannot be used alone to determine where in S' compu
tation should begin. This is because a single subroutine can 
be called from more than one place in a program. Conse
quentiy, two PEs can have a PC value in the same subrou
tine, but the subroutine may have been called from two 
vastly different program locations. A unique dynamic pro
gram position can be computed by evaluating the return 
addresses stored on each PE's stack. These values together 
with the current PC value specify a unique jrogram loca
tion. Thus, to find the PE state from which Skx- should be 
started, the return values on each PE's stack are compared 
in the order that they were pushed on the stack. This can be 
done by a sequence of recursive doubling operations. The 
program location in S' that is * 'closest to the beginning" is 
chosen as the starting state. 

Now, consider^the time complexity of finding the 
starting location in 5, :(J'. Assume that thenestingdepthof 
subroutines in M i:j is d and die number of PEs is P. Then 
the worst case time complexity to compare by recursive 
doubling the return address values on each PE's stack and 
their PC valueisO (d-logP). 
4.2.3 DeterminingWhento Activate aPE 

OnceSt:o' has been started, some PEs may be disabled 
because the PEs in Af to which they correspond were inter
rupted at a point in A? j :y that appears further along in 5*:0
than the starting state. A PE is activated when St „' reaches 
aprogram location that is equivalent to the location in M t :j 
at which it was interrupted. However, because a PE may 
have been interrupted after any uninterruptible block of 
instructions, it would be costiy to have St:<J' check, after 
each uninterruptible block, if any PEs should be activated. 

For this reason, M can only be halted after specific 
blocks. The VPL compiler groups blocks together making 
the set of blocks uninterruptible. The compiler groups as 
many blocks together as possible without reducing inter
rupt response time to unacceptable levels. For example, if 
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the response time is set at .01 seconds, then the VPL com
piler would only group blocks together that would not 
exceed .01 seconds to execute. If the compiler does not 
know how many times a loopwill iterate, then at least one 
pointin the body of the loop must be interruptible no matter 
how short the loop is. Subsequently, the S' program only 
needs to check if any PEs need to be activated at the loca
tions that are equivalent to the interruptiblepoints inM. 

To accomplish this, the VPL compiler inserts the fol
lowing code segmental equivalent points in S' as the inter
ruptiblepoints in Af: 

gotoSKIP; 
activate PEs(remap.list); 

SKIP: 

As shown, the subroutine activate_PEs() is not reached 
because of die goto instruction. Although this code seg
ment introduces overhead intoS', thegoto corresponds to a 
jump instniction in a processor's object code and is 
expected to have nominal overhead. The amount of over
head depends upon how frequently the code segment is 
encountered, which is a function of the interrupt response 
timeinA/andhow short someloopsare. 

When A? j : ;- is interrupted, HM makes a list of all loca
tions at which PEs were interrupted as well as which PEs 
were interrupted at each location. Then for each location in 
the list, HM overwrites the goto instruction with a nop 
instruction. It also writes a value for list that is passed to 
activate_PEs(), which is a pointer to a linked list (other data 
structures can be used) of PEs that have beenjplted in Af 17-
at the equivalent location. Then, whenever SkM' reaches a 
point when a PE may be activated it invokes the subroutine 
adivate_PEs() passing it the list of PEs that may be 
activated. Not all the PEs in the list passed to it are neces
sarily going to be activated at each invocation of 
activate_PEs(). This is because the interrupted location 
may be within a subroutine that has been called from multi
ple places in the program. To activate the appropriate PEs, 
activate_PEs() compares the return values on the CU stack 
and the current PC value to that of those PEs on the list 
passed toit Those PEs whose return valuesandPCvalueat 
the time M j.: was haltedcorrespond to the return values and 
PC valueof theCUinS t :0 ' areactivated. WhenallthePEs 
in the list are activated by this process, the activate_PEs() 
routine overwrites the nop instruction with the goto SKIP 
for die location in 5 t : c / from which it was invoked. This 
prevents Sk:j from checking whether any PEs need to be 
activated at this location, because all have been. 

As mentioned in Subsection 2.33, each PE has an 
enable stack by which it determines if it is enabled or dis
abled for an SIMD instruction. In SPMD mode, the PEs are 
never disabled and thus do not have an enable stack. Thus, 
activate_PEs() must establish an enable stack for the PEs 
that are activated. This is done by using the information in 
the ART in conjunction with the return address values on 
the run-time stack. For the PC and return address values, 
the ART has a pointer to the conditional statement in whose 

scope those instruction addresses appear. For each address, 
the pointers can be traced until a null pointer is found. By 
adding die number of these non-null pointers for each 
address, the conditional nes ting depth of the interrupted PE 
can be determined. From this number (depth), the enable 
stack can be found [17]. If the conditional nesting depth in 
Af Uj is c, then the PEs can compute their enable stacks in 
parallelTn worst-case time complexity of O (c + d). 

Given the method of jctivating PEs, a problem may 
arise when SkM' executes a poly conditional statement 
Actually, all conditionals in 5 ' are poh/ conditionals 
because there are no mono variables. Assume that the poly 
conditional statement disables all active PEs. This would 
cause sl:0* to "skip" the then clause of the poly condi-
tionaL It is possible, however, that some deactivated PEs 
would be activated inside die then clause. By "skipping" 
the then clause, Skx- may leave those PEs deactivated per-
manendy. Thus, for each poly conditional statement that 
evaluates condition, i.e., if(condition){A} else {B}, the fol
lowing conditional test would be performed instead by 

if (condition || (if_none() && PE_activated())){ A} 
if( ."condition || (H_none0 && PE_activated())){ B} 

The rf_none() routine determines if none of the activated 
PEs are enabled after condition is evaluated and 
PE_activated() determines whether any PEs are activated 
within A or B. The then clause, A, is taken if condition is 
"true" for some PE or if no PEs evaluate condition to be 
"true" but some PEs will be activated in A. The else 
clause, B, is executed when any PEs evaluated condition as 
"false" or if no PEs evaluated condition as "false" butat 
least onePEwillbeactivated in B. 

To determine if any of the PEs will be activated in A or 
B, the CU routine PE_activated() uses the ART to find the 
addressof thecurrent if conditional and theretum addresses 
on the run-time stack to determine the current dynamic pro
gram location. The address of the if conditional and the 
dynamic program location .are then broadcast to the inac
tive PEs (the operating system can can activate them tem
porarily for this operation), which use the information in 
their suspended state to see if they were interrupted during 
execution of A or B in MUj. If so, PE_activated() returns 
"true";otherwise,itretums "false." 

The added computation for each conditional is another 
sourceofinefficiencyfor5'. Theimpactofthisadded over
head is dependent upon how many conditional statements 
disable all active PEs. This number is application depen-
dentandcannotbedetermined statically. 

Inter-PE communication in5 t s I ' also has added over
head. Because the PEs are not necessarily activated at the 
same pointin the program, inter-PE messages must be buf
fered. Some PEs may not lave reached the point in A? l v 
where they read messages sent to them. These messages 
must be buffered in Sk:a- until the PEs read them. Further
more, the order of the messages in the buffer is not known 
and thus a message identification protocol is necessary. The 



overhead associated with SPMD inter-PE transfers are 
therefore retained in SIMD mode whjJeSt:o' executes. 

Because of the overhead in S*:0', it is desirable to 
move to S as qvickly as possible. However, the PEs must be 
synchronized before this happens. Synchronization is 
guaranteed when all the PEs are active, and Sk:a' is not in 
the scope of a mono conditional statement At the time of 
the interrupt HM computes where Sk„- will be halted and 
its state mapped to a state in 5,:tJ. This is determined by 
finding the interrupted PE state in M j :y- that corresponds to 
the state in Skx' that is "farthest from the beginning" of 
5 t B ' . This is done the same way the "closest" state was 
found. Once the "farthest" state is found, Hu determines 
which of the interruptible locations is not within a mono 
conditional loop in S that is at or past the "farthest" loca
tion. For this location, a nop is written over the goto SKIP 
instruction, the list parameter is specified if need be (i.e., if 
any PEs will be activated here), and the remap flag, remap, 
is set When activate_PEs() notices that all the PEs are 
activated and the remap flag is set, it invokes HM to map 
Sk*,' \aS-,„. The mapping from a location in 5 ' to a location 
in S is just a matter of referencing the ART. 5 has no added 
overhead owing to the remapping procedure and can be as 
efficientas possible. 

Consider the time complexity of synchronizing all the 
PEs. HM must construct a list of all interrupted locations in 
M, which would take in the worst case 0 (P) time. Then, 
whenever acfrvate_PEs() is called, it checks which PEs on 
the list should be activated. This is done by comparing the 
remm address values and PC value of the CU to those of the 
PEs' individual interrupted states in M ]:;. Thus if the max
imum subroutine nesting depth in M 1:;- is d, this takes a 
worst case 0 {d) time (checked by all nonactive PEs simul
taneously). Also, for each conditional statement in Sk:a' 
where all active PEs are disabled, O (d) comparisons take 
place. Suppose the number of such conditionals executed is 
Ncond, then an overhead of 0(d-Ncond) is incurred. 
Finally, to determine the point at which Sk:a- should be 
mapped to Si:a, the "farthest state" from the beginning of 
S*:o' needs to be found. This would take worst case 
0 (d-logP) time (same as finding the starting state). Thus, 
die total worst case time complexity to synchronize the PEs 
is 0 (P+d-logP + d-Ncond). 

43 Specifying HM 

43.1 Overview 
This subsection specifieshow HM maps the state of an 

interrupted SPMD program, M x jjoa valid starting state of 
an intermediate SIMD program, S t r a n d thenhow astate 
in St:<£ canbe mapped to a state in S,:0, where 
Sua B Sim * M i:tt (recall n. is the final state of S ) . The dis
cussion is divided into three parts: remapping the stack, 
moving data, and reallocating the registers. A worst-case 
timecomplexity to do each is given. 
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4.3.2RemappingtheStack 

To remap thestack from the SPMD PEs to both the CU 
and PEs in the SIMD machine, the SPMD machine's PEs' 
stack is divided among the SIMD machine's CU and PEs. 
The portions of the SPMD PE stack that gets copied to the 
SIMD CU stack are the mono temporary and local vari
ables, mono parameters, and the subroutine return 
addresses. The SIMD PE stack will receive the poly tem
porary and local variables, and poly parameters. Informa
tion about which location on the PE stack is occupied by a 
mono variable is kept in the SST (Subsection 4.1). The 
SPMD code subroutine return addresses are mapped to 
corresponding SIMD code addresses using the ART. 
Frame pointers for both the SIMD CU and PE stacks can be 
derived from the SPMD PE frame pointer. An example of 
remapping the stack is shown in Fig. 4 (recall in S' all mono 
variables are made poly variables). If the PE stack has csize 
mono stack variables and psize poly stack variables, the 
worst case time complexiryTequired to remap the stacks 
from a state in M j :j to that in 5 i :0 is 0 (P • (csize + psize)). 

SEMD (M) 
PE slack 

mono pa ram; 
poly pa rams 

frame ptr 
rts location 
mono locals 
poly locals 

IN . >c 
1 ^ 

Intermediate 
srvro (ST) 

CUnack 

frame Dtr 
rta locaoon 
PE stack 

poly para ms 

frame ptr 

poly locals 

' 
^"/~"*" 
/ , 

/ / 

/ ^ 

£IMD(S) 
CU suck 

rnono pa ram: 
frame ptr 

rts location 
mono locals 

PE stack 

poly params 
frame ptr 

poly locals 

Fig. 4: Remapping the stack from Af to S' and from S to 
S. rts location is the return address and frame ptr stands 
for frame pointer. 

4.3.3 MovingtheData 
Because HM is a two step process using an intermedi

ate SIMD program, 5 ' , which has no mono variables, all 
mono variables in Af must be treated as poly variables in S'. 
Consider a pointer to a global or dynamically allocated 
mono variable in Af. If the mono variable has a different vir
tual address in S', the pointer would need to be remapped 
accordingly. To avoid this added overhead, HM maps the 
mono variables of the SPMD program to the same virtual 
address locations in S', even though S' has no mono vari
ables. This is shown pictorally in Fig. 5. Storingpolydatain 
what is normally a mono data segment may present a prob
lem if the virtual address of the operands determines if an 
instruction operates on poly variables or mono variables. It 
is assumed, however, for the SIMD virtual machine used 
here that something other than the virtual address is used to 
specify operations on poly or mono data (e.g., the opcode 
forMasParMP-1 andPASM). 

The second step of the mapping occurs when a state in 
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Intermedin* 
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Fig. 5: Data mapping from Af to 5 ' and from 5 ' to S. 

Sk:g' is mapped to a state in Si:a. Both S' and Sexist on the 
same SIMD machine. Thus, die same virtual address space 
can be shared by both programs. They can also use the same 
page tables. Only mono data needs to be moved from the 
PEs to the CU and their page table entries remapped during 
this step. 

If the number of mono and poly variable data bytes is 
Cdata and Sdaia, respectively, then the time complexity to 
movethedatafromAftoS' toSisO (P • (Cdata +Sdata)). 
4.3.4 ReallocatingTemporary Data 

Register usage in 5,5', and Af may differ significandy 
from each other. The reason for this is that on an SIMD 
machine, some registers exist on the CU and others on the 
PEs. The registers on the CU are not used for poly variable 
operations. On the SPMD machine, all registers are on the 
PEs and thus any register can be used for poly or mo no vari
able operations. It is possible to have the VPL compiler 
store, in the ART, temporary memory location and register 
mappings (temporary memory locations are assumed to 
exist in global memory and not in the stack). A compiler 
keeps track of the information stored in registers and tem
porary memory locations as itgeneraies andoptimizescode 
[ 1 ], and could encode die relevant parts of this information 
intheARTofalltheprograms. This information could then 
be used by Hu to map the values stored in registers and tem
porary memory locations at an intemrpjed pointin A? i7-K>a 
valid state in Sk x- and from a state in SkJS- toastatein5l:0, 
whereS.S'.andAfefficiendy use the registers on the SIMD 
machine and SPMD machine. However, if some degree of 
register usage emulation is done in either S and M, simple 
mappings may exist 

As stated in Section 2, die SIMD machine has Creg 
registers on the CU and Sreg registers on the PEs. Further
more, the SPMD machine has Creg +Sreg registers on its 
PEs. If Ctemp and Stemp temporary memory locations are 
used for mono and poly variables, respectively, the time 
complexity to perform the register allocation is 
0 (P • (Creg+Ctemp +Sreg + Stemp)). This is the time to 
move the register and temporary data between machines, 
and dees not include the time to do the mapping between the 

SPMD machine's register set and the SIMD machine's 
register set The mapping time is expected to be 
0 (Creg+Ctemp+Sreg + Stemp) (i.e., performing a table 
lookup foreach registerortemporary value). 

5.SUMMARY 
For fault-tolerance, load balancing, or various admin

istrative reasons, a task may need to be migrated dynami
cally between an SIMD virtual machine and an SPMD vir-
tualmachine. Thernapping.j'/M.fromainterruptedpointin 
an SPMD program to a viable state in an SIMD program 
was presented and the asymptotic time complexity was 
given. One of the assumptions made was that the task to be 
migrated was coded in a mote-independent programming 
language (e.g., ELP, HPF, Paralation Lisp, XPQ. HM per
forms a two step mapping. The first step maps the SPMD 
program toasomewhatinefficientintermediateSIMD pro
gram and the second step maps the intermediate SIMD pro
gram to a final SIMD program. The introduction of the 
intermediate SIMD program was found useful to meet the 
requirement that when the SPMD program is interrupted, it 
is moved "quickly" off the SPMD machine. The states of 
the PEs are synchronized by the intermediate SIMD pro
gram before the final SIMD program is invoked. 

To limit the scope of this paper it was assumed that the 
hardware configuration of die SIMD virtual machine and 
SPMD virtual machine differed only to support the dif
ferent modes of parallelism. Although this is not the case 
for most existing SIMD and SPMD machine pairs, the 
assumption is appropriate for mixed-mode machines (e.g., 
OPSILA, PASM, TRAC, Triton/1). However, the goal of 
die paper is to solve part of the more general problem of 
migrating a task between two arbitrary SIMD and SPMD 
machines. This work is seen as a necessary step in solving 
this more general problem in the field of heterogeneous 
computing. 
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LOOKING UNDER THE HOOD WHILE 
DRIVING THE INFORMATION HIGHWAY 

Ed Krol, University of Illinois 

Td like to talk about the Internet today. My approach will be to tell you a bit about what it 
is, how its structured and how to use it, but at each point also give you a hand waving 
explanation of how it works as well It turns out it may be big but the concepts behind it are 
pretty straightforward. 

The Internet is a large number, over 29000, of networks who have all agreed to use the 
same basic technology and carry each others traffic. For the end user, this means that if 
you are connected to any one of those networks, you have access to computational and data 
resources on any of the others. 

There is no central control or chief operating officer of the Internet Each network is 
independently run. In its original incarnation if a network wanted to become part of the 
Internet, it would be connected over a dedicated data communications line. Routers, 
networking nodes on the joining network would send a message to the closest neighbor, 
saying that it knew how to get to and would act as an agent for a list of new networks. 
The neighbor would pass this information on until fairly quickly, the entire net would 
know how to reach those new networks. 

This model has a number of consequences, the most basic is that we have know idea 
exactly how many people or computers there are on the Internet When a network joins the 
Internet it can be counted, but the owner of that network did not have to register or ask 
permission to add any of the computers on it Each of those computers may service any 
number of people, again we don't know how many. Estimates of these numbers run 
about 2 million machines and 20 million people. 

The growth of the Internet has led to a slight change in this model for route acquisition. 
Consider the problem, what if a net tells its neighbor it can reach a network but it really 
can't? In this situation, communications destined for the orphaned network pour into the 
network claiming a connection and they are lost To get around this problem, many of the 
major transit networks of the Internet maintain a believability database, which says which 
announcements should be believed when received by the transit network. 

So we have this odd network of networks with no one in charge, what are: the properties 
which makes it special? One major property is that it is peer to peer. Every computer on 
the Internet can either be a consumer or a provider of resources. This allows resources to 
be made available for really small clientele, with no necessity for their economic viability or 
profit potential. 

The second property is that what is provided is a communications pathway, with all the 
smarts in the peer machines. This allows the end machines to do experimental things and 
in fact improve over time. All it takes is new software and there is new functionality. 

To understand how these peer machines communicate, consider the global postal service. 
It's an internet, too. You can send a message from the US to France without ever knowing 
the underlying transport. This works because the postal services have agreed to act as each 
others agents, agreed on a standard format for handling mail, and will pass messages closer 
to a destination even if there is no direct route. 

The Internet is the same. The agreement is the Internet Protocol (IP) which specifies the 
format of an envelope for a short packet of data, usually less than 1500 bytes, and an 
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address format An application on a computer merely has to put its message in one of these 
packets and address it correctly. The Internet will take it and attempt to get it to its 
destination. 

Of course we all know the stereotypical stories about the post office being an unreliable 
delivery mechanism. The design criteria for the Internet assumes the same. At any time an 
IP packet might get lost, or delivered out of sequence. A basic IP network is not a 
particularly useful communications tooL 

To fix this, the Transmission Control Protocol (TCP) is usually run between the application 
and the IP network. It assures that data is presented in the same order to the receiver as it is 
sent, and that all missing or corrupted packets are retransmitted. So together TCP/IP gets 
you a reliable byte stream between any two Internet connected computers in the world. 

Most people don't get enthused by reliable byte streams - they want to do real wo± or real 
science. Doing real work on the Internet involves clients and servers. Clients are pieces of 
software which are manipulated by a human to do something useful. If necessary clients 
contact servers across the net to provide them with resources required to do the humans 
bidding. Everything on the Internet happens in this manner. And, one of the benefits of 
this type of computing, is that the server can handle requests from a variety of platforms. 

In the late 60's or early 70's the original applications on the Internet were hammered out. 
These were electronic mail, remote login (timesharing across the Internet), and file transfer. 
As was typical of the time, before graphical user interfaces and mice became popular, these 
application were command line driven. 

This is where the Internet's development faltered. The first problem encountered has been 
finding the resource to access. In its earlier days, the major means of finding resources, 
was human networking to support the Internet. People would go to conferences and 
meetings, hear about good things, and write down their location. When they returned 
home, they could use their new found information to access what was there. 

This is where the other raiscue occurred. Since a client program had to be written for each 
platform used, developers could have designed it use the command structure of the local 
machine wherever possible. This would have allowed the users knowledge to be applied to 
its new found tasks. Rather, they wrote a set of global commands for the Internet 
applications. Even if you were quite competent on a TOPS-10, Unix, or an IBM machine, 
you had to leam "ftp" to use the network. It kept people from trying. 

Its only been recently that this trend has reversed. Now we are starting to see clients, 
which use the intrinsic characteristics of the specific computer to do network access. This 
means that anyone competent on a Macintosh, or Microsoft windows machine, can use the 
Internet in a manner that they are familiar with. 

Another trend we see in the development of new applications is a move to integrate just like 
the evolution that occurred in the PC world. The PC started as something that could run 
BASIC. Next, people developed word processors, spreadsheets, and graphics packages. 
You could write your text, do your calculations, and make graphs. You would then have 
to print them all out, cut and paste them with real scissors and paste. Now, there are 
integrated packages that allow you to do all of those things and print a finished product 

The same thing is happening on the Internet We started with a bunch of discrete low level 
tools and have wo±ed our way up to tools which allow you to find a resource and say give 
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me that and it appears. Interestingly enough, these new tools were so simple in concept 
that they took forever to be developed. 

The first of these tools which brought the Internet out of the realm of computer geek and 
allowed its use by the common computer literate person was gopher. Gopher is a menu 
oriented tool for delivering primarily text files. It started out as a campus information 
system at the University of Minnesota. In the course of about 3 years it lias gone from one 
site to well over 1000 servers. 

A gopher client presents to the user menus. This is a screen from Turbogopher on a 
Macintosh, but it doesn't matter. You could have accessed the same data from just 

NCSU's "Library Without mails" 1 m 
Internet Gopher ©19911992 Uniuertity of Minnesota. 

Mi About NCSU's "Library Uithout Ualls" 
(HNCSU Libraries Information System 
CDReference Desk 
QStudy Carrels (organized by subject) 
CHEIectronic Journals and Books 
QSoftware T00I3 

■ ^ ■ M i i i l i l $ i t i i i i i i ^ ^ ^ 
o 
B 

about any type of machine, including those with nongraphical displays. Notice that every 
line has a type icon to its left. The documents are documents  if you click on that you will 
see the document. The folders are submenus  click one of them and another menu 
appears. The computer icon is a timesharing resource. If you select it gopher will 
automatically remote login to that resource. 

How does this all work? Notice the similarity between a gopher server's menu structure 
and a file structure. A menu is similar to a directory and files are files. In fact that's the 
implementation. You run server software on a computer somewhere and point it at a file 
structure. The one interesting twist is that it by default displays filenames and directories as 
menu items, but if you define a "titles" file it will substitute a human readable title for a 
filename. 

Name=Study Carrels (organized by subject) 
Type=l 
Port=70 
Path=l/librarv/disciplines 
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Host=dewey .lib.ncsu.edu 

There is no long term relationship between a gopher client and a particular server. When 
you access a server it sends your client a menu and some hidden data which tells your client 
how to access the each item. That item may be served from the same or another server it 
doesn't matter. When you choose another item, your client will contact the host specified 
on the port specified, and ask for the path. This will return something to be displayed 
depending on the type. 

That's how gopher works, but the engineering push for simplicity also limited its high end 
capabilities. The data displayed is a file of some type, normally text or a GIF image. This 
makes it quite easy to make documents available, but there is no real way to have imbedded 
images and other types present problems. 

The alternative to gopher is to choose the higher end, but more maintenance intensive 
technology of the world wide web. It has been around longer than gopher but has always 
suffered, because the document preparation time was greater for little payback. The 
reformatting effort necessary to add hypertext links to other documents was just not worth 
it since what you got end looked a lot like gopher. This lack of payback was due to there 
being no good display clients. With the advent of a client called Mosaic this has all 
changed. Mosaic, from NCSA, is the best of the WWW browsers around. Allowing 
multimedia presentation of audio, pictures, video, and text in a complete package. 

Web documents are prepared and stored in an SGML derived markup language call 
Hypertext Markup Language (HTML). When a client requests a document it is returned in 
raw form and formatted by the client This allows the client to do formatting in the best 
possible manner for the display provided. 

This is a display from Mosaic for a Macintosh (there are X and Microsoft windows clients 
as well). Notice the variety of text formats and the thumbnail sized image. This image is 
displayed and should the user want to pay the time to get a full sized higher resolution 
image it can be fetched by clicking on it 
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w File Edit Options Nauigate Annotate Hotlist 

O O O Papillomatous keyword 

URL- |http://indujadiologji uioma.edu/rad/ITnVTeKt/e6Papillomatosis.htmr 
Data Transfer Complete' 
atelectasis, pneumonia, cavitation, am oroncwectasis. 

Pathology. 
Hie laryngeal and tracheal lesions are typical papillomas that have a central connect ve tissue stalk 
and blood supply vhich is covered vith stratified sjuamous epithelium. 

The tone lesions vary m see from 20-30 siuamous cells that involve a fev alveoli to cavMng 
fesions that may be several centimeters in diameter The squamous ceDs at the periphery of a tone 
lesion invade alveoli by direct extension. Mitoses may be seen. 

3( 

Imaging: 

B Radiograph shovs multiple nodular lesions. I "jThe likelihood of cavitation increases vith 
time. The majority of the lesions tend to cluster posteriorly in the chest lending credence to the aerial 

The ability to have a link in one document to another of arbitrary format is the key to its 
success and centers around the Uniform Resource Locator (URL). A URL is an Internet 
standard method to describe the location of a particular document and the service necessary 
to access it. The basic format of a URL is a character string which begins with a service 
name and is followed by some service dependent information. Normally this service 
dependent part will look a lot like the gopher data structure we looked at previously. For 
example: 

http://mdy.radiology.mowa.edu/rad/Text/86Papillamatosis.html 

consists of a service "http", followed by the name of a machine 
"indy.radiology.uiowa.edu", then name of a file path and file name. 
Http is the name for the Web's transport, so this is a WWW resource. The suffix ".html" 
says this is in normal Web markup language which needs to be interpreted by the client 

Lets look at a bit of the HTML required to produce the above document. 

<P> 
<H3>Imaging: 
</H3> 
Radiograph shows multiple nodular lesions. 
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HP^F="htrp://mdy.radiology.uiowa.edu/rad7ITn^adImages/papillomatosis.pa. 
jpg"> 
<IMG 
SRC="httpV/mdy.radiology.uiowa.edu/rad/rTTR/RadImages/papillomatosis.pa.ic 
on.gif"> 
</A>The likelihood of cavitation increases with time. The majority of the lesions 
tend to cluster posteriorly in the chest lending credence to the aerial dissemination 
theory. 

This section of document starts with a paragraph marker (<P>). Then it puts out a level 3 
section header beginning with <H3> and ending with a </H3>. There is some random text 
followed by some pointers to other documents between the <A> and </A>. The string 
beginning with HREF is a URL connection to another document It could be text audio or 
a picture. This happens to be a JPEG graphics image (the ending ".jpg"). The inline 
thumbnail image is located through the URL following the <IMG SRC... directive. After 
the </A> follows some normal text again. 

So now we see how the Internet hangs together and how you might use it Now lets think 
a little about the challenges facing it First, the technology is neat but people don't really 
know how to apply it They are applying it inappropriately by trial and error, typically 
building a worse mousetrap. If you consider the medical resource early, ask yourself why 
they should build that They are producing a medical textbook which can only be read 
while you are seated at a connected computer. If you want to study at the beach, you can 
only do it for 2 hours and lose significant resolution. Granted the technology will improve, 
but at this point its a waste of time. 

Currently, we are in the trial and error phase of deploying Web technology. Not only don't 
we know when it should be deployed, but the actual format of these documents is also 
being hammered out Currently authors don't really know when and how to include 
images or when to include links to other resources. Many web documents have so many 
links its like reading a magazine article with lots of side bars - there is no obvious way to 
proceed through it. The course will become more apparent as more documents get written, 
read, and critiqued. 

Another problem we have is that the culture is biased against online resources. Libraries 
work pretty poorly, but they are tolerated. If you look up a book in the card catalog, and 
then proceed to the shelf and don't find it - you were unlucky. If you find a network 
resource and try to connect but can't access it - the network doesn't work. 

People forget about how to do research in an online environment Traditionally, if you 
need to leam about a new topic one of the ways of doing it is to get one article and look at 
the references. That method works on the net too, especially in the WWW. If people find 
one document they like, it will usually have links to others. People just refuse to do the 
same old stuff in a networked environment 

There is also a problem with citability of online resource. How do I know the author is 
authoritative and how do I know a work has not been and will not be altered after it has 
been cited? This is purely a technological problem, solved by deploying digital signatures. 

Finally, there is support inertia. As the Internet grows larger and larger, it gets harder and 
harder to do both support and experimentation. You need to sacrifice technological 
solutions in deference to the installed base. And, you might need to slow deployment of 
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new technology because having many versions deployed leads to too much of a support 
problem. This in fact will culminate when the Nil is deployed because the software will 
probably be locked in silicon. 

In conclusion, the Internet is a communication pipe usable for whatever you want There 
are standard things to do, but you can use it to do any kind of human collaboration or 
computer collaboration you can imagine. 
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INTERNET DEMO 
Tom DeBoni, LLNL, and Dale Land, LANL 

The Internet: 
"Takin' her out for a spin 

around the block" 

define: Internet 

The Internet is a Global interconnection of 
some 30,000 separate, autonomous networks. 
Many of these networks are outside the 
Appropriate Use Policies as set forth by the US 
Government. There are no uniform laws that 
direct use and misuse. 
The Internet Society has been given 
stewardship responsibilities for this Global 
Internet. 

Your mileage may vary. 



iLanguage! 

The Scenery 
• Basic Functionality 

- Remote login, file transfer, remote process 
communication. 

• Services and Servers 
- E-mail, FTP, USENET News 

• Information retrieval agents 
- Gopher, WAIS, Archie, WWW and hypermedia. 

• The "Killer" application 
- Mosaic 

• Inter-human communication 
- Multicast; NV, VAT, and WB 

Basic Functionality 

• Remote login 
- Virtual terminal sessions with non-local computer 

• File transfer 
- Machine to machine file copy 
- The beginning of moving information, not people 

• Remote process communication 
- Fundamental for all uses to come 
- Building block of higher level services 
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Services and Servers 

• E-mail 
- Asynchronous person to [one, some, many] 
- Straight text initially, MIME to the rescue! 

• FTP 
- Scalable, low-cost information distribution 

• USENET News 
- Thousands of global bulletin boards 
- Over 6000 subject areas 
- Infinite time sync for the undisciplined 
- Open ended technical advice from experts 

Information Retrieval Agents 
• Gopher 

- FTP client/server pair 
- Stateless - less impact on server 
- Visual - more impact on the user 

• Archie 
- Filename search service - use it to find which servers 

have named files. 
- Database built by automatic monthly combing through 

anonymous FTP servers on the Internet. 
- Queries to Archie are searched in its database 
- Queriable by Telnet or E-mail. 
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Information Retrieval Agents 
• Wide Area Information Systems (WAIS) 

- Content addressable FTP server search service 
- Invented by TMC 
- General keyword searches of servers and their 

directories. 

• World Wide Web (WWW) and hypermedia. 
- Integrates all of the above services. 
- WWW protocol defined at CERN 
- Hypertext + Multimedia = Hypermedia 

» Hypertext - semantic network overlaid on linear text 
» Multimedia - multi-modal data delivery 

The "Killer" Application Mosaic 

• Developed by NCSA - freeware 
- Available on MAC, UNIX / X11, PC platforms 

• Implements WWW protocols with pleasing 
user interface 

• Provides common interface to FTP, telnet, 
gopher, USENET News, and multimedia 
applications 

• Responsible for large jump in Internet traffic 
• Home pages are appearing with increasing 

frequency -or- more info available daily 
• Demo (with any luck at a l l . . . ) 
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Inter-human Communication 
Teleconferencing and Telecollaboration 

Network Video (NV), V Audio Tool (VAT), Whiteboard (WB) 
- Developed by Van Jacobson at LBL 
- These tools used in concert provide a glimpse into the 

future of Nil based human communication. 
- Network TV (example - Los Alamos broadcasts to the 

Internet Clinton's visit there); viewed on SPARCstalions 
at LLNL 

- Internet Radio uses this medium - also available for FTP 
using aforementioned technologies 

Multicast (IP) 
- Foundation for above technologies 
- Broadcast like radio - you "tune in" to an IP address 

Aside 
Combinet bridges are a good solution to the "last mile 
problem" 
Pre-requisite: switched Digital or ISDN service must be 
available in your area to make use of this technology 
Bridges two Ethernets across digital phone lines 
2 basic flavors -

- ISDN Basic Rate Interface uses bandwidth of both 
B-channels (64 kbps each) 

- switched 56 lines uses bandwidth of one or two 56 kbps 
lines 

Costs "about as much" as a modem 
Offers 5 to 10 times the bandwidth 
In active use at LLNL 
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ATOMIC/MYRINET - A NEW 
GIGABIT LAN TECHNOLOGY 

Danny Cohen, Myricom, Inc. 

Overview 

•Past 
Cosmic Cube, Mosaic (Caltech) I 
ATOMIC (USC/ISI) 

Present 
Myrinet (Myricom) 

Performance 
Conclusion 

Ts^Myrtcom -. 
Mptu^bw. S i N*f«itMto M a **•«»•. fe«*«tCA MOM "2 

Seitz's Cosmic Cube 

64 nodes 
T=Jdyrfcom -. 

[Early 80's]j 

Seitz's Mosaic 

E E E E B E E! GJ 
E B E E E E G 1 E ! 
E D E 0 E B E 1 B 
£3 E3 0 E3 E E3 El 
E E E B E E E i E 
E E E B E 0 El 
B B E B E E E I H 
E E 3 E E E B E I E 3 

128x128 nodes 

Mj*t4»«.to«. SMKM*l«flaAf*aAv*MM.Art»««ICAI1Mf 
=JAyrleom 

WyrkM. he XX M«* I M M n A* MM*. JMMU. CA *W* 

[Early 90's] 
^ 

Mosaic Communication 

Q Q Q Q E 3 Q 

13 O 0 0 ffi Q 
A Q tg 0 s BJ 0 

0 BX3 EI E3 El B>E 
Q Q E 3 E 3 E 0 Q E 3 

X-then-Y 
A/B=(+5,- 3) 
B/A=(- 5,+3) 

Self-Timed 
2x(500-SOOMb/s) 

Wormhole Routing 
Indefinite Length 

Distributed Comm'n 

Mosaic uses a totally distributed 
communication, both for routing 
(by using stateless switches) and f 
for data transfer. 

Speed implies Stateless; 
Stateless implies Source Routing. 

MfritMikw. »M«*tM»**»Ar*mM.*t*44.CArM« UfrttM*. tot. » Mw* t M A*ta « M M , ArtMU. C* »WOt 76 
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USC/ISFs ATOMIC 

ATOMIC is an extension (and 
expansion) of the Mosaic internal 
multicomputer communication, 
with performance similar to that 
of system buses. 

Large "backplane", 
not small WAN! 

^Myr icom : *& 

ATOMIC LAN 

Multiple stars, copper 
U|rt*»*. tot 33SK*f*iS«MiA*tt>Av»nwt Af«WU. CA I1QM 

T^tMyricom: yj 

ATOMIC's Components 

Host — 
Interface ~" 

■=iMyTlcom r 

11 
16Port 
Switch 

TT 

 / 

My*«»m.hc.n*M*r*S*M»Aflfc»Av«MM AftMlU. O l tWM 

A TOMIC Switches 
B O B B B B B B 
Q QQE3DQ QB 
O B B D B B B B 
□ a O G O B Q G 
B B B B D B D B 
O D O D D O D D 
O O a O B O B D 
a a a o o o o o 

ATOMIC uses Mosaic 
boards with 64 chips 
each as 16x16 perfect 
switches or as 32x32 
blocking switches. 

The boards are "massproduced 
for the Mosaic multicomputer, and f 
are available at low cost. 

T=Wyrleom 
M l * * * . I M . OMMfeSMttAntoAvMi "10 

Problems 

1. Topology (incomplete meshes) 
2. Longer distances 
3. Host interfaces 
4. Addressing and Routing 
ATOMIC solved these problems 

A backplane is not a LAN! 
■=irtyrtcom ■ ■■ ——.■■■..—.■ , ,....... . 

I t j f U f ^ h t t . »WMWSMtaA***A*»«*«.Af«*«* .CAt iM« *** 711 

Protocol Level 
^ATOMIC is a Link Level protocol 
(2/7, same as the ethernet). 
ATOMIC supports IP directly, and 
everything above it, such as TCP, 
UDP, FTP, and the 
socket interfaces. 
(No need for any 
Atomic Adaptation 
Layer.) ATOMIC Ethernet 

TCP UDP 
IP 

■ssJflyricom V.J,..^,.,.UI..V.:J,:.. ■■,.■■ 
M|r i*M.bu. 33tHM*S«nAKlaA«*mM.ArfMftvCA»ieM ~12 
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Host Interface 

TCP, user memory, 29 Mblt/sec (s2) 
Kernel memory, 42 Mbtt/sec (s2) 

' WtealcTO^ojy, / *?^Mb|«s^ (V/30) 
ft^BMta^aaa^ J506 iptofo ,;i)730) j 

The standard UNIX is not designed 
for high performance networks. 
New approaches are badly needed. 

=Myrlcem 
MytfcOTiInc 32S Nwttl fenu AriU ArmH, Aruda. CA 1100* 

<? 

Direct Mapping 

The host interlace is capable of 
"zerocopy" operation: directly 
from/into userspace, without 
store&forward by the kernel. 
This significantly improves the 
performance. (GGF's 10x factor.) 

.Myricom ■„.. .TTZ ; . . . . , 
UyrkM^kK. 3 » N«rth ***** AriU Annut, Aruda. CA HoOS A***l 1 4 

Addressing 
ATOMIC doesn't have addresses. 
It uses Source-Routes to direct 
packets to their destinations. 
This allows switches not to have 
any routing knowledge, and to 
be very simple (simplicity brings 
low latency and high data rate). 

^iMyrieom 
WyrfcMl he SX HMO, SftMi Ani l AVMKM, ArcioU. CA t1M« 15 

AC: Address Consultant 
<• 

• Logically centralized, redundant, 
and faulttolerant process 

• Finds the network topology 
• Provides SourceRoutes to hosts 
• May provide QoS (high load streams) j 
• Monitors health (self healing) 
• Supports multicast and broadcast 

=Myrtcom — 
WyriCMn, he. 33* North UrU .WU Avtn*. ArcMU. CA SlOOt •Zsfis 

Source Routing 

All the knowledge about routing is 
at the hosts around the network. 
None is inside the network. 
All the switching elements operate 
with the latency of one byte, 16ns 
(on 500Mb/s channels). 

T=LMyrtcom 
Mpkw»,lnc » North Sort* Ants AvmM. Aroote CA tlOOf 

<P 

Reflection 

Keeping all the routing information 
outside the network, in the hosts, 
does not scale i;o large networks, 
but works very well for limited 
networks, such as LANs. 

7=Myrlcom sag, 
UyrtcMR. he 33t North Sorta A*u A.onuo. Arc***. CA ttOM 

4f 
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Mosaic Performance 

Single Flow, programmed I/O 
VME at 30MHz = 480Mb/s 

~>i 

Byte/pkt 

4 
54 

1,500 

Kpkt/sec 

788 
475 
37 

Mb'rt/s 

25 
205 
450 

t^Myricom ,, . ■■ ;—. 
Wyricom. Inc. 32S North SanU A r i U AVMKM Arc*** , CA HOC* O M 19 

Channel Performance 
Multiple Flows, programmed I/O 

VME at 25MHz = 400Mb/s 
Flows 

8 
2 
2 

Byte/pkt 

4 
54 

1,500 

Kpkt/sec 

5,250 
793 
33 

Mbit/s 

168 
343 
405 

=iMyrlcom i 
UyrfcMA. h e 32* North lanta AnKa Avtnw* Arc * * * , CA HOC* '20 

Switch Comparison 

AN1 
(12x12) 

Nectar 
(16x16) 

ATOMIC 
(6x6) 

Mpkt/s 

2 

14 

31 

latency 
(ns) 
2,000 

700 

125 

channe 
(Mb/s) 

100 

100 

500 

switch 
(Gb/s) 

1.2 

1.6 

1.3 

All measured 
■=Jr1yrlcom ■ v „ r , .. ■

 I I
^  ■ ■'■*■■ ' ■ ' ■—?* 

Hyrtcom. Inc. 32* North * * r t * AnKa Av«nut ArtacU. CA HOC* Aprt M 

Reliability 

Over peta (10
A
15) bit transfers 

occurred without a single biterror 
or a packet loss. 

{p.S., the program was verified) 

21 
■=LMVTlCOm ■ ■ ■ ■ * — ' ■'■■—. . ■ .-rrr-. 

Myrfcom, Inc. XX North * v * a Anka Avonut Areata, CA »10C4 Aprt M 
U> 

22 

IntraComputer 
ATOMIC may be used in a uniform 
way both as an intracomputer 
extensible bus and as an 
intercomputer 
LAN. (Like Direct 
Inward Dialing.) 
Effective for Clusters 
(e.g., PVM). 
■=sJnyrtcom *! 

Myrtawn, Inc. 32* North SanU AnKa A v t n x A r c * * * . CA KOOC 

Myrinet 
■T^MyTlcom 

Uyrictm, Inc. 3M Hwth Santa Anfti Atinw* Artada, CA HOC* 

^ 
Afrtuw 2 4 
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Myrinet 

A refined commercial version 
of ATOMIC, built by Myricom. 
It uses higher performance 
components, at about $1,500 
for a Gigabit host connection 
(including share of the switch). 
Myrinet is a faster/smarter ATOMIC 

=uMyricom 
HyrtcoM, h e S» North Santa AnJU Avonuo, ArcattU. CA S10M AenVM ZS 

The People of Myricom 
•Charles L. Seitz 

Prtsldtnt & Gtntral Managtr of Myricom, Inc. 
MT Ph.D. 1971; Profsssor of Computtr Sdtnct at CaKtch 1977-33. 
ExptrUst: Computtr arcNtscturt and proenrmtag, VLSI dtsJgn. 

•Danny Cohen 
Vict Prtsldtnt of Myricom, Inc. 
Harvard Ph.D. 1969; Rtsaarchir at USCttl1974-33. 
ExptrUst: Computtr commuifcatlon, rta-K-mt graphlcs-Hrnagt proc 

•Arlene A. DesJardins 
Trtasurtr and Opiratlom Managtr of Myricom, Inc. 
CaNich Computtr Scltnct Operations Managtr 1983-94. 
Exptrtlst: OptraUons, faanclal, and fadQUts rnanaQtmtnL 

•Nanette J. Boden 
Mtmbtr of tht TtchnlcaJ SUIT 
CaKtch CS Ph.D. 1S93; Postdttc ftBowsWp at CaKtch 1993-S4 
ExptrUst: Programming systtms. applcatlon progranvnlng. 

•ssMyticom -. 
Myrictm, Inc. * * HtfOt SanU / / * » A V M K M , Aixadta, CA S10M 

J) 

The People - 2 
'•Robert E. Felderman 

Mambar of tha Tichnlcil Staff 
UCLA CS Ph.D. 1991; Rasaarchar at USC/ISI1991-34 
ExpartJta: Local-vaa natworks, programming. 

•Alan E. Kulawik 
Sinlor Daslgn Englnasr 
Caltach EE B.S. 1993; Rasaarch Englnaar at Caltach 199J-S4 
Expartisa; VLSI daslgn, alactrical anglnaarlng, systam daslgn. 

•Jakov Selzovic 
Mambar of tin Tachnlcal Staff 
Caltach CS Ph.D. 1993; Rasaarch Englnaar at CaJtaeh 1993^4 
Expartisa: Programming systams, VLSI daslgn, complars. 

•Wen-King Su 
Mambar of tha Tachnlcal Staff 
CaXach CS PhD. 1989; Caltach Professional Staff at Caltach 198944 
Expartisa: Systam daslgn, muftJcomputar program'g, VLSI daslgn. 

, Mosalc+ATOMIC teams founded Myricom 
V — M y r i r n m — — ^ -

UyrkMa, Inc. 32S North f o n t ! AnKa Avonuo, Ar taou. CAaioos ***** 

Myrinet, an Example 

27 MyttcaMi. he . 3af Nwth SanU AnJU Antv. ArcaaU. CA HOC* * * * * * 

Myrinet 

Myrinet uses more robust 
channels suitable for several 
physical media, coping with 40m 
delay, with CRC on every link. 

DMA based, smarter interfaces. 

Shipping in 6/94. 
T=Jr1yt1eom = 

MyrfoMo. Inc Sat North Santa Anka Avanwa, ArcaaU, CA S10OS 

J 
A*t«4 2 9 

Myrinet Channels 
The link protocol is called dialog. 
Dialog is open/public. 
9 leads, for 8-bit data plus control. 
Start/stop hop-by-hop flow control. ; 
CRC (cummulatlve) on every hop. 
Synch XMT (in/ext), self-timed RCV.f 
80Byte FIFO on the RCVside (40m)| 
Timeouts and fault detection. 

k 
=Jrtyrlcom — , * y 

Hyrkwa, h e S » North Santa A a U Annuo, A/ tadU, CA aioca Aa#**a 0 0 
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Myrinet and fiber 
r 

• Dialog has control symbols 
(including start/stop and idle) 

• Myrinet senders are sync'd and 
may use external sendclock 

•Therefore, it is easy to interface 
Myrinet channels to fiber. 

^  m M y r i c c m 
Uyric«m.lnc JMNocti S»nl>AnltaAwnua.nrca«a,CAaieoS Z& 

Protocol Level 
r
Myrinet is a Link Level protocol 
(2/7, same as ethernet+^TOAf/C). 
Myrinet supports IP directly, and 
everything above it, such as TCP, 
UDP, FTP, and the 
socket interfaces. 
(No need for any 
Myrinet Adaptation 
Layer.) 

^ r r a M y ricom ■.■.in—■■■.!.■...■■.—m 
ktyHcam, Inc. SM Narfi Santa Ante AVWWB, Areata. CA t I t M 

Encapsulation 
fayrinethdr 

w 
IP 
m 

TCP 
M 

1 
^"TatJatyrieom ^ : 

Myrinettaif 
H 

1 

 1 

Application data 
 1 

Myrtcam, Inc. SSNorti Santa Anita Av*w«, Arw4a,CAi1Kt AprirM 33 

Myrinet Switches 1 
/ 
'Myrinet switches have 4,8,12,16, 
...32 ports. 

• Perfect crossbars, without any 
interference among flows (unless I 
they have same destination port) 

• All ports have fair access 
(no head-of-the-line priority). 

yrlcom istes 
ftA/iteoni,Inc. 331 Horti Santa Anha Arnwa. Aroaala. CA atoca 34 

Myrinet Switches  2 
•The switches have no internal 
memory ("stored state"). 

• One sourceroute byte selects 
the outport. 

• Hence, they don't have routing 
tables that have to be loaded, 
initialized, coordinated, verified, 
and checked. 

^■■■^Myricom ^VWTAV.T.WJ.J'J. jj.jj.gr.;. ■JL.'.BWW.
1
.'. ■■■eg;.'. i ; . K 

WyriMm, tnc 33S Marti Santa Anita A«Mt», AtatXa, CA t lBM April** 0 5 

Myrinet Routing 

EHV 

EH 
B

0 1|l 
S 

2 3 

0 1 
s 

2 3 
m 
-D 

I 

Vj0 
2^H3 

A>J = 
KTjMyrlconT: 

(S/1),(S/2),(S/3),(H/type)] 
y^_ J>A = {(S/0),(S/0),(S,0),(H/type)J J 

UfAemm, Inc. JM Norti Santa Ante Awnua, Ana* a. CA t l t t t ;36 
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Myrinet 4Port Switch 
~>i 

~zt» 

T=Myrlcom 
Uyrkom.hc 32S North Santa AnUAvanua, Artaaa, CASIOOa 

^ 
AtvfJa 3 7 

Myrinet Packet 

Source 
Routed 

Payload 

Trailer 

S port 
S port 
HJyoe 
•'Data" i 

^Daiai 
CRC 
_gajL 

Delivered 
to destination 

=Jrtyricom = : 
WjrkMMnc S3S North Santa Anb Avanuo. Areata. CA SIMS 38 

Components 

ATOMIC 

Myrinet 

Host   16Port 
Interfacef" — Switch ~ 

LLLL 

Host 
Interface 

TTTY 
_LL_ 
NPort 

Switch "" 

T T 
=LMyricom •:---•--. ,'■■ ,.. ,■.....'■ ,■——■■'■■■ : ,, 

Myncwa, tnc 3M North Santa AnKa Attnu*. An***, CA SlOOt 39 

Myrinet vs. ATOMIC 
/•Switches without state 
• Simpler routing through switches f 
• Hosts don't route (single 
independent connection) 

• Robust dialog channels (faster, 
40m, F/C, timeout, CRC, more) 

•Interfaces support DMA 
•RISC philosophy 
•Commercially available 

rcLWyrlcom 
Uyncooirnc SSI North SanU Ai*a Avonua. Artadta. CAaicOt "40 

Myrinet Management 
> *
•The Myrinet Route Manager 
(RM) helps hosts find each other 
(like ATOMIC's AC). 

»The RM is distributed among all 
the host interfaces on the net. 

•The RM uses MIBs to report 
about the network. 

■sJdyrleom 
MyncaaiaK. 3X North SanU Anta Avonua, Areata. CA aiOOa 

^ 
A»saa 4 1 

Myrinet Host Interfaces 
r 

• Host interfaces match the host 
speed to the channels. 

• They provide hardware assist 
for Internet checksums. 

• They have DMA capability. 
• SBus, SGI, HP, IBM, DEC, VME, 

PCI,... 
■^Myricom ■'■ s^rrr .  i. : 

MyrkM*, tnc a Narth Santa ArtU Avanut, Areata. CA S10C« AanVM 
_J 

42 
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Myr/nef/Sbus Interface 

6.776" 

■^Myricom •; 
Uyneom. h e 326 North Santa Anaa A r m . , Arcana. CA S10C« A©<** i 43 

The LANai Chip 

Host interfaces uses LANai, a 
derivative of MosaicC, with a 
RISC processor, packet interface, 
and interfaces to local and to 
external memories. 
It controls the transfers to/from 
the host's memory and from/to 
the Myrinet channel. 

■=£.Myiieom „ .■ 
Uynconv * c X2S North Santa AnKa Avonua. A r c t f a . CA tlOOt * * * * 

^/J 
44 

Performance 
T=^Myrleom 

1
; r....#..; n;

ttyrtcwiv *•*. X2f Morth SanU Ar*» Avanu*. ArcMSa, CA «10M A p r * * l 

£' 
45 

The News 
Good News: 

Myrinet is very fast 
Bad News: 

Host are slower 
Good News: 

Myrinet can help the hosts 
The hardware problem is solved; 
but not the software probJem. 

T=Jrtyrlcom — 
Uyrteoffl. a * . 32t North Santa AnRa Av*nu«. AscadU. CA S10C4 

Store&Forward Timeline 
1HM>I/F 

a 
ED 

a 
□ 

ll/F>HM 
Myrinet is not a Store&Forward net 

■=^yrlcom ' ^ ' ^ ■ '-*•■•  r y 
Wyrlcwn, Inc. 321 Harth SanU AnRa AVMMM. A r u d a . CA S100S 47 

Cutthrough Timeline 

HM>I/F 

ED 

GD 
ll/F>HM 

. Cut-Through reduces total latency 
^=s.Myrlcom , , 

Myrtcom. t i c X X North Santa AnRa Avonua. Areata, CA a tco i 48 
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Myrinet timeline 

HM>I/F I HM>I/F HM>I/F 
urn 

|I/F>HM IH/F>HM 

7=ir1yrIcom 
Uyrfcwn, tnc 331 North Santa AnKa A*anu», Art***, CA 1I0O* A | » * M 

J 49 

Performance 
The performance of Myrinet 
is determined by its channels and ^ 
by its topology. 
Its channels operate at 480Mb/s, 
with a latency of less than 30Byte j 
(500ns) per 8port switch. 
This performance will advance 
with the silicon technology. 

.Myricom r=r 
Myricava. kvc. S3S North Santa i t n l a Avonua. A r e c U , CA StOOS 

S/ 

Performance (defn) 
/■ 

Performance depends both on 
the perbyte and the perpacket 
processing. 

The time to handle a packet of 
size Lis: T(L) = A + B*L 

PacketRate= ■ 
T(L) 

DataRate= 
^SaMyrlcomT 

Wyrkam, (nc 32* North Santa AnRa Avtnu* , An***, CA ttOOt 

The Bottleneck 

When conveying TCP/IP or 
UDP/IP packets over a Myrinet, 
the performance bottleneck is 
definitely the protocol stack as 
implemented, not as defined 
(sockets, copies, etc.). 

sMyrleom: 
Hyrkant. RK. 33* North Santa i n t a Avonua, Areo la . CA StOOS zAi 

Good News 
r
\Ne expect our MyrinetlSBus 
interface, SunOS device driver, 
and modified protocol stack to 
achieve endtoend TCP/IP and 
UDP/IP transfer rates of about 
150Mb/s with 4KB packets (MTUs) 
between the faster Sun models, 
such as SPARCstation 10s. 

•ssMyrieom ■:, —r , ■*■■■■ ■■ —*■■■■■' 
Myrtc»w»v h e 32S North SanU A n t i Avonuo. Area***, CA t l O M 
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Future Performance 
r-

As faster workstations become 
available, the endtoend TCP/IP 
and UDP/IP transfer rates will 
creep closer to the 480Mb/s 
Myr/nefchannel rate. 
(The Myrinet channel performance f 
is also expected to improve.) 

480 > 640 > 1,250 > ... 
'=.Myticom .. = = 

ktyrlcan, h e 32* North Santa A . * a Avanuo. Area***, CA S100S 
*# 
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One or Zero Copies? 
r . 
In contrast to this "onecopy" 
implementation, a "zerocopy" 
TCP/IP or UDP/IP is compatible 
with other implementations at the 
network level, but, is lacking the 
kerneluser copy, necessarily 
presents a different programming 
interface. 

snMyrlcom •; 
RlrnM«.Ru. SSNMVASantaAnR*A*Mw..Anaaia.CA)10M . 5 5 

ZeroCopy 
Programs that need the increased ; 
communication efficiency and 
performance of the "lighterweight" 
protocol require modest changes. 
At such time that Sun may start to 
distribute zerocopy TCP and UDP 
implementations, Myricom plans to 
support them on Myrinet products. 

■=,MyrIcom«: 
Wffkata. h e » Max* Swtat Anita Avwwa, ArcatU. CA • MM 
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Myrinefs Own 

Myricom will also provide a 
"featherweight" protocol, 
essentially native Myrinet packets 
 for use between hosts on the 
same Myrinet network, for 
applications such as MPI. 

■=JMyrlcom ; 
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SBus Performance 
fhe performance bottleneck when 
using this protocol is the SBus, 
limiting the transfer rates between j 
the interface's and the SPARC'S 
memory to somewhat less than 
40MB/S (320Mb/s) on models with 
a 20MHz SBus, or to somewhat 
less than 50MB/S (400Mb/s) on 
models with a 25MHz SBus. 

T=J»lyrlcom ■SJLL.J^.IJ.., ?:.^i = 
Mark »• . h>v S f l t W t . Santa AnRa Aran**. Art *«a.CAf i»M 4 

Expectations from SBus 
We expect to be able to achieve 
endtoend featherweight 
transfers at about 300Mb/s in 
the bestcase benchmarks on 
these SBus systems. 

(The SBus guarantees that these 
figures will not be exceeded.) 

=A1yrlcom : 
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Host Performance 
< 
Perbyte: 
User/Kernel 
Checksum 
DMA 

Perpacket: 
TCP/IP 
OpSys 

copy 

TvDical 1copv 0copv 

Host Host — 
Host l/F l/F 
l/F l/F l/F 

Stack Lighter 

T=Jr1yrlcom : 
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Summary 
■sMyiicem: A 

laytotv*. ttM. » Mar* SVNa Anfta AvaMwa. Ana*«a. CA I1*M 61 

Summary 

* Network performance 
* Host performance 
* Robustness + Reliability 
* Small Size (VLSI technology) 
* Low Cost 
* Mosaic+ATOMIC provided the 

proving grounds 

Myricom , a s s 
atyrtna^ava. 33SHMa^SaniaJW.A.a..M.Araa«ta,CAtiaa* .T62 

Conclusion 
There will always be need for more 
local bandwidth than for remote. 
Luckily, it's more affordable. 
Myrinet provides lowcost 
Gigabit communication, intra and 
intercomputer, supporting LANs, 
clusters, and multicomputer. 

=Jrtyrleom^ 
aa.Hio.fc>.. a»iatortaia^Aaaaa»i.i<».i»»aaata,CAatCOI . 6 3 

The End 
•zzMyricom-. 
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NEW FRONTIERS IN 
WIRELESS COMMUNICATIONS 

James Stuart, Calling Communications 

Low Earth Orbit (LEO) Wireless Communications Revolution 
'Negroponte Flip' and 'Pelton Merge' 
National Information Infrastructure (Nil) and LEO's Role 

Wireless Satellite Services on the Horizon 
GSO Mobile and Wideband Systems on the Horizon 
LEO Communications Advantages 
LEO MSS Frequency Allocations (WARC-92) 
LEO Mobile Satellite Services (MSS) Categories and Systems on Horizon 

LEO MSS Systems and Comparisons 
FCC Approval Status of MSS LEO Systems 
Contacts for 'Little', 'Big' and 'Mega' LEO Satellite Communications Systems 

Comparison of Capital Cost per Subscriber for GEO, 'Big' LEO and 'Mega' LEO Systems 
Wideband 'Mega' LEO (Teledesic) Wireless Global Network/System Features 

Teledesic Corporation Background and Status 
Teledesic Network and System Features 
Teledesic Space and Ground Segment Features 

Wireless Revolution in New Service Providers and New Equipment Suppliers 
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A More Recent View of the Communications Revolution 

The "Pelton" Merge 

1992 

I I I I I I I I I I I I I I M M I M 
1995 3000 2005 2010 1995 2000 2005 2010 2015 2020 2025 2030 2035 2040 

Low Earth Orbit (LEO) Wireless Communications Revolution 

LEO Communications Services Will Be Available Globally and Economically: 
Wide Band Voice and Data, DAB, Mobile Services. Personal Communications 
FAX, E-mail, Short messages, Monitoring, Alarms, Positioning, Tracking and Location 

Personal Ground Terminal Business Is Enormously Larger Than Space Segments 
LEO Constellations EnabJa This Much Larger Business 
Hottest New Personal Electronic Products Since PC's and VCR's Will Be: 

- Mobile Communicators, Wireless Modems. Pocket Videophones, etc. 
Shift from Last 30 Years of Satellite Communications Evolution: 

Bigger, More Powerful, Longer Lifed Satellites 
Hierarchical Point-To-Point Communications Architectures 

Biggest Advance In Satellite Communications In 30 Years: 
Lightsat Networks, Intersatellite Links, Network Thinking, New Competitive Multiple-
Choices, Interconnectivity, Interoperablity, Global Marketplace Determination of 'Best' 

Future Will Be Networks Of Hybrid Systems Connecting Everyone To Everyone 
Overlaid Interconnected and Interoperable Networks 

- Terrestrial Wire, Cellular, Coaxial Cable. Fiber Optic Cable, etc. 
- GSO Large Satellites, and the New LEO, MEO and GSO Lightsats 

Large, Competitive, Open, Diverse Global Markets 
Multiple Service Approaches Will Become Available to All Customers 
Continuous Evolution Of Most Effective Set of Communications Networks 

- *One Size Fits All' is Victim to More Convenient 2nd-to-Market Choices 
- Bandwidth/Quality/Price/Convenience-On-Demand (Interoperable Choices) 
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National Information Infrastructure (Nil) 

Nil is a Vision of a Universally Accessible Web of Multiple Interconnected Networks 
Permitting Access to Widely Distributed Private/Public Data Bases 
Providing Ready Transmission of Information (Voice. FAX, Text, Images. Video, etc.) 

- In Any Format, To Anyone, In Any Place, and At Anytime 

Nil is an Entire Nil System: 
- Human Users (and Developers) 
- User's Information Appliances (Computing and Consumer Electronics) 
-Accessed Information, Data Bases and Computing Resources 
- Networks 

The Nil Network Will Be an Intricately Tangled Web of Multiple Overlaid Networks 
Wired and Wireless 
Terrestrial and Space 
Physical and Virtual 
Private, Commercial and Government 

Nil (and Large Evolving Commercial Market) Will Migrate to Efficient Web Elements: 
Reliable, Ubiquitous, Seamless, Interconnected, Flexible, Cost effective 
Successful Elements will be Interoperable 

- 'Open' Interfaces with Accepted Standards 
- Wide Array of Competing Information Appliances and S/W Tools 

Interoperable and Interchangeable by Design 
Standard User-Friendly (Easy) Interfaces for H/W and S/W: 
(e.g. Discovery/Recovery Applications, Operating Systems, etc.) 

• Many Interchangeable Competing Service Providers and Equipment Suppliers 

A Current View of LEOs Role In the National Information Infrastructure (Nil) 
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Wireless Satel l i te Services o n the Hor izon 

oil 
Platform 

Enhanced 
Personal 
Terminal Personal K5KDN"5 

Communlcailons ' 

GSO Mobi le and Wideband Communica t ions Systems on the Hor izon 

MSS GSOs'Above 1 GHz: 
AMSC(MSAT),USA 
Celsat (Celstar), USA 
INMARSAT (Inmarsat), Europe 
Mexico (Solidaridad), Mexico 
Telesat (MSAT), Canada 
(+Other National and Regional GEO's) 

MSS GSOs' at 20-30 GHz: 
ISAS (ETS-VI), Japan 
Norris (Norstar), USA 
NTT (N-Star), Japan 
NASA (ACTS), USA 

- High Power, Satellite-Switched, Multi-Beam, Ka-Band Satellite 
2-4 Year Lifetime, in 100oW Slot, 
6 Ka-Band TWTA's (20 GHz, 46W) through 3.3 m Antenna 
3 Fixed Beams (Cleveland, Atlanta, Tampa) 
Steerable Hopping Spot Beam (650 km diam., <1 ms dwell) 
64 kbps -1 .54 Mbps (64 kbps increments. Bandwidth on Demand) 

- ACTS Satellite Time Grants for ACTS Experimenters 
>70 Experimenters to Date 

10 Service Providers, 8 Equipment Providers, 
16 Non-Govt End Users, 18 Gov't End Users, 
17 Universities, e.g. University of Colorado at Boulder (CU) 

(CU has T-1 Earth Station, etc. Available for Joint Experiments) 
Contact for ACTS Experiment Info: Tom Meyer (303) 494-8144 
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ACTS Mobile Experiments (Examples) 

Experiment Title 

UndMobtt 

Stcurt Mobil 
CommunlcaUonj 

C2 Otvtha-Movt 

Cnvvgancy Mtdlcal 
U r d Mobit Sataltt 
CcnrnuracaLions 

Tatamaxtldnt 

SaiatttNaws 
Gathtring 

SateUe Urn VehleW 

SueUtfTmrneW 
Ptnont) Canmric*. 
lions Soviets 

High Outlay Audio 

Aaro-X 

Atronaulical Tracking 
ana High Data Rait 
Cornrnunieallont 

Principal Investigator 

Jat ftopjalon laboratory 

National Communcatloru Sytttm 

U.S. Army 

EMSAT. Advanced Ttehnotogy For 
EnwntncyMtdkaJSttvfcti 

Unrvanrtyc(Wt»haTotc»iMed<jJ 
Carta/ 

P 6 Comrnunatailorct 

NBC 

Btfcort 

CBS Radio 

JPL/TMSA URC 

Rockwal/Collni 

Experiment Description 

Mobla Termta! VtriScauon. 
Propagation 

Stcurt (STU4II) Land MoMe 
Communacallom for Natrona! Stan/ 

MItary Und Mobit Commurucationi 
(or Command and Control 

Emtrptncy Land Mobit 
CommonfcaUona For Paramedic* 

MRI and CT TraromtaSont Batwttn 
Hotplula And Mobit Unlu 

Rtmou Broaden) For SattUt Ntwt 
Gathtring 

Mobit Comrwnfcations For.Rtmoti 
NtwtVtnt 

Nomadic End-Utar Inttrtact To 
Ptrtonal Convnuiicaliona Ntfavoria 

Dartct Broadcast Audio Exptnmaras 

Low Data Rata Aaronauwal 
Ttehnotogy Vertlicauon 

Comprusad Fu9 Motion Vidto. Slav*) 
Statrabfe SataMt Anttnna 

Communications Advantages of LEO Systems 

LEO/MEO Constellations Competitive Advantages over GSO (by factors of 10) 
LEO Performance Advantages 

Communications Uniformity 
Communications Time Delay: LEO/MEO Orbits 
Increased Link Margins (50 times closer than GSO) 
High Frequency Re-Usage (smaller footprints) 
Reliability: Small SSPA's (versus HPA TWTA's) 
Redundancy: On-Orbit Spare Ughtsats 
Graceful Introduction Of New Technologies 
Inherent Doppler Shift For Position Determination 

LEO Price Advantages 
Volume Production Methods, Economies Of Scale (Satellites arid Launchers) 
Smaller Launchers and Piggyback Launch Opprotunities 
Reduced Insurance Costs and Debt Service (Smaller Capacity Demands) 
Smaller User Terminals (50 times doser than GSO) 
Incremental Increase In Capacity Can Follow Actual Demand 

- Investment Capital Able to be Coupled To Revenue Row 
LEO Network Vastly Superior in Invested Capital Required per World Subscriber 

• 'Last Mile' (Remote in Most of World) 
• Marginal Cost Of New Subscribers, etc. 
- Construction, Operation, Maintenance, Improvements, utc. 
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WARC92 LEO MSS Frequency Allocations 

WARC 92 (Torremolinos, Spain) Concluded on 3 March 1992 
New Worldwide Frequency Allocations for MSS: 

40n 

30

20

10 

Worldwide Satellite Frequency Allocations 
Agreed to at WARC92 (below 2 GHz) 

—Primary Status Only— 

rrJ1 

Little 
LEO 

137.146 
400 MHz 

Big 
LEO 

1610

1626 MHz 

■ I 
MSS~ 
(Any) 

1M0

2010 MHz 

Sound 

1452

1492 MHZ 

2030 GHz Previously Allocated Worldwide for FSS/MSS 

LEO Mobile Satellite Service (MSS) Categories 

MSS "LitHe" LEO'S Below I GHz 
NonconrJnuous Worldwide Coverage, 
No Intersatellite Links (yet), "StoreandForward" 
Gateways, PSTN Connections, Bypass option 
NonRealTime and NearReal Time Digital Mobile Services (2.49.6 kbps) 

Short Digital Messages, Alarms, Monitoring Data, Positioning. Tracking 
EMail Text pages, FAX pages 

Typical Delivery Delay Times 
Within Footprint (4000km Diameter): si 030 minutes 
International (e.g., USAEurope): 30 minutes • 8 hours 

Typical Subscriber Costs 
Terminals: $500$100 
Data: 1.0C0.001c per byte 

MSS "Big" LEO'S Above 1 GHz 
Continuous Worldwide Coverage (<TerrestriaI Dialtone Availability) 
With/without Irjtersateliite Links, Gateways, PSTN Connections 
Local Cellular Company Size (largest: 250,000 Subscribers at 0.1 Eriang) 

Real Time Mobile Services ( 4.8 kbps) 
Digital Voice, Narrowband Data (<Toll Quality) 

Typical Long Distance Delay Times: Terrestrial Delays 
Typical Subscriber Costs 

Terminals: $1000$500 
Data: $3.00$0.50 per minute 
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LEO Mobile Satellite Service (MSS) Categories 

FSS Wideband •Mega* LEO'S at 20-30 GHz 
Continuous Worldwide Coverage (Terrestrial Dial-tone Availability) 
Regional Bell Operating Company Size 

> 20,000,000 Subscribers at 0.1 Eriang 
Intersatellite' Links, Gateways, PSTN 
Real Time Fixed and Mobile Services (16 kbps-12. Gbps) 

Bandwidth On Demand 
16 kbps • 2 Mbps (using Teledesic Standard Terminals) 
155 Mbps -1.2 Gbps (using Teledesic 'GigaLink' Terminals) 

Wideband Data, Video, Digital Voice (Toll Quality) 
All Typical Phone Company Services and Features 
Typical Long Distance Delay Times: < Fiber 

Typical Subscriber Costs 
Terminals: ~$1,500 (and falling sharply with volume and competition) 

-$7,500 for 'Gigalink' Terminals (and falling sharply) 
Data: Comparable to local PTT charges (Sfew e per minute) 

LEO Mobile Satellite Communications Systems on the Horizon 

MSS "Little- LEO'S Below I GHz 
LEO ONE Panamericana (LEO ONE), Mexico 

12 Satellites (4 inclined 1100 km orbits) 
OSC (Orbcomm), USA 

36 Satellites'(2 -polar and 4 inclined 775 km orbits) 
Smalsat (Gonetz), Russia 

36 Satellites (6 inclined 1400 km orbits) 
Starsys (Stamet), USA . 

24 Satellites (6 inclined 1,370 km orbits) 
VITA (VITA), USA 

2 Satellites (1 sun-sync 796 x 815 km orbit) 
MSS "Big" LEO'S Above 1 GHz 

Constellation Communications, Inc. (Aries), USA 
48 Satellites (4 polar 1,020 km orbits) 

Ellipsat Corp. (Ellipso), USA 
16 Satellites (3 elliptical -500 x 7,800 km orbits) 

Loral/Qualcomm Satellite Services (Gobalstar), USA 
48 Satellites (8 inclined 1,414 km orbits) 

Motorola (Iridium), USA 
66 Satellites (6 polar 780 km orbits) 

TRW (Odyssey), USA 
-12 Satellites (3 inclined 10,370 km orbits) 

FSS Wide-band "Mega" LEO'S at 20-30 GHz 
Teledesic Corporation (Teledesic), USA 

924 Satellites (21 sun-sync, 700km orbits) 
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Planned little' LEO StoreandForward MSS Systems 
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FCC Approval Status of MSS LEO Systems 

•Little-LECs (Below 1 GHz) 
Experimental Licenses Granted to 3 of the Little LECs 

- OSC (Orbcomm): 2 satellites 
- Starsys (Stamet): ground tests 
- VITA (VfTASAT): 1 satellite 

Pioneer's Preference Designation Awarded to VITA 

•UttJe" LEO's Agreed on Recommendations to FCC for Rulemaking 
Notice of Proposed Rulemaking Issued (Band Segmentation) 

"Big" LECs (Above 1 GHz) ■ 
Experimental Licenses Granted to 4 of the 5 Big LEO's 

- Constellation Communications, Inc. (Aries): 2 satellites 
•Ellipsat(Ellrpso): 6 satellites 
- Motorola (Iridium): 5 satellites 
- TRW (Odyssey): ground tests 

Pioneer's Preference Designation Denied to All the Big LEO's 
"Big" LEO's unable to Agree on Recommendations for FCC Rulemaking 

Notice of Proposed Rulemaking Issued (Band Segmentation) 

"Mega" LECs (at 20-30 GHz) 
20-30 GHz Already Allocated Worldwide for FSS/MSS by ITU 
FCC Filing Submitted by Teledesic Corporation (21 March 1994) 

Contacts for LEO Mobile Satellite Communications Systems 

•Little" LEO Contacts 
Juan F. Gomez, LEO ONE Panamericana (LEO ONE) 

(202) 429-2023, fax (202) 626-6282 
Alan Parker, OSC (Orbcomm) 

(703) 818-3762, fax (703) 631-3610 
Vern Riportella, SmalSat (Gonetz) 

(914) 986-6904, fax (914) 986-3875 
Dr. Ashok Kaveeshwar. Starsys (Stamet) 

(301) 459-8832, fax (301) 794-7106 
Dr. Gary Garriott, VITA (VITA) 

(703) 276-1800. fax (703) 243-1685 
•Big" LEO Contacts 

Bruce D. Kraselsky, Constellation Communications, Inc. (Aries) 
(703) 733-2819. fax (703) 733-2827 

Dr. David Castiel, Ellipsat Corp. (Ellipso) 
(202) 466-4488, fax (202) 466-4493 

Douglas G. Dwyre, Loral Qualcomm Satellite Services (Gobalstar) 
(301) 805-0591, fax (301) 805-0591 

Robert W. Kinzie, Motorola (Iridium) 
(202) 944-5109, fax (202) 842-0006 

Roger J. Rusch.TRW (Odyssey), USA 
(310) 814-5927, fax (310) 813-7535 

•Mega'LEO Contact 
Mark Lawrence, Teledesic Corporation (Teledesic) 

(818) 856-0671. fax (816) 982-0758 
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Capital Cost Per Subscriber for Generic GEO, 'Big' LEO and 'Mega' LEO Systems 

CAPITAL COST PER SUBSCPIBER OF SATELLITE COMMUNICATION SYSTEMS 

AS A FUNCTION OF DESIGN CAPACITY 

(based on 20-year life cycle, excluding marketing costs) 

Teledesic Corporation Background and Status 

Teledesic Background 
Founded in July, 1990 (as Calling Communications Corp.) 
Concept Originally Developed (reduced to writing) in 1986 
Current (and Original) Corporate Mission Statement: 

• Teledesi 
Fe< 

FC 
Prii 

He< 

'Our goal Is to build, as rapidly as possible, a privately-owned system to provide 
telephone and data service, with quality at least equal to the best service avialable 
anywhere . . . between randomly selected points on Earth at any time . . . The system 
must grow smoothly to carry a substantial portion of Earth's... traffic in tha 21 si Century.* 

: Status 
isibility Study and Point Design (Phase A) Completed 

> 3.5 Years by Extraodinary Team of Full-time Employees, Consultants and 
Selected Subcontractors (Led by Ed F. Tuck, Kinship Partners 11) 

- Continuous Internal Peer and Periodic External Critical Supplier Reviews 
- External Teledesic-Contracted Technical Reviews /Design Audits 

NASA/JPL (3 Reviews: Nov/Dec. 1993) 
A Major Aerospace Prime Contractor (April 1994) 

C Application Filed (3/94) 
nary Shareholders: 

-Mr. Craig O.McCaw 
-Mr. William H. Gates 
• McCaw Development, Inc. 
-Kinship Partners-II 

idquarters in Kitkland, WA (President: W. Russell Daggatt) 
- Distributed Program Development Team 
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Teledesic Services and Applications 

Provider (Wholesale) of Telecommunications Services to 'In-Country' Distributors 
Interactive 'Network-Quality Voice, Data, Video, Multimedia, etc. 
Bandwidth-on-Demand to Match Usefs Applications 

16 kbps to 2 Mbps (Standard Terminals) 
155 Mbps to 1.2 Gbps fGigalink' Terminals) 

Switched and Point-to-Point Connections 
Directly Between Teledesic Network Terminals 
Via Gateways to terminals on Other Networks 

Teledesic Service Quality 
Comparable to Modem Urban Network 
'Fiber-Like' Delays 
16 kbps Basic Channels Support 'Network-Quality' Voice 
1.5 Mbps Channels Support 'VCR-Quality' Video 
Bit Error Rates <10*9 
Link Availability in Most of US: Comparable with Terrestrial Networks 

>99.9% (without site-diversity) 
>99.99% (with site-diversity) 

Teledesic Capacity and Coverage 

Teledesic Network Capacity 
> 14,000 Users* within a Teledesic 53 km x 53 km Cell 
> 20,000,000 Users* Globally 

* User capacity is based on 16 kbps full-duplex channels at a typical "business 
Ine' usage level. Actual user capacity depends on channel nit* and usage. 

Teledesic Network Handles Wide Variation in Channel Rates and User Densities 

Teledesic Continuous Coverage Zone 
> 95% of Earth Surface 
> 99.9% of Population 

Teledesic Network Grows 'Gracefully' to Much Higher Capacity 
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'Mega' LEO Wideband Network and System Features 

u o coKamiATON 

iT'T! * 
fcurmnxm etna 

ts rao OK> u x x t 

STAMOAJIO MTEftFACtt 

3gg«^&£S?:l) 

FAtT PACKET tWTTCrUNO 

■a"BBn~f} 
■DB»0nff} 
C»B"ft j0 

*wmm 
> ■ ■ ■ 

[>roon 

t a u r o t E Acctas 

ECONOMY Of aCALt 

t/SAT 

174 



Language* 

Teledesic Space Segment Key Features 

Modem, High Performance, High Power, Mass-Producible Satellite System 
Identical 3-Axis Stabilized Satellites for All Constellation Positions 
High Performance, High Reliability, 10 year Lifetime Satellite System 

.- High Power (>6.6 kW EOL, 15 kW surge capability) 
• High Computational Power (>300 MIPs, >2Gbytes RAM) 
- High AV Low-Thrust Propulsion (>1000 mps) 
- Lightweight (7S0 kg) 

Robust Phase A Point Design with Large Design Margins 
> 20% in Mass, Volume 
>40% in Power 
> 95% in Propulsive AV 
> 300% In MIPS and 200% in RAM 
> 9% En Reliabiity ' 

Design Features Tailored Specifically for Large Constellation 
High Volume Production of Components (Large Economies of Scale) 
Automated Integration and Test of Satellite Systems (On-Board Test S/W) 
Self-Stacked, Self-Deployed Group Launch by Variety of Launchers 
Automatic Orbit Transfer, Insertion.and Gap-Filling 
Autonomatic On-Orbit Health Monitoring and Constellation Control 
Active On-Orbit Spares (Routine Block Replenishments) 
Reliable End-of-Ufe Disposal/Deorbit Capability 

Modem Technology and Architecture Baseline (Phase A Point Design) 
Current, Costable, Mass-Producible Technologies and Components 
Multiple Existing Aerospace Suppliers and Estimates for All Components 
Existing USA and International Launchers for Performance/Cost Estimates 

Teledesic Ground Segment Key Elements 

Terminals 
Standard Terminals: 16 kbps to 2 Mbps 
•Gigalink" Terminals: 155 Mbps to 1.2 Gbps 
COCC, NOCC, SPAC Gateways (1.2 Gbps) 

Network Operations and Control Centers (NOCC) 
Redundant Facilties, providing e.g., 

Subscriber and Network Databases 
Feature Processors 
Network Management 
Global Administration and Billing Systems 

Owned and Operated by Teledesic 

Service Provider Administration Centers (SPAC) 
Redundant Gateway Antennas 
Regional Administration and Billing Systems 
Owned and Operated by Service Provider 

Constellation Operations and Control Centers (COCC) 
Redundant Facilties for 4 Teams 

Launch/Initial ization/ReplacemamTeam 
Health Monitoring/Failure DetectionTeam 
Diagnostic Team 
Disposal/Deorbit Team 

Owned and Operated by Teledesic 
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Teledesic Ground Control Display Example 
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THE TELEDESIC SPACE SEGMENT KEY TECHNOLOGIES 

Baseline Modem 
SDace Technolooies 
Pulse Plasma Electric Thrusters 

(Teflon, 60 kNs,1200 Up) 
Amorphous Silicon Thin Film Solar Array 

(4%EOL) 

NiMH Batteries 

High Performance Mcroproceuon. (PC603) 
Paraffin (HOP) Latch/Dtptoy Mechanisms 
Inflatable Solar Array Booms 

Advanced Composite Structures 
(Integrated CabEng and Thermal) 

VLSI Dig Signal Processors, Fast Packet 
Switches (QaAS. CMOS) 

SCcut Crystal Oscillators 
OaAs MMlCs (High Vokjme/Low Cost) 
Active Phased Army Antennas ' 
60 GHz tmersateUite links (Phased Arrays) 

Autonomous Onorbit Operations S/W 

Technology 
Backups 
Hall Thrusters 
ArcJets 
Crystal Si, GaAS 
MultiJunction 
Concentrators 

NH2 (CPV) Battenes 

RS6000.1750, 68020 
Motors, Spring/Dampers 
Bistem Booms 
ConL Longeron Booms 
Standard Composites 
Aluminum 
(Terrestrial Suppliers) 

(Terrestnal Suppliers) 


. Qimballed GSL Arrays 
GimbaHed 60 GHz ISL Array. 

Partially Autonomous S/W 

Enhanced Technology 
Alternatives 
Deflagration Thrusters 

Amorphous Si (6.8%EOL) 
Thin Rim CIS (copper 

Indium diselenide. 10%) 
GaAS/CIS (16%) 
Lithium Ion Battenes 
Thin Film Polymer Battenes 
Pentium, PC604, etc. 
Shape Memory Mechanisms 
Shape Memory Extensions 

Smart Structures 

Optical Processing 
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Optical Intersatellite Links 
Superconducting 60 GHz 
Autonomous COCC S/W 
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Wireless Revolution in New Service Providers 
and New Equipment Suppliers 
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New Frontiers in Low Earth Orbit Wireless Communications 
Dr. James R. Stuart 

Director, Space Segment, Teledesic Corporation 
1082 W. Alder Street, UxiisviUe, CO 80027 (303) 66*^2 . fax (303) 666-0388 

Conference On High Speed Computing, 1994: High Performance Systems 
Session 8: New Fnwtiers in High Performance Systems II (10:15 AM • 12:15PM) 

Salishnn TvOrigc, Gleneden Beach, Oregon, 21 April 1994 

Abstract; 
This presentation will summarize the new mobile and wideband capabilities of currently planned low Birth orbit 
(LEO) satellite communications systems and their relation to the National Information Infrastructure (NIT). Hie 
current technologic and economic trends are driving inevitably to a future that includes little', 'Big' and the new 
wide-band 'Mega' LEO's (with much larger constellations of 1000 or more satellites). For example, Teledesic 
will provide a space-based, wireless, digital, wide-band global communications utility. Comparisons of the 
currently proposed little', "Big' and 'Mega' LEO systems will be presented (e.g, characteristics, services, 
market projections, capacities, subscriber costs, and program development costs, etc.). Current and planned 
wideband geostationary (GSO) satellites (eg., ACTS, etc.) will be also be addressed. 

The features of the extremely high-performance and high-power Teledesic LEO satellites will be described (e.g., 
many kWs, 100's of MIPS, 1000 mps, 1000's of spot beams, etc.). Many of the subsystem components, 
materials and processes developed for space exploration and national defense have application directly or 
indirectly in Teledesic's space segment The Teledesic satellites are a new class of small satellites, which 
demonstrate the important commercial benefits of using technology developed for other purposes by U.S. 
National Laboratories (such as JPL and LLNL). The new Teledesic satellite manufacturing, integration and test 
approaches use modern high volume production techniques that result in surprisingly low space segment costs. 
The current surge in space-based LEO wireless communications systems and architectures demonstrates the 
important commercial benefits being derived from using technology, components, materials and processes 
developed for space exploration and national defense by U.S. National Laboratories, which are now being applied 
to the information superhighway. The unprecedented volume of advanced components and services (e.g, launch 
services), required to construct and replace these large LEO constellations will be sufficient to propel certain 
industries to world market leadership positions, and enable a revolution in the price and performance of LEO and 
GSO commercial communications satellite systems that will affect us all. 

Dr. .Tames R. Stuart Biography: 
Dr. James R. Stuart is the Director, Space Segment for Teledesic Corporation (a large U.S. wide-band, wireless 
Ka-band LEO satellite constellation), and an independent, internationally recognized aerospace consultant 
specializing in advanced space systems design, development and management. He has played an important role in 
the creation and development of LEO and GSO communications lightsats, and is currently an active principal and 
board member in several entrepreneurial technology and space companies involved with communications, 
satellites and small launch vehicles. Dr. Stuart is, for-example, concurrently Chief Technical Advisor for LEO 
ONE Panamericana (a Mexican store-and-forward little LEO'). 

Dr. Stuart previously held positions as Chief Scientist and Chief Engineer at Ball Space Systems Division in 
Boulder, CO. He was also founding Chief Engineer of Orbital Sciences Corporation, Assistant Laboratory 
Director of the Laboratory for Atmospheric and Space Physics at the University of Colorado. At NASA/Jet 
Propulsion Laboratory he was the first Project Manager of Mars Observer, Manager of Advanced Planetary 
Programs among other positons. Dr. Stuart has been on various graduate faculties of the University of Colorado 
at Boulder for over 13 years: in the Electrical Engineering, Telecommunications and Aerospace Engineering 
Sciences Departments, as well as in the Center for Space Construction. He received his PhD. in Systems 
Engineering (1979), MS. in Operations Research (1977), and MS. in Electrical Engineering (1974) from the 
University of Southern California, and his B.S. in Physics (1968) from the University of Washington. 
Dr. Stuart has received numerous professional awards, including NASA's Exceptional Service Medal for his 
project management of the Solar Mesosphere Explorer Project, JPL's highly successful, first modem small 
satellite project. He is also listed in Via Satellite's "Top 100 Executives in the Satellite Communications 
Industry". Dr. Stuart has published over 80 professional papers on the topics of small satellite systems, space 
technologies and communications satellite economics. 
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SPECULATIONS ON THE STRUCTURE OF 
SOFTWARE IN THE 21 ST CENTURY 

Michael Gorlick, Aerospace Corp. 

Agenda 

• The Software Concerns of The Aerospace Corporation 

• The Information Economy 

• Hints of the Software Structures of the Future 

• Testing the Software Structures of the Future 

• Predictions 

Just Who is The Aerospace Corporat ion? 

• FFRDC constituted as a private non-profit corporation 

- sister organizations include RAND, Mitre, and JPL 

• General systems engineering and integration (or military space systems 

• Primary customer is Air Force Space and Missile Systems 
- responsible for everything the military lofts into space 

communications, reconnaissance, navigation, weather 
- we see space systems from lust to dust 

articulate requirements 
write specifications 
monitor design and fabrication 
tradeoffs 
problem resolution 
crisis management 
investigation and research 

• Why do we care about software? 
Because just about everything we do these days is software driven! 

- simulation & modelling 
- satellite telemetry processing 
- networking 
- human/computer interaction 
- software work environments 
- large-scale software engineering 
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The Ascendancy of Information 
• Why do we care? 

- Aerospace is one of the purest examples of an information company 
-Aerospace has an 18th century information architecture 
- The survival of Aerospace depends upon ready access to information 

»Just about everyone is in the information business whether they realize it or not 

The ascendancy of infomtation products over physical products 

- pure information products 
stock market analyses 
technical reports 
data base and indexing services (Lexus, Nexus, WAIS) 
moderated news digests (Netnews RISKS) 

- robotic manufacturing 
NeXT fabrication facility 

- programmable assembly lines 
automotive 
MOSIS 

- purchasing 
FAST 

- classical manufacturing 
factory control 
market analysis, planning, sales 
design, simulation 

What are the Fundamental Underpinnings of the Information Economy? 

> Reason by analogy with the industrial revolution 
- energy 

steam <=> powerful, cheap CPUs 
- transportation 

roads, railways <=> high bandwidth networks 
- raw materials 

lumber, metals, wool <=> information & software 
- social & legal framework 

economic, legal, intellectual property <=> copyright, software patents 

• Where will information and software come from? 
- no shortage of sources of information 

newswires 
enterprise information 
NASA Earth Observing System 
Internet traffic analysis 
MBONE 

- who will write all the software that we need? 
Answer: Everyone will be writing software whether they realize it or not. 

Why? Look to the early history of the telephone network prior to the introduction of 
automated switches (< 1920) 
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The Software Capability Gap 
CPU Power 

Software Power „ .  _ „ „. 
Hardware M Software 

i i Lifespan H I H Lifespan 

> Processors will be everywhere, all dressed up and with nowhere to go 

• Societal computing will swamp everything else 

> Software curve must move from linear to nonlinear growth 

• Shorten the software lifespan 
flexibility 
 reliability 
 multicultural versus monocultural software 

Biological monocultures are subject to catastrophic failure 
Internet worm 
PC and Macintosh viruses 
Internetwide password collection 

 performance 
improvements in algorithms 

Flexible Software is the Holy Grail of the 21st Century 

■ Drivers for change 
 revolution in computing hardware every 2 years 
 the information economy is insatiable 

• growth in Internet traffic 
• Mosaic, Gopher, WAIS 
• Interpedia 
•MBONE 

 information space will be highly chaotic and easily disrupted 
• hardware failures 
• service failures 
• errors 
• deliberate sabotage 

• We don't know what we want until we've built it 
 spiral model of software development 
 rapid prototyping 

Everything is a prototype 
- systems so complex that no one is smart enough to get them right the first time 

• Resilience in everything 
 IP/TCP dictum 

Accept anything from anyone and adhere strictly to the protocol 
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Composit ional and Integration Services as Leverage 

> The analytical maxim of computer science is divide and conquer 
- the synthetic maxim will be compose and unite 

»The elaboration of architectural structures is the search for compositional operators 

..procedures. 
control composition 

coroutines 

spatial composition 

futures 
I asynchronous 
I coordinated 

w interaction 

threads 

producer/consumer I 

V 
buffered data 

interaction 
• The secret is in the glue 

 Unix pipes and filters 
 internals of Unix utilities 

it's all smoke and mirrors 
 Internet 

ftp (data composition) 
telnet (control composition) 

 Mosaic 

> Compositional services are the large force multipliers 

remote procedure call 

client/server 

V 
CORBA 

0 Atowd n ASwi tO OarWi ' W i r ; S*y*t lo l> »3» sand DwcrtpfcrB o« 
SoftwM* Aichr*»c1ur« " proc*+(*ngt at ^ SfmpceHfn on <r» Fo&X*t*3nt 
ot$ofti&»Eng™*rTQf**)FtX>B*aeh.C**k*rmi.O*t: 1993 

R Alan ft D Gwtan, *Form*»nng AretaMcltm &nme*ons ' P n x » * * V * of 
fat lef t Mtm^Mnaf Con*K»oc« on Soffwtw Cnpnwmp. ScmrHrj. IM*y 
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Ew**on * ACM 10SEU. 1,3) Ju»y 199? 

Weaves 

Unpopulated 
Socket 

M 
Transport 
Service 

Populated 
Socket 

■ Default Transport Service 

• Weaves are networks of interconnected tool fragments communicating (local or 
remote) by sending and receiving objects 

• Computation is strictly separated from communication 
 Tool fragments are oblivious to connectivity (blind communication) 
- Runtime reconfiguration of the network 

• Each tool fragment runs in parallel with other components 

rfAiulyuaPmnM4n9l4i,|no f » aa,ii—X.ao'Con»wancaOn 
Soawaf. fnpnawmp. Ain»n Toiaa Ma, 1991 
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A Portion of a Weave for Stereo Tracking 

« Sensor Returns 

Candidate 
Returns Candidate 

Returns Merge 
Candidates 

_ . . . Candidate 
Candidates Caixfcfcfe ^ ^ 

Returns 

• Sensor Returns 

Premier 
Candidates 

p Candidate ̂  
Returns 

Editing the Weave to Insert Instrumentation 

Object Inspector 

• Sensor Returns 

Candidate 
Returns Candidate 

Returns Merge 
Candidates 

Premier 
Candidate*; 

mCand>datem 
Returns 

Fnirn ■ Candidate 
Cand.da.es Candidate 

Returns 

» Sensor Returns 
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Editing the Weave to Insert instrumentation 

Correlate 

1 & 2 

Synchronized 
Source 

»Sensor Returns • 

Candidate 
Returns Candidate 

iy. ^Lm^ Returns 

> Sensor Returns 

a 

This tool 
fragment 

expands to 

Tool Fragments as Subweaves 

Temporal 
Filler 

Time Bundled Returns j 

. Time Bundled Retums2 • 

Time Bundled Returns^ 

4 

' ? -

184 



Framework for Producer/Consumer 

H & 
Round-Robin Single-Wnter 

Multiple-Reader 
Queue 

Producer 
Transport 
Service ■ 

Consumer. 

Consumer2 

Consume^ 

iLanguage! 

Producer 
Transport 
Service 

Consumer-

Consume^ 

Wr-m 
Consumer3 

Framework for Producer/Consumer Relationship 
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First-Come First-Served Producer/Consumer 
Relationship 

Consumer-) 

Round-Robin 

Producer 
Transport 
Service Consumer^ 

Consume^ 

Round-Robin Producer/Consumer Relationship 

Single-Writer 
Multiple-Reader 

Queue 

ft 
Producer 

Transport 
Service 

Consumer-) 

Consumers 

Consumerg 
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RoundRobin Transport Service 

Hierarchical Software Message Buses 

Alpha 

7 « * f l — C ^ < = ► 

HHH, Source M M M 3
*^=JJ^ 

Bus Input Filter
 B e l a Bus Output Filter 

■ " W ^ ^~
C
^H

:3
^S 

Gamma 
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Delta 

SAW 
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Legend 
1 - On-sheet Bus Receiver 
2 - On-sheet Bus Transmitter 
3 - Off-sheet Bus Receiver 
4 - Off-sheet Bus Transmitter 
5  Input Terminal 
6  Output Terminal 

t Boundary 
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Composit ion of Hierarchical Software Message Buses 

Briefing 
Object Base Associate 

Map 
Repository 

1 H ? 

Languaget 

Query Manager 

Grid Base 

Update Manager 

^—
C

1^J*F-
1
* ' 

Grid Engine 

Telescript 

• Commercial product from General Magic 
- Telescript is to networking as Postscript is to page description 
- interpreted, object-oriented remote programming language 
- concepts 

• places 
• agents 
• travel 
• meetings 

• Obverse of RPC 

don't send data send programs instead 

• Different view of composition and integration from weaves 

• One possible marriage of the two approaches is to use Telescript agents as weavers 

[ip 

*■ 
Component Repository 

Agent leaves with assembled weave 
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Testing the Software Structures of the Future 
»Test early and often (Debra Richardson) 

 specifications can be attached to weave frameworks and components 
• embedded directly in the weave 
• travel with the weave 
• can be evaluated at weave construction time or delayed until runtime 

 transparent splicing of testing components at any time 

• Transparency of execution 
 weaves rich in lightweight builtin instrumentation 
 realtime animation of execution 
 performance and behavior logging 

■ Continuous selftesting 
 assertions 

pre & postconditions 
range checks 
relationship & integrity checks 

 robustness 
make the best of what you have and never fail 
safe harbors 

• Continuous selfmonitoring 
 observers can monitor behavior of weave 
 flight recorder 

Test ing the Software Structures of the Future 

• Continuous selfrepair 
fsck (BSD Unix) 
antiviral utilities (PC & Macintosh) 
 cryptographic checks (Trojan Horses) 
 scavengers 

• continually run in the background poking about in the innards of a system 
• repair inconsistencies and log trouble reports 

telephone switching systems 
network routers 

• High assurance components 
 software structures of the future will be highly component based 
 "tried and true" components 
 verified components 
 pedigreed components iu oon**.o aa»4Kn.u YOU*# 

• Testing realities 
 software structures will by highly dynamic 
 software structures and components will by necessity be paranoid 

• you will have no idea of where your software is executing 
 significant fraction of processing power will be devoted to selfchecking 
 distributed debugging will be the norm 

189 



Language! 

Predictions 

Near-term Is going to be very unpleasant 
inadequate development methodologies 

inadequate composition mechanisms 
inadequate network technology 

inadequate testing theory and mechanics 

The information economy Is going to steamroller everyone 
We are all going to be roadkill on the information highway 

Traditional software methods amount to criminal negligence 

The government and marketplace will demand a new research agenda 
Don't write software generate it 

Don't generate software compose it 
Software as a by-product of other processes 

Don't do it here when you can do it there 
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