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Abstract 

An overview of our recent results in modeling single molecule detection in fluid 

flow is presented. Our mathematical approach is based on a path integral representation. 

The model accounts for all experimental details, such as light collection, laser excitation, 

hydrodynamics and diffusion, and molecular photophysics. Special attention is paid to 

multiple molecule crossings through the detection volume. Numerical realization of the 

theory is discussed. Measurements of burst size distributions in single B-phycoerythrin 

molecule detection experiments are presented and compared with theoretical predictions, 
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1 .  Introduction 

In recent years, the detection and spectroscopy of single molecules has seen tre- 

mendous developments. Especially, the detection of single fluorescent molecules in liq- 

uids at room temperature has made big advances since the first successful detection of a 

molecule labeled with multiple fluorophores by Hirschfeld in 1976 [l]. Single molecule 

detection capabilities have improved to the point where several groups have demonstrated 

the detection of molecules containing a single fluorophore as the molecule transits a fo- 

cused laser beam [2- 171. This technique has recently gained much attention in connection 

bith its possible applications to DNA-sequencing [ 18-[23]], sizing of DNA-fragments 

[24-261, genetic screening [27,28], diagnostics [29,30], the study of single molecule 

chemical kinetics [3 1-34], and the detection of minute amounts of substances [35,36]. 

The detection of single molecules in liquids at room temperature is a challenging 

task. This is caused by several effects: the surrounding liquid and possible impurities 

cause high background signals, diffusion causes molecules to exit or miss the detection 

volume, and photobleaching limits the overall number of detectable photons from one 

molecule. Thus, for detecting single molecules under these circumstances and obtaining a 

maximum amount of information from single molecule experiments, it is desirable to 

have a sufficiently complete model of the experiment for predictions and comparisons 

with the measured data. An efficient model allows the experimental conditions to be 

modified in such a way that one achieves optimal detection results, and to gain informa- 

tion about physical parameters of the studied molecules. 

2. Theoretical ingredients 

A typical setup of an SMD experiment in fluid flow is shown in Fig. I .  Single 

molecules are eluted from an injection capillary into a surrounding sheath flow that trans- 

ports them to the detection region defined by focused laser beam and high numerical ap- 

erture collection optics. When crossing the laser beam, the single fluorescent molecules 

produce bursts of fluorescence photons that are detected by an photoelectric detector (e.g. 
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single photon avalanche diode, multichannel plate, or photomultiplier tube). The result- 

ing photoelectrons are amplified and counted within equally spaced time bins. Subse- 

quently, these raw data can be processed and analyzed on a computer by different algo- 

rithms. In the following sections we will collect and consider all the parameters one 

needs for a full and adequate model description of such a SMD experiment. 

2.1. Laser beam profile 

In the vast majority of SMD experiments, the optical excitation of the sample is 

performed by a focused Gaussian laser beam. The intensity profile of such a beam is 

given by 

where "'(y) is defined by 

Here, w, denotes the beam waist radius, h the light wavelength, and Po is the total laser 

power (in photons per time unit). In most cases, the efficient detection region is suffi- 

ciently confined near the laser beam waist (due to the fall-off of the optical detection effi- 

ciency and the localization of the sample stream), that one can neglect the variation of 

w(y) along the y-axis and simply replace it by wo . 

2.2. Optical detection efficiency 

The optical detection efficiency function, q(F), describes the fraction of the light 

emitted by an isotropic point source at some object space point F that is collected and 

detected. As was analyzed in E371 by direct wave optical calculations, a simple geometri- 
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tal optics calculation yields exceilent results as long as the involved optical apertures are 

not too small with respect to the wavelength. Two cases are of special interest: the infi- 

nitely long slit aperture, and the rectangular aperture. A principal scheme of the detection 

optics geometry is shown in Fig.2. 

The result for the infinitely long slit aperture of width d is E371 

where qo is the maximum value of the optical collection efficiency, w = arcsin(NA/n) is 

the half angle of the cone of light collected by the objective (NA being the numerical ap- 

erture and n the refiactive index in object space), and the following abbreviations were 

used: 

4 / ( 2 M )  + y emin = ma( - IxI ), - y) 
(4) 

with M denoting the magnification of the light collecting objective provided that 

emin < e,, . If emin > e,, , then q(x, y )  is equal to zero. A typical profile of q(x,y) is 

shown in Fig.3. 

The result for a rectangular slit of width d and length I is more complicated [37], 

r 

where the additional abbreviations 
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were used, and again provided that v,, > vmin and wmax (v)  > w,,, (v )  , otherwise q is 

zero. It should be mentioned that the integral in Eq.(5) can not be solved analytically and 

has to be calculated numerically. 

2.3. Hydrodynamics and diffusion 

In describing the motion of the molecules through the experimental system. two 

different processes have to be considered: the hydrodynamic flow of the solvent, and the 

diffusion of single molecules in the solution. In a typical experimental setup as shown in 

Fig. 1 single molecules are eluted from a small injection capillary into the circumflowing 

sheath flow, which transports them to the detection region. At the injection point into the 

sheath flow, the velocity of the sample stream can be considered as nearly equal to zero 

(usually the sheath flow velocity is much larger than the velocity of the sample stream 

injected through the injection capillary). After injection, the sample stream containing 

the molecules will be accelerated until a final stationary flow profile is reached. The cor- 

rect description of the hydrodynamics of the sample stream is rather complicated [38]. 

Usually the sample stream diameter is sufficiently small compared with the width 

of the sheath flow channel that one can completely neglect any velocity profile effects 

over the sample stream diameter. For describing the acceleration of the sample stream 

after injection, we used in our recent work [39,40] a rather simple idea; we assumed that 

the acceleration of the sample stream is proportional to the difference between its final 

stationary velocity v, (given by the peak velocity of the corresponding Poiseuille flow) 

and its actual velocity at time t ,  v(t)  . This yields the following relations between veloc- 

ity v( t )  coordinate z(t)  , and time t after injection: 
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z(t) - zinj 1 
= t - -[ 1 - exp(- ~ t ) ]  , 

v m  K 

(7) 

where K is an empirical acceleration parameter. 

Two more peculiarities of the injection process have to be taken into account: 

First, the injection capillary axis can have a lateral shift { x,, y,} with respect to the 

crossing point of the laser beam and collection optics axes. Second, the injection of sin- 

gle molecules is not restricted to a point, but will occur over some area of the injection 

capillary opening. It is convenient to assume that this area is a disk of radius R, and that 

single molecules are injected uniformly over this area. 

Using Eq.(7), the spatial distribution probability of a single molecule at any time 

t after injection can be given as (no velocity profile effects included) 

R 2rr 1 

0 
p(7,t) = 

2 2 
( x  - x,$ - r cos$) + ( y  - y, - r sin 4) - ( z  - z(t) + zinj) 

4 Dt 
L 

For our subsequent considerations, it is important to look at the molecule’s motion from 

yet another point of view. For a diffusive trajectory, F(t ’)  , 0 I t’ I t , what is the prob- 

ability or the relative weight that a molecule will chose this trajectory? As was shown in 

[39], this probability will be proportional to 

11 -.[- 0 40 
id*, ( q t ’ )  - a(?’) 

(9) 

Thus, the spatial distribution probability can be written in an alternative way: 
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where Yo is an abbreviation for {q + r cos 4, y ,  + r sin $, qnJ) . and the third integration 

sign denotes a path integration (infinite sum over paths, see e.g. [41,42]) over all possible 

trajectories in space-time connecting 5 at time zero with r' at time t . It can be shown 

that the representations Eq.( 10) and Eq.(8) are completely equivalent. 

2.4. Absorption and fluorescence 

For most fluorophores used in SMD, the following photophysical processes are 

important: absorption of a photon and transition into the first excited stats (So + S, ), ra- 

diative (fluorescent) or non-radiative return to the ground state (S, + So J. intersystem 

crossing from the first excited state to the triplet state ( S, -+ I; ), return fiom the triplet 

state to the ground state ( I; + So ), and photobleaching ( S, -s 0). A derailed analysis of 

this photophysics within the context of single molecule detection was presented in Ref. 

[43]. 

Let us first neglect photobleaching, which will be considered in &e next subsec- 

tion. When incorporating the fluorophore's photophysics into a SMD experiment modei, 

a significant simplification nearly always can be made; the time scales of one excitation- 

fluorescence cycle (- ns) and of one excitation-triplet state-ground state cycle (- ps) are 

typically much faster than the time scale over which the molecule experiences a signifi- 

cant change in illumination intensity due to its motion. Thus, one can apply an adiabatic 

approximation supposing that at every moment the state populations of a molecule are in 

equilibrium (the same idea also was applied successfully for handling tripiet state effects 

in fluorescence correlation spectroscopy [44]). Applying this idea, one obtains the fol- 

lowing expressions for the populations ps (excited state) and p r  (triplet state): 
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where o is the absorption cross section, I(?) is the (space dependent) light intensity in 

photons per area per time, 7 is the fluorescence lifetime, k,,,, is the intersystem crossing 

rate, and T~ is the triplet state lifetime. The rate of fluorescence is then simply given by 

( @, / ~ ) p ~ ,  where (D, denotes the fluorescence quantum yield. In many cases of practi- 

cal interest, the intersystem crossing rate is suficiently small and can be neglected. 

Moreover, if the excitation light intensity is small enough, one can neglect the denomi- 

nator in Eq.( 1 1) (no optical saturation). 

2.5. Photobleaching 

Photobleaching is always present for fluorescent molecules in solution at room 

temperature. Usually, the photobleaching rate is much slower than the fluorescence de- 

cay or triplet-ground state transition rate. The photobleaching rate ybl(F) is given by 

where kZbl and k,,, are the rates for photobleaching occurring in the first excited state 

and triplet state, respectively. Neglecting optical saturation and other non-linear effects, 

this equation can be simplified to 

where Oh, is the overall photobleaching quantum yield. 

Photobleaching plays an important role in modeling a SMD experiment. To un- 

derstand the special difficulties connected with photobleaching consider a fixed molecule 

under constant illumination [39,45]. The time development of the probability that this 

molecule is not yet photobleached (existence probability) is shown in Fig.4. As long as 
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no photon is detected this probability decays exponentially with an exponent proportional 

to the photobleaching quantum yield. When a photon is detected, the detection event 

provides some information that the molecule was not yet photobleached, causing a jump 

upwards in the existence probability. Since there is a non-vanishing probability that the 

detected photon was caused by background, the jump will never bring the existence prob- 

ability back to unity. In any case, the resulting curve is discontinuous, reflecting the non 

Markovian character of the whole process (the development of the existence probability 

does not only depend upon its current value, but upon its complete history). 

2.6. Synthesis 

We now collect all the pieces together to obtain an expression for the probability 

P( N .  f 2 ,  tl ) to detect a given number of photons within a given interval of time, { t, , f2} . 
First, we consider the case that only one molecule crosses the detection volume (“pure” 

single molecule detection). The corresponding probability distribution is denoted by 

6 ( N ,  tl , I , ) .  The simplest way to do this is to consider the sub-ensemble of all molecules 

with the same trajectory, 7(t) ,  through the detection system, and within this sub- 

ensemble to consider the sub-sub-ensemble of molecules that are all photobleached at the 

same time fhl . For this sub-sub-ensemble of molecules, the probability 4 ( N ,  t ,  , f l )  is 

simply given by a Poisson distribution with the mean 

where V, (F) is the photon detection rate when the molecule is at position F , Vbg is the 

constant background rate, and e(.) denotes Heaviside’s step function, being zero for 

negative values and one for positive. The photon detection rate can be expressed by 

using the same notation as in the above subsections. 
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Thus, the complete probability distribution pl ( N ,  t, , t, ) for all molecules (any 

trajectory, any photobleaching time) will be a superposition of Poisson distributions, 

where the weight function qq, t ,  , t l ]  can be given as a path integral over all possible 

molecule trajectories [39,40] (compare with Eq.( 10)): 

where a[] is a 6-function functional, po(%) is some initial probability distribution of the 

single molecules at the starting time t = 0, and T > t, is an arbitrary time large enough so 

that a molecule will have left the detection region with near certainty. The path inte-pa- 

tion in Eq.( 17) runs over all possible paths with arbitrary starting point 6 and arbitrary 

end point. The first term in Eq.(l7) accounts for all molecules that photobleach while 
crossing the laser beam, whereas the second term accounts for all molecules that do not 

photobleach. 

In practical calculations, it is convenient to use as the initial distribution po(T) the 

distribution of the molecuies in a plane perpendicular to the flow direction and upstream 

of the detection region (where the light intensity is negligibly small), but far enough away 

from the injection capillary that the sample stream already has reached its final flow ve- 

10 



locity V~ . The corresponding distribution is directly given by Eq.(8), and in Eq.( 17) the 

(generally space dependent) velocity v can be replaced by the constant v, . 

2.7. Example: Burst sue distribution and multiple molecule crossings 

The results of the last subsection are directly applicable to the calculation of the 

burst size distribution (BSD) in a SMD experiment. For pure single molecule crossings it 

is simply given by Eq.(16) with t ,  = 0 and t ,  = T .  We denote this distribution by 

4 ( N )  . One has to take into account that Eq.( 16) provides only the distribution for pure 

single molecule transits, i.e. bursts arising from only single molecules. But for finite 

concentrations of fluorescent molecules in the sample stream, there exists always a non- 

vanishing probability that more than only one molecule will traverse the detection vol- 

ume at the same time. This causes additional peaks in the BSD at higher burst size num- 

bers. A similar effect was reported by Chen and Dovichi when detecting very small 

numbers of molecules in capillary electrophoresis [36]. There, the fluctuations in the 

numbers of detected photoelectrons due to the fluctuations of the numbers of molecules 

in the sampling volume was dubbed “molecular shot noise”. 

To take into account these multiple molecule crossing effects, one can calculate 

the BSDs for the different pure k - molecule crossings ( k  molecules causing an unre- 

solvable single fluorescence burst), and then find the real BSD by a superposition of these 

k - molecule BSDs. 

Under the approximation of a narrow distribution of single molecule burst dura- 

tions with a mean value T ~ ,  the k - molecule BSDs can be found from the pure single 

molecule BSD P,(N)  by simple recursive convolutions: 

The relative weights wk of the Pk in the complete BSD are given by 
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where T,,, is the mean time between two molecules crossing the detection region ( l/~,,, is 

the mean injection rate). 

3. Numerical considerations 

In general, it is impossible to find an analytical expression for P[.t; , T,O] and 

thus for 

is by means of a Monte-Carlo simulation. The basic difficulty in calculating Eq.( 17) is 

that the path integral runs over an infinite number of paths. The idea of a Monte-Carlo 

calculation is to choose these paths randomly, and then to perform the remaining integra- 

tion exactly. It shouId be emphasized, that this kind of Monte-Carlo sampling is much 

more efficient than a straightforward Monte-Carlo sampling, where all the physics (paths, 

photobleaching, detected fluorescence) is modeled by random processes. 

( N ,  T,O) . The most convenient numerical method to calculate these hnctions 

Thus, the course of the calculation is as folIows. The time interval (0, T] is di- 

vided into discrete but sufficiently small time steps, A t ,  so that the laser light intensity 

and detection efficiency that the moving molecule experiences does not change signifi- 

cantly within time A t .  For the discretized times { 0, At, 2At, . . . , T )  and fixed initial po- 

sition r7, , a given number of random paths { 6 ,  e,. . . , FT,& ] are generated by means of the 

probability distribution 

1 (%+, -6 - i q 2  
P(%+1-%) = [4xDAt]”’ - 4 DAt 

For these paths, the integrals occurring in Eq.( 17) are calculated numerically by an ap- 

propriate integration scheme. For every value of tb, and every occurring positive value of 
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the corresponding values 

and (for all it/ > T )  

are added to the final (not yet normalized) result P[U,, T,O]. When sampling a sufficient 

large number of paths, one yields an arbitrarily exact distribution function P[ Vf , T,O] . 

After normalizing, one can directly calculate P, via Eq.( 16). 

4. Data analysis 

We have found that a Lee filter is an effective method for smoothing the data 

prior to searching for bursts. A Lee filter of width 2m + 1 is defined as follows, A run- 

ning mean and variance are calculated using 

, m <  k _ <  N - m  

where N is the total number of data points. The value of k is limited by the window 

width. The filtered data, E k ,  are given by: 

zk = iik +(nk -iik> 0: 

crk +0t, ' 
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where o0 is a constant filter parameter. The main action of the Lee filter is preferential 

smoothing of the photon shot noise in the background, thus facilitating the finding of 

proper photoelectron bursts. A burst is defined by any continuous number of bins with 

Ek > n,, , where n,,, is a predefined threshold value. We found that the Lee filter works 

very well if 2m + 1 is of the order of the mean number of time bins per burst, G,, is of the 

order of the mean burst height (mean number of counts per bin in a burst), and nrh is 

above the mean count number of background noise per time bin. 

5. Experimental examples 

5.1. Experimental set-up and model parameters 

In the following we report results of SMD experiments and their comparison with 

theoretical predictions. All measurements reported in this paper were made on B- 

phycoerythrin molecules. These macromolecules have very high absorption cross section 

and unity quantum fluorescence yield, thus being a favorite model system for single 

molecule detection in fluid flow. 

The experimental apparatus used to collect the B-Phycoerythmn data is similar to 

that previously used for DNA fragment sizing [24-261. Excitation was accomplished 

with a continuous wave or a mode locked (200 ps pulse width I@ 82 MHz) Ar' laser oper- 

ated at 5 14.5 nm. The output was attenuated with a polarizer / half wave plate assembly 

and focused to a 20 pm ( l/e2 diameter) circular spot at the center of a 250 x 250 l m 2  

square bore sheath flow cuvette (NSG Precision Cell, Inc.). Fluorescence was collected 

at 90" with a 40 x, 0.85 NA microscope objective (rjikon Fluor) and spatially filtered 

with a 400 pm slit located at the image plane of the microscope objective. The probe 

volume thus defined was approximately 3 pl. Light passing through the slit was spec- 

trally filtered with a 30 nm bandpass filter centered at 575 nm (575DF30 Omega Optical). 

The filtered light was focused onto the 200 x 200 pm' active area of a photon counting 

avalanche photodiode (SPCM-200-PQ C.D. 2027, EG&G Optoelectronics Canada) using 

a 10 x microscope objective. 
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The sheath fluid was ultra pure water delivered to the flow cell using gravity feed. 

The sheath volumetric flow rate was adjusted to give transit times through the probe vol- 

ume in the range of 0.4-6 ms. B-Phycoerythrin dissolved in 1 x Dulbecco’s phosphate 

buffered saiine at a concentration of 1.4.1 07’o A4 was forced through a capillary (O.D. 90 

pm , I.D. 20 pm , Polymicro Technologies) via a pressure differential. B-Phycoerythrm 

was eluted from the capillary tip positioned inside the square bore cuvette approximately 

100 pm upstream of the probe volume. 

Photoelectron pulses from the photodiode were amplified, conditioned with a con- 

stant fraction discriminator, and counted with a multichannel scalar (MCS) PC card 

(Oxford Instruments). The time bin width was chosen to be 50 p sec . The raw data were 

processed by a Lee filter with m = 5, oo = 5, and n,h just above the mean background 

count number. 

The following parameter values were used throughout all calculations: diffusion 

constant D = 43 pm2 / sec , absorption cross section o = 5.4 - IO-’ pm2 , fluorescence 

quantum yield a, = 0.98, laser beam waist radius wo = 10 pm , width of the slit image in 

the object space d = 10 pm , maximum detection efficiency qo = 1.3 

of the injection point from the laser beam zl,, = -100 pm . The sample stream diameter at 

the detection volume was determined mainly by the lateral difision of the molecules 

during the time between injection and detection. The time step used in the Monte-Carlo 

simulation was Af = 50 p sec . The integration time T within the calculations was chosen 

large enough so that the molecules always passed through the detection region. For every 

calculation of P Q T 0 , 1 O4 paths were sampled. One simulation of a complete burst 

size distribution took around 5 min on a 586-processor 133-MHz PC. All simulation 

programs are written with Matlab and can be requested from the authors [46]. 

and distance 

L 9 1  

There remained six unknown parameters which were adjusted: the photobleaching 

quantum yield a,,, , the flow velocity v, (assumed to be uniform over the detection re- 

gion), the position of the sample stream axis x,, y, , the hydrodynamically focused sam- 



ple stream radius in the absence of diffusion R , and the acceleration parameter K [39.40]. 

The acceleration parameter was found to be constant for our set-up and equal to 

K = 175 sec-‘ . We observed that the photobleaching constant was different for cw and 

pulsed laser excitation. 

5.2 Single molecule burst size distribution and burst size broadening 

In [39], we presented an analysis of burst size distributions of B-phycoerythrin 

with low injection rates over a range of sheath flow velocities for cw-excitation. The pa- 

rameters used in the model calculations were Qb, = 1.4 - lo-’ and R = 0.1 pm . For every 

flow velocity, the sample stream displacement was found to be slightly different, due to a 

readjustment of the detection system between experiments. A typical result of the com- 

parison between experiment and theory is shown in Fig.5. Bursts larger than 250 pho- 

toelectrons are due to multiple molecule crossing, which will be accounted for below. 

An unexpected result of the model calculation was the fact that the overall width 

of the BSD is determined mostly by the lateral shift (x,, y,} of the sample stream. A 

dramatic change of the BSDs shape can be seen in Fig.6, where the BSD for different 

displacements are plotted (all remaining parameters the same as Fig.5). It should be 

noted that jitter of the sample stream position can have a similar effect on the BSD. 

5.3 Multiple burst events - moIecuIar noise 

In [40], we analyzed SMD experiments with different injection rates, thus dealing 

specifically with the problem of multiple molecde crossings through the detection vol- 

ume. These measurements were made using pulsed excitation, resulting in a larger pho- 

tobleaching quantum yield (ab, = 6 .  lo-’). In Fig.7, the measured BSDs are shown, In 

Fig.8, a fit of 7 distributions P , ( N ) ,  1 5 k I 7 ,  to the experimental curve with the highest 

injection rate is shown. On the basis of Eq.(l9), the product of the mean (single mole- 

cule) burst duration, z b  , and the average molecule delivery rate, , was determined 
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for every BSD. The plot of the resulting values against the injection pressure is shown in 

Fig.9. The linearity of this plot demonstrates the excellent consistency of the theoretical 

model with the experimental reality. 

6. Conclusions 

Currently, the weakest point in the theoretical model of SMD in fluid flow is the 

rather simple assumptions concerning the hydrodynamics of the fluid flow. Future work 

is required to improve our understanding of this point. Nonetheless. the agreement be- 

tween experiment and theoretical model is excellent. The developed theoretical approach 

is very powerful and can be extended to include different generalizations and modifica- 

tions of the experimental conditions, such as nonlinear photophysics (e.g. multiple photon 

excitation), or different flow geometries of the sample stream. The path integral approach 

works weil not only for modeling SMD experiments in flow, but also for obtaining auto- 

correlation functions in fluorescence correlation spectroscopy, as was shown in [47]. 

There are special cases of data analysis in SMD experiments, where the powerfuI 

path integral approach is no longer applicable. Two of them are the calculation of the 

transit time distribution (distribution of the burst durations), and the calculation of the 

burst height distribution (distribution of the maximum number of counts per bin per 

burst). 

The calculation of the transit time distribution depends crucially on how a burst 

duration is defined. As was described in the present paper, one successful way to extract 

bursts and thus burst durations from the data is the application of a Lee filter. Since this 

filter involves some arbitrary constants ( o,, m ), it is very difficult to define correct prob- 

ability distributions of the transit time on a purely theoretical basis. The best one can do 

is to run a straightforward and simple Monte-Carlo simulation of the whole experiment, 

using all the details as presented in subsections 2.1-5. 

Whereas the transit time distribution is normally of no interest in most applica- 

tions, the burst height distribution might be quite useful in SMD experiments, where 
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more than only a single fluorescent molecular species is involved. The reason is, that. in 

contrast to the BSD, molecular shot noise is only weakly reflected in burst height distri- 

butions. If one is interested in distinguishing different molecular species (with different 

fluorescence strengths) on a single molecule level, then a burst height distribution may be 

more useful than the BSD. Due to the fact that in calculating a burst height distribution, 

one asks for a distribution of a maximum count number per burst, a closed analytical 

presentation like Eq.( 16,17) will be extremely voluminous. Here again, running a direct 

hfonte-Carlo simulation is the best one can do. 

A completely new dimension of data, which we did not consider in the present 

paper, is offered by measuring not only fluorescence intensities (counts per time bin on a 

microsecond scale), but also the decay of the fluorescence on a nanosecond time scale. 

This additional information can e.g. be used to discriminate between different molecular 

species with different fluorescence decay times. Detailed theoretical analysis of this kind 

of SMD can be found in [48-501 and [43]. 
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Figures 

Fig. 1 : 

Fig.2: 

Fig.3: 

Fig.4: 

Fig.5: 

Fig.6: 

Fig.7: 

Fig.8: 

Fig.9: 

Sheath flow SMD experimental schematic. 

Light collection geometry for a point source located below the center of the image 

of the slit. 

Spatial dependence of the CEF in the x-y-plane for a slit image width of 10 pm, a 

NA of 0.85, and n = 1.33. 

Model calculation of the existence probability of a single molecule due to pho- 

tobleaching. Each arrow indicates the detection of a photon. The photobleaching 

rate was assumed to be 0.8 per time unit, the ratio of the probability of detecting a 

background photon to the probability of detecting a fluorescence photon was set 

to be 0.2 per time unit. 

Measured BSD (crosses) and simulation result (solid line) for v, = 3.5 mm/sec, 

x, = 3.2 pm, and y, = 1.5 pm . For comparison, a simulation result with 

x, = 0, y, = 0 is shown (dashed line). 

Broadening of the burst size distribution with increasing value of x, ( y,  = 0 ). 

Calculated curves for x, = 0 (narrowest distribution) up to x, = 3 pm (broadest 

distribution) in steps of 0.5 pm are shown. The laser beam waist radius is 

wo = 10 pm. 

Measured BSDs for different injection pressures (numbers on the right side in 

units of ~lll l  Hg). 

Comparison between measured (circles) and calculated (upper solid line) BSD for 

the highest injection rate ( p  = 200 mm Hg). In the calculation, the distributions 

Pk ( N )  were calcuIated for k = I . . .7 and fitted to the experimental curve by a 

least square fit. The different component distributions are shown as solid lines. 

too. 

Linear fit of the determined T~/T, -values to the injection pressure. 
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