MH
UCRL-ID-124699

'Fireball Yield from Fractional Intensity
Diameters

E. Gellert

3 0 1396
OSTI

This is an informal report intended primarily for internal or limited external
distribution. The opinions ans conclusions stated are those of the anthor and may -

or may not be those of the Lzboratory.
Work performed under the auspices of the U.S. Department of Energy by the
Lawrence Livermore Nationa. Laboratory under Contract W-7405-ENG-48.




DISCLAIMER

Portions of this document may be illegible
in electronic image products. Images are
produced from the best available original
document.




FIREBALL YIELD FROM FRACTIONAL
INTENSITY DIAMETERS

Bugene R. Gellert

Classification (Declassification/Review Date) Changed to:

6&?”“2"%’”‘” G

DISCLAIMER

This report was prepared as an account of work sponsored by an agency of the United States
Government. Neither the United States Government nor any agency thereof, nor any of their
employees, makes any warranty, express or implied, or assumes any legal liability or responsi-
bility for the accuracy, completeness, or usefulness of any information, apparatus, product, or .
process disclosed, or represents that its use would not infringe privately owned rights. Refer- -
ence herein to any specific commercial product, process, or service by trade name, trademark,
manufacturer, or otherwise does not necessarily constitute or imply its endorsement, recom-
mendation, or favoring by the United States Government or any agency thereof. The views
and opinions of authors expressed herein do not necessarily state or reflect those of the
United States Government or any agency thereof.




. FIREBALL YIELD FROM FRACTYONAYL, INTENSITY DIAMETERS
] : Eugene R. Gellert

Object: It is desired to develop an empirical formula of the type
Y = xp°

where ¥ is the yield in kilotons and D is the "effective diemeter”
in feet corrected for temperature and pressure variations, if ne-

cessary.

Procedure: The velues of D were obtained from pinhole photographs of the
events made with a 48 inch long pinhole camera having a forty mil
pinhole in front (therefore an £/1200 camera). It was necessary to
use an N.D. 3.0 filter (attenuation 1000) to diminish the image bright-

1
nesse.

From the dismeter of the photographic image, 4, the focal distance

f = 48 inches, and the slant range R, the fireball diameter was ob-
tained by the simple relation D = 4R/f, where & and f are in consistent
wnits. In order to improve the results obtained by D. R. Born and

E. C. !rh‘:omra.rﬁ.2 the effective diameters were taken as the distances
between points whose intensities were a certain fixed fraction of

the time integrated fireball intensity (5 and 20%), rather than the
diameters measured from the photographic Imege by eye.

Except vhere the fireball was obscured or blurred in ome direction,
four equally spaced vertical, horizontal, and diagonel densitometer
traces were tasken of the photographic image.

A step tablet had not been put on the photographs, nor had the develop-
ment time been recorded because the photographs were originslly intended
only for aligmment purposes. Therefore, in order to determine the de-
velopment time the gross fog of the pinhole photograph was measured

- =

g 1 D. R. Born and E. C. Woodward - "Instant Fireball Yield" - COPBA-
62-7, Sept. 14, 1962,

2 Ibid




and compared with the fog on similar films developed for a known time.
Film density was then colm_erted into light intensity values by inter-
polating between the points of the calibration curves of the standard

films.

Dismeters corresponding to 1/20 of the meximm light intensity were
measured end recorded. However, it was found that the photograph of
one event (Alma) was not sufficiently exposed for the 1/20 intensity to
be distinguishable from the background, so that no diameter could be
recorded for it.

Using the values of d obtained by the method just described, the method
of least squares was applied to the equation ¥ = KDn in the logarithmic

form
log Y= logK+nlogD

to determine the parameters K and n. The same procedure was carried
out again, with the exception that D was replaced by Do, where |
Do = (%) 1/3D, the pressure corrected dismeter. In another calculation
the exponent of the pressure correction was allowed to be an unknown,
that is, the method of least squares was é.pplied to the equation:

-- Log Y = log K + n (Log D + q Log P/Po)
' In a fourth calculation an arbitrary temperature correction was also
introduced so that the emxation to which least squares was applied is

LogY-I.ogK+nIogD+rlog§6+“sIng%—‘

After these calculations were carried out the data was slightly improved
by re-measuring fog densities, rescanning the phbtograph of one event
(Truckee) which appeared somevhat suspicious because of the considerable
variation in maxirmm net density (2.06 to 2.31), baving more test f£ilms
made in order to avoid extrapolation of the H-D curve by more than one
order of magnitude, and making several other nminor improvements. From
this data the first calculation, in which we set Y = KD°, was again
carried ocut as well as the similar calculation where D was replaced by
Do. '

. v

g The first calculation was also carried out for the 1/5 intensity dia-

" meters. Diameters associated with inmtensities considerably smeller than
1/20 of the maximm time integrated intensity could not be obtained,
becsuse for several of the events, Bighorn, Sunset and Yeso, any lower
intensity would not produce an imege that wes distinguishable from the
background.,
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Results: Ehxfirical Equations Used
l. logY=IogK+nlogD D = dR/f
2. log Y= Log K + n Log Do Do = (p/p0)3p

3. LogY-:qu«n-n(LogD-n-qmg(P/Po))
L., Tog Y =log K+ n Log D + r Log (P/Po) + s Log (T/To)

I. 1/20 Intensity Diameters

Av.% Dev.
Bauation Dbetween -
Used Y cele.e 28K . = 4 T 8
Y egg
1 6.1 “6.52151 3.010 X 10°7  2.63BET  serrer eerenee sesnnenns
2 7.5 “6.56220 3450 X 1077 2065055  ceeere ceerees veevenes
3 6.4 -6.51821 3.033 x 1077 2.63661 .03136 .evever veveennes
L 5.0 61545 3,593 x 10”7  2.64316 ..... . 6.26496 26.57143
II. 1/5 Intensity Diameters
1 12.7 6.19223 6.323 % 1077 2.50080  sueeee eeeenee sveeeess
III. 1/20 Intensity Diameters - Rechecked and Improved Data
1 5.9 “6.21723  6.06h X 1077 2.58819  ..eeur ceveees snneeses
o 6.6 “6.16936  B.TTTL X 1077 25665  vevvvr eererer seennenns

Therefores Equation selected (III-1)
Y = 6.06% x 10°7 p 2-54319
or Iog ¥ = -6.21723 + 2.54819 1og D

*Hote: OF course the sum of the squares of the difference in the
logarithims is less for I-3 than I-l, .00886 as compared with
.00893, as required by the method of least squares.

)
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DETAILS OF CAILCULATION FOR THE EQUATION SELECTED
(Eq. III-1)
_ Y = 6,064 x 1077 D 2.54819
or logY = -6.21723 + 2.54819 log D
Intensity Data
Event Max.Nr.}  Max. orY IM‘:‘; in Log ’zl'o 1 ggor::s c;}g” Ne;s%])t?x )
Dns. Dnsg. m.c:s. in m'ec.s. Dns. Dus. obtain
: Diameters
Truckee 2.3542 2.5835 +.77 ~.53 1.85 1.62 .69
Harlem 2.5479 2.8535 I LS U T3 1.70 1.39 .55
Riconada  2.305%  2.5497 .32 -.98 1.65 1Ll .61
Bluestone 2.3509 2.6066 1.63 .33 2.04 1.18 .76
Yeso 1.6040 1.9607 -1.05 -2.35 41 .05 .03
Alna .2024 .7181 -1.97 <3.27 cene <0 <0
Sunset 1.9134 2.2294 -.73 -2.03 .58 .26 b4
Otowi 2.7619 2.9560 1.76 A6 - 2.36 2.17 .79
Bighorn 1.5012 1.7067 -.85 -2.15 A1 .20 .13
Dulce 2.3534 2.5317 1.13  -.17 1.89 1.71 73

1 Net density 1s density above background. GCross density is the total film
density.

- 1/20 Intensity - Measured Photographic Diameters (in m.m.)

Event 1 2 3 | L Aversge Correspond Fireball

Diameter (feet)
Truckee = 48.5 k9.5 50.5 50.4 0.3 2,232
Harlem 60.8 60.3 60.3 cree 60.4 ' 4, hho
Riconada 50.8 50.6 514  ....  50.9 3,761
Bluestone (50.7)° 53.1 (51.0)° (50.8)° 3.1 4,258
Yeso Th.5 74.5 7.5 T™%.5 6,515
Sunset 57.8 ST.4 cone cens 57.6 4,198

Otowi fé 33.5 33.7 33.8 32.9 33.5 1,534 -

== 3 3 ' 3 '
Bighorn &= T1.b4 71.6 5000 0000 T1.5 9,099

Dulece 29.8 30.1 29.9 (29.8)1‘ 30.0 1,331




: - . T

( )2 - Imsge smeared out due to the motion of the cemera - neglect these values.
3 = One sidé{ of the density curve had to be extrapolated on the basis of assumed
= -+ slope symmetry of both sides of the demsity curve.
( )h - Interpelated value - cross-hairs in way - neglect in average.

Analysis of the Accuracy of the
Calculated Equation

Difference
Bvent :-g: %ig LogD Y calec. Y e.g.g. ge::ei:x.z & A;s :‘g?g?f
= LR L CEEe Y e.g.g.

Truckee 2.31572 207 225 -18 -8.0%
Harlem 3.07913 1200 1140 +60 +5.2
Bluestone 3.03066 1070 1260 =190 -15.0
Yeso 3.50139 3170 3100 +10 42,2
Riconada 2.8934k 782 790 -8 -1.0
Sunset 3.01486 1040 930 . +110 +11.8
Otowi 1.90107 97.6 80.5 «.9 -1.1
Bighorn 3.87100 7430 7350 +80 +1.0 -
‘Dulce 1.74360 55.4 51.5 " «3.9. +7.5

Aversge percentage deviation = 5.9%

Coments:

An exsmination of the f£it of equations 1, 2 and 3 with the observed data clearly
shows that the experimental evidence here gives no support to the introduction of
a pressure correction factor of the form (P/Po)%. The value of q obtained from
equation 3, .03136 1is so small that it can be essumed to be due only to statistical
fluctustions. Equation 4 seems to indicate that the correction terms P/Po & T/To
ere quite important, giving them large exponents. However, the exponents are |
related to each other in such & way that th; effects of these two correction terms
is practically cancelled. The fact that this gives a somewhat better fit than
equations 1 - 3 can be explainéd purely on the basis of statistical fluctuations
since weg now verying four quantities to fit only nine points. -
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The improved date can be seen to give results in reasonable agi‘eement with the
original results. However, since it does incorporate more measurements and less
extrapolation, the form of equation one based on this data is ;éélé”&ted,- giving

Y = 6,064 x 107D 2.54819

The fact that the 1/5 intensity diameters give twice as poor & £it does not
indicate that if the 1/5 intensity dismeters could be measured as accurately

as the 1/20 intensity diameters,we would not get Just as good a fit. As one gets
closer to the maximm d;znsity the dismeter varies mare steeply with the fractional
intensity chosen so that any error in the fractional intensity chosen will be
more greatly magnified in this region. Considersdble errors in the fractional
intensity chosen are quite likely in this case because of the previously mentiopned
inaccurate way in which one is forced to calibrate this £ilm. As previously
mentioned, diesmeters much lower than 1/20 the maximm intensity would not be
chosen because they would be indistinguishable from the fog. Therefore, the

only reason for 1/20 intensity diameters were chosen was because of limitations

of the photogrephic processes.

A f£it of 6% is fairly good when one considers that the values of the yield
calculated by E G end G are odly guaranteed to 5%, and that if this method of
ealculation wes as good as E G and G's, and if the errors were independant,
than the yield numbers calculated by this method would differ from E G & G's by
an average of 7.1%, by the method of combining errors. This does not imply that
pressure and tempersture effects can be neglected at high altitudes , however,
since these events all took place between 5,000 and 15,000 feet.

The empirical equation obtained from this data is in general agreement with the

scaling laws relating radius to yield. For example if D l1s chosen as the di-
o

ameter at thermal minimm, we obtain 3

Iog ¥ = -5.638 +2.5 log D
2.5

or Y= 2.30 X 10'6

3

3 The effects of Nucleaxr Weapons. pp-T7




Similarily at breskaway

log ¥ = -5.85 +2.5 Log D

or Y=1.39 x 10'6 D2‘5

The value of the exponant for the 1/20 intensity 2.54819, is practically 2.5.
If we set it exactly equal to 2.5, then noteing that the average value of D is
3.50138, we would obtain

log Y= -6.21723 +2.5 log D + K
: +0.04819 Log 3.50138
=~ -6,04850 +2.5 Iog D.

These scaling laws could only hold if these three diameters were in the seame
proportions reguardless of the yield of the bomb. By setting the ylelds of
these three sets of equations équa.l, one finds that the radius at breekaway
is 22% greater than the radius at thermal minimmm and that the radius at 1/20
intensity is 46 per cent greater than that at thermal minimm and 20 per cent
greater than that at breaka.?ra.y. :

Unfortunately, at the time this report was written the author had not yet
received the data on breakawey or thermel minimm dismeters from E G & G so
that the proportionality of the various diameters could not be checked for

these events.
The empirical formula obi_:ained from these nine events is another case of the
general scaling law of the form

Y = cnz.s

where D i1s the diemeter, chosen by some consistant method, and C is a constant
depending on how D is chosen. The constant C, can be written in the form

205
C = 2.30 x 10°° {%t-}

where Dt is the diameter at thermal minima and D is the dismeter chosen by

some other constant procedure, for example the 1/20 intensity diameter.
',«'4..-,-
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