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where P is the yie3d in kilotons and I) is the "eflective diapIpeter" 

in feet corrected for tempera- ahd pressure variations, if ne- 
cessary. 

Procedure: The values of D were obtained *can pinhole photographs of the 
events made with a 48 inch l ~ n g  pinhole c~mfera having a forty mil 
pinhole in *at (therefore a f/= camera). 
use an N.D. 3.0 filter (attenuation 1ooo) to clhinish the image bright- 
ness 

It was necessary to 

1 

FYcm the d.Lzmreter of the photograghic image, d, the focal distance 
f = 48 inches, apd the slant range R, the fireball diameter was ob- 
tained by the simple rebation B = dR/f, where a s ~ d  f are in ccmsisterrt 
units. 

E. C. woodward2 the effective dianaeters were taken as the distances 
between points whose intensities were a certain fixed fraction of 
the time integrated fireball  intt?nsZty ( 5  and a$), rather than the 
diapneters measured *an the photugmphic w e  by eye. 

Except where the 23reball wa6 obscured or blurred in one direction, 
four equally spaced vertical, horizontal, and diagonal densitaneter 
traces w e r e  taken of the photographic image. 

In order to iap>rave the resdts obtained by D. R. Born and 

A step tablet had not been put on the photographs, nor had the develop- 
ment t inre been recorded because the photographs were originally intended 
O w  for e,l%mEmt purposes. Therefore, in order t o  detennine the de- 
verOpment the the gross fog of the pinhole photolgrsph was measured 

c 
6 -  

1 D. 3. Born and E. C.  W d w a r d  - "Instant Fireball  Yield" - COFBA- 

2 Ibid 
62-7, Sept. 14, 1962. 
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and cctngsred with the fog on similar films developed for a known time. 
Fib &nslty was then converted into U&ht intensity values by j.nter- 
polating between the points of the calibration curyes of the standard 
f i l m s *  

Dismetera  corresponding to 1/20 of the m=dmutn light iatensity were 

one event (~llma) was not sutticiently exposed for the 1/20 intensity t o  
be distinguishable frm the background, so that no diameter could be 
recorded for it. 

- .  

msSUred a& =COX&& EM=, it ~ 8 8  fatmd that the Of 

Using #e values of d obtained by the method just  described, the method 
of least squares was applied to the equation Y = IDn in the Logari-thnic 
form 

k g Y = L o g K + n I o g D  
to determine the parameters K and n. The stme procedure w88 carried 
out again, w l t h  the exception that D was reglrtced by Do, where 
Do = (&)%, the pressure corrected diameter. In another ca3culstion 
the v e n t  of the pressure correction vas al lowed to be an unknm, 
that is, the method of least squares was applied to the equation: 

Lcg Y = Iag K + n ( U g  D + q lag P/Po) 
In a fourth calculation an arb3trary texuprature correction was also 
introduced so that the equation to which least spuai\es was applied is 

P T M Y  - b g f C + n l a g D + r  & g g + s  Jkg- TO 
After these CalculatioIIS were carried a r t  the data was sUght ly  rPlpraved 

by re-measuring fog densities, rescanning the photo&ragh of one went 
(Truckee) M c h  appeared somewhat susp ic iw  because of the considerable 
variation in maximum net density (2.06 to 2.31), h&ving more test  
macle in order to avoid extrapolation of the H-D curve by more than one 
order of maqplitude, and making several other minor hpm-nts.  Frau 
this data the first calculation, 2n which we set Y - KDn, wa8 agaln 
carrled out 88 wel l  as the similar calmlation where D was replaced by 
m. 

@The first calculstion was also carried out for the 115 intensiZy dfa- 
meters. Diameters associated w 3 t h  intensities considerably smaller than 
1/20 of the maxbwm time integrated intensity cauld not be obtained, 
because for several of the events, Bighorn, Sunset and Yeso, any lower 
intensity wuuld n u t  produce aa image that was distinguishable fronn the 
bac-aund. 
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Resultst Esnpirical Equations Used 

1. ~ Y = b g K + n f i o g D  D=dR/f 

2 

3 
7*5 
6.4* 

4 5.0 

K n L Q g K  r 8 

3.03.0 x XUo7 2.63447 ..................... 
3.033 x 2.63661 .03a ................ 
3.593 x 2.643L6 ...... 6.26496 26.fll43 

3,450 x 3.0-7 2.65055 ..................... 

IXI. 1/20 Intensity Mameters - i9echecb;ed and Iiqwowd Data  

1 5.9 -6,21723 6.061, x loo7 2.54819 ..................... 
2 6.6 -6.l.6936 6.7771 x 3D07 2 . w 5  ..................... 

or 

*Hate: Of course %he sum of the squares of the difference In the 

rogariwlims is Wss  for 1-3 than 1-1, .00886 w coonpared with 
.00893, as required by the method of least squa3-e~. 
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or 

Intensity Data 
Net D/r, max. 

obtain 
Diameters  

Used t0 CorroS 
Net 
Dns. 

Truck= 

Harlan 
2.3542 2.5835 
2.5479 2.8535 

1.85 
1.70 

1.62 

1.39 
1.41 
1.18 

005 
-=O 

0 2 6  
2, r.r 
0 2 0  

1.71 

Riconada 2.30% 

Bluestone 2.3509 
Yeso 1.6040 
Alma . 2024 
Sunset 1.9334 
O t O w i  2.7619 

-32 - 0 9 8  
1.63 33 
-1.05 -2.35 
-1.m -3.27 
-.73 -2.03 
1.76 .46 

1.65 
2.04 

-41 
o... 

.ss 
2.36 

1,5012 
2.3534 

41 
3.. 89 

1 Net density is density above backgraund. Gross density is the total  f i lm 
demity. 

- 1/20 Intensity - Measured photographic Diameters (in m.n.) . 

1 2 3 4 Average 

49.5 
60.3 
50.6 
53*1 
74.5 
57.4 
33.7 
71.6~ 
30.1 

50.5 
60.3 
5l.4 

74-5 
(51.0)* 

50 -3  
60 04 
50.9 
53.1 
74.5 
57 -6 
33.5 
71. 53 
30.0 

2,232 

4,449 
3,761 
4,2% 
6,515 
4,193 
1,534 
9, ogg 
1,331 

e... 

33.8 .... 
29.9 



( )* - m e  smeared out due to  the motion of the c~mera - neglect these values. 
3 - One side of the density curve had to be extrspolated on the basis of asstmrttd 

s&p synmstry of bath sides of the dens%ty curve. 
( l4 - ~hter~;iblated value - cross-bairs in way neglect in average. 

Analysis of the Accuracy  of the 
Calculated Equation 

Event 

Truckee 
HmlEUl 
Bluestone 
Yeso 
Riconada 

Sunset 
otari 

Bighorn 
I)ulce 

2.31572 

3 -07913 
3.03066 
3. WEB 

Y cat. Y e.g.g* 

930 
80.5 
7350 
51.5 

Difference 
between 
Y ca3.c. 80 
Y e.g.g. 

-18 
+60 
-19 
+w 
-8 

+uI) 

-09 
+80 

' -3.9.. 

+5.2 

-15.0 
+2.2 

-1.0 

+u.a 
-1.1 
+LO 

+?. 5 

Average percentage deviation = 5.s 

An examination of the fit of equations 1, 2 and 3 with the observed data c b a r l y  
s h m  that the experhentdl evidence here gives no support to  the introduction of 
a pressure correction factor of the form (P/PO>~. 
equation 3, .O3136 is so small that it can be assumed to be due only t o  statistical 
fluctuations. Equation 4 seems to indicate that the correction texms Pbo & T/To 

me trslue of  q obtained fran 

&re @te important, givhg them large exponents. Harewr, the exponents are I, 

related to each other in  such t? way that the effects of these two correction terms 
is practicaUy cancelled. 
equations 1 - 3 can be explained purely on the basis of s tat fs t ics l  fluctuations 
since we 

The fact that this gives a somewhat better fit than 

c llow varying four quantities to fit only nine points. - 
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The 3mpruved 88ts can be seen t0 give results in reasonable agreemexkt with the 

The fact that the 1 / 5  inkiasfty diameters gllve twice as poar a fit does not 
indicate that if the 115 ixstemtty diameters c o ~ l d  be measured as  accurate^^ 
a8 the 1/20 intensity dianeter~,we Mluld not get Just 88 good a pit. 
closer to the m8xhw.n density the diameter varies mare steeply with the fYactional 
intensity chosen so that any error in the fractional intensity chosen will be 
more greatly magnified in t h i s  region. Considerable errors in the fractioanl 
intensity chosen are quite l ikely in this case because of the previouaQ mentioned 
inaccurste way in which one is forced to calibrate this fib. As previously 
mentioned, dfameters much hwer than 1/20 the maxlmatm intensity would not be 
chosen becase they would  be indistinguishable froan the fog. Therefore, the 
onu reason for l/x, intensity m e t e l l s  were chosen wa6 because of limftations 
of the photographic processes. 

As one gets 

A fit of 65 is fairly 
calculated by E G aad G are d3y m e d  to 5'$? and that if this  method of 
calcuXation w a s  88 good as E G and G's, aad if the errors Were k d e p e n h t ,  
than the yIe3.d inaxbers calrmls.ted by this method would differ frcrm E G & C's by 

when one consfders that the values of the yield 

sn averqe of 7*l$, by the method of caabining errors. 
pressure sad temperakre effects c a ~  be neglected at altitudes, however, 
since these events all took place betyeen 5,OOO aud X5,W feet. 

This does not bp3y that 

The empirical equa-tion obtained fraa this data is in general agreement w i t h  the 
scaling laws relating radius to yield. 
meter at t h e w  minirmmt, we obtafn 

For exapple if? D is chosen as %ne df- 
3. 

or 

3 The effects of Nuclear Weapons. pp-n 
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siplilarily et breakawa;y 

fiog Y - -5.0% +2.5 u g  D 
-6 $05 or Y - r.39 x 10 

- The value of the exporrant far the l/20 btemity 2.54819, is practically 2.5. 
Ip we set it exactly e m  to 2.5, then notem that the average value of D is 
3.50338, we would obtain 

Log Y C== -6.U723 +2.5 b g  D + K 
w.04819 mi3 3.50138 

=; -6.04850 +2.5 Log D. 

These scaling laws c d  only hold if these three diameters Were in the same 
pragortions reguardless of the yield of the bomb. By setting the yield8 of 
these three sets of equations e m o n e  finds that the radius st breakaway 
is &p greater then the radius at thermal minimton and that the radius at 1/20 
intensity is 46 per cent greater than that at t h e m  minimum and 20 per cent 
greater than that at breaka-. 

Wortun&ely, at the t h e  this report va8 wrftten the author hrrd not yet 
received the data OR breakavahy or t hem minimum diameters fYcm E 0 & C so 
that the pmportionallty of the various diameters could not be checked for 
these events, 

The empirical, farmula obtained f'ran these nlne events is another ca8e o f  the 
general scaling 3aw of  the fona 

2.5 Y - C D  

where D i s  the diemeter, chosen by 8 o m ~  consistant method, and C is a constant 
depending on how D is chosen. The constant C, can be written in the form 

-6 c - 2.30 x lo {F} 
where Dt is the diaaBeter at thermal minm and D is the diameter chosen by 
sane other constant procedure, for exampl~ the 1/20 intensity diameter. 
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