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ABSTRACT

The United States of America has naturally fractured reservoirs containing many
tens of billions of barrels of 0il. When secondary and enhanced recovery methods are
applied, fractures tend to channel injected fluids through the reservolr to production
wells, resulting in much of the oil in the matrix blocks being bypassed and not recovered.
This results in a low recovery efficiency from fractured reservoirs. Because of the large
size of this resource, any new technology that improves recovery efficiency from
naturally fractored reservoirs by as linde as a few percent could resule in a significant
increase in overall oil production from existing petrolenm formations.

(il FECOVETY by steam injection is a proven, successful technology fnr non-
fractured reservoirs, but has received only limited study for fractured reservoirs.
Preliminary studics suggest recovery efficicncies in fractured reservoirs may be increased
by as much as 0% with the application of steam relative to that of low ternperature
processes, The key mechantsms enhancing ¢il production at high temperature are the
differential thermal expansion between 0il and the pore volume, and the geperation of
gases within matix blocks, Other mechanisms may also contribute to increased
production. These mechanisms are relatively independent of ¢il gravity, making stcam
L];jqun inte naturally fractured reserveirs equally attractive to hight and heavy oil

posits.

The objectives of this research program are to guantify the amount of oil expelled
by these recovery mechanisms and to develop a numencal model for predicting oil
recovery in naturally fractured reservoirs during steam injection. The experimental study
consists of constructing and operating several apparatuses i isolate each of these
mechanisms, The first measures thermal expansion and capillary imbibition rates at
relatively low temperature, but for various lithologies and matrix block shapes. The
second apparatus measures the same parameters, but at high temperatures and fer only
one shape. A third experimental apparatus measures the maximum gas saturations that
could build up within a matrix block. A fourth apparatus measures thermal conductivity
and diffusivity of porous media The numerical study consizts of developing wansfer
fanctions for oil expulsion from matrix blocks 1o fractures at high temperatures and
incorporatng them, along with the cnergy equation, into a dual porosity thenmal reservoir
simulator. This simulator can be utilized to make predictions for steam injection
processes in naturally-fractured reserveirs. Analytical models for capillary imbibition
have also been developed.







EXECUTEVE SUMMARY

This report presents the results of a number of experimental, analytical, and
numerical smaircP:s addressed at the development of methods of modefing oil recovery
from namrally fractured reservoirs by steam injection methods.

The first part of the report presents analytical medels for oil recovery by capillary
imbibition into rectilinear and cylindrical matrix blocks having arbitrary aspect ratios.
The model for rectilinear geometry can be applied to reservoirs having orthogonal
fracrure sets, cach set having a different fracture spacing. The model for cylindrical
geometry can be used for laboratory measurements on cylindrical cores. These
analytical models employ Darcy's law and a material balance to determine the oil
expulsion rate. They predict the oil expulsion mate based on the perophysical properties
of the matrix bleck and need no empirical constants. All previously reported models
have required an empirical constant to be measored in the laboratory, in addition to the
petrophysical properties. That meed for an empirical censtant bas prevented the
generalization of the previous models.

An analytical model for the gas samration disaibution in a mairix block has also
been developed for gases generated during steam injection by high temperature chemical
reactions. model assumes 2 eniform gas generation rate from temperature-dependent
chernical reactions everywhere in the matrix block and a fixed saturation at the edge of
the mamix block. Gas then diffuses to the edge of the matrix block. The model can be
uscd o estirnate the spacing, and hence distribution, of gas bubbles following gas
generation during thermal operations.

A variety of experimental smdies have also been completed. These studies
include measurements of capillary imbibition, gas generation, and thermal properties,
Capillary pressere measurements have measured imbibition rates with mamix blocks of
different sizes and shape. These studies were used to test and validate the general
analytical models that have been developed in this study. An experimental apparatus to
measure the change in critical gas saturation during gas generation at high temperature
and pressure was also complered.  In addition, a sicady-state ¢xperimental apparatus to
measure thermal conductivity was designed, tested, and implemented. The apparatus is
capable of measuring thermal conductivity ar various fluid saturation conditions. The
slpf}pzrgugs has also been modified for ransient measurements to obtain thermal

sivity.

A new duat poresity simulatior approach was developed for modeling fluid flow
in naturally fractured reservoirs. The approach accurately and efficiently models ransfer
flow using discretized mairix blocks o enhance pressure and saturaton resolution.
Finite-difference equations for mamix blocks are treated by an IMPES approach whiie
fracture equaticns are solved implicitly. These equations are formulated in such a way
that they are mathematically decoupled. The new approach has been successfully
validated against a single porosity simulator with discrete matrix blocks and fractures and
against analytical oansient solutions of dual porosity systems. Excellent agreement has
been achieved for a varicty of reservoir propertics. The formulation presenied in these
studies should be able to be sasily extended to other ¢l recovery processes in addition te
thenimal processes.

To support the dual porosity thermal code development, a fully implicit, three-
dimensional, two-phase simulator was developed to model hot waterflooding in a single
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matrix block with surroundiag fractures. The simulator can handle one, two, or thrae
fractures surrounding the single matrix block, and can also handle heat losses to the
overburden. A study was carmied ot ona 2 m x 0.1 m x 0.1 m matmix with an

fracture at the end of longest axis, 8 2 mx 2 m x 0.1 m matrix with two open fractures at
the ends of Jong axes, and a 2 m x 2 m x 2 m matrix with two fractures. Cases both with
and without heat Inss were simulated.

A numerical model for gas generation in matrix blocks was also dﬂvzﬁped.
Preliminary calculations show that significant volumes of gas can be generated during
ical oil recovery timnes for fractured reservoirs, a result consistent with laboratory and
ield experience. The ture for the gas phase to be generated decreases as temperature
increases and increases as CO, partial pressure decreases. The effect of gas generation
on enhanced oil recovery is determined by the reduction of residual oil saturation due to
§As generation.

A new set of continuous correlation functions of saturated steam properties
(density, enthalpy and viscosity) has been developed. The nesw correlations cover the
saturation envelope from 209C 10 360°C and are highly accurate and continmous over a
wide temperature range. In terms of simplicity, accwacy, and continuity, these functions
offer advantages in certain applications over those previously published.
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1.0 INTRODUCTION

Mast of the large, domestic petroleum reservoirs were discovered decades ago and
are ching their economic limits with existing technology. With the most promising
lacations for new field discoveries being located in high-cest, remote, and
environmentally sensitive arcas, €.g., deep offshore or Alaska, it is vital to develop cost
effective ways to improve recovery from existing fieids. Many tens of billions of barzels
of oil ar¢ contained in naturally fractared reservoirs located im over 30 geologic
fermations and scattered over a dozen states (Nelson, 1983). Becavse of the number of
naturally fractured reservoirs and the large volume of oil they contain, any new
technology that improves oif recovery by as little as a few percent could have a
significant impact on overall domestc @il production.

Naturally fractared reservoirs differ from non-fractured reservoirs in that fractares
provide flow paths with permeabilitics that can be orders of magnitude higher than the
remainder of the formation. For most reservoirs, the porosity of the fractere network is
significantly lower than that of the matrix blocks defined by the fracaures, which results
in the oil content of the fractures being very low.,

Steamflooding is a proven enhanced oil recovery method for non-fractured
reservoirs. Recent studies Ea\ra suggested that the steamflooding can also be cffective for
oil recovery from naturally fractured resetvoirs. The two most important mechanisms
that can potentially sxpel incremental ol at steam temperatures are thermal expansion of
oil, and ras generation from emperature-dependent chemical reactons. Capillary
imbibition into watet-wet matrix blocks is believed to be important at all temperatares,
although its incremental benefits at high temperatures are not clear.

Steamflooding of fractured carbonates has been atternpted with some success
(Warren and Root, 1963; Chen et al., 1989). (il recovery from heated matrix blocks can
be significantty higher than fromt unheated blocks (Stanokrot ef af., 1971; Kyte ef al.,
1961), with aver 60% of the oil expelled at steam temperatures (Sahuquet and Ferrier,
1982; Dreher er al., 1986), even though steam flows primarily through fractures. A
simulation study has inlicated that thermal conduction can heat marrix blocks and
recover oil within one year at distances up to 20 £t from a fracture (Nolan ez 24, 1950},
Preliminary studies have ¢onfirmed that oil recovery at steam temperature can be 30%
higher than that at reservoir temperatures (Reis, 1990).

In this study, the mechanisms of thermal ¢xpansion, gas generation, and capillary
imbibition are investigated, both analytically and experimentally. These mechanisms are
incorporated into a dual porosity, thermal reservoir simulator to enable accurate studies of
oil recoveries from naturally fractured reservoirs by steam injection.




2.0 ANALYTICAL MODELS

In this section, analytical models for water imbibing into gas-saturated matrix
blocks are developed. The purpose of these models is to develop approaches for
investigating the primary mechanisms for expelling oil from matrix blocks. These models
would be applicable for water imbibition into highly gas-saturated rocks, such as in
petroleum reservoirs. This section also presents a model for estimating the distribution of
gas within a matrix bloeck following temperature-dependent gas generation during steam
njection.

2.1 CAPILLARY IMBIBITION INTO GAS-SATURATED RECTILINEAR

MATRIX BLOCKS

In this section, a clozed-form analytical model for counter-cument capillary
imbibition of water into a gas-saturated rectilinear mamix biock of arbivary aspect ratio is
derived. Capillary pressure between the water and gas is assumed 1o be the only driving
force. Gravity is not considered.

gun:s 2.1 and 2.2 depict a representative matrix block for this geometry. In this
a.ualysw, “a" 1s taken to be the smallest dimension of the matrix block. imbibition
front, i.e, leadmg edge of the imbibing water, is shown with dotted lines in these figures.
Eagﬁ' is assumed to simultangously contact all faces of the block and imbibe uniformly into
&OSS.

The flow rate of the gas from the two faces normal to direction X4 i5 given by

Gyasx, =2ﬁf “‘“, (2.1)
where
A, =(a-2x){b-2x} (2.2)

with similar equations far the xz and X3 directions.
Similarly, the flow raie of the waier is

unaiarx. =2 _km'pw L A‘q : 2.3
ater

with similar equations for the other directions.

The total gas flow rate from the matrix block is found by summing the flow rate for
all three directions:

Qgas= qnasx;"'qaa%“'qgma‘z (Ar. dxgas Axfz dx, A _g_) (2.4)

and the total water flow rate into the matrix block i
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= oD hrgter Tl water —_watel T WRIGT
Owater 2 - Aj:.. ; + A}& s + Ar& 5 ) {2.5}

The pressure gradients in the fluids berween the imbibition front and the faces of the
matrix block are assurned 10 be independent of location, i.c.,

Poss _ Poss  Ppay Py, (2.6)

dx dx, dx, dx,

IPyer p WPoaier . Pvater , _IPyer e

dx T dx, G | dxg

Total surface area of all imbibition fronts at 2 distance x from the snatrix biock face
can be writien as

A = A {a-2x)(b-2x) +{b-2x)c-2x)+{a-2x){c-2x)), {2.8)
Substituting Eqs. 2.6, 2.7, and 2.8 into Eqs. 2.4 and 1.5 yields

k dP
A
and
= k kl'" I dP'ﬂalﬂ'l
qnatar = uw:: Ax dx (2‘ 10)

For counter-current imbibition, the water and gas flow rates at any location are
related through the following expression:

Oater = “Ygas (2.11)

Combining Egs. 2.9 through 2.11 yields
Kuater Povger . Kigas _Poas 212
he 0K Hgse OX @12

The water and gas pressures are related through the capillary pressure in the porous
medivm. This relationship is given by

Paas = Pucater + P 2.13)

Using this expression to eliminate the gas pressure from Eq. 2.12 yields:




dP, dP
_;EXHEL I‘q;mu; M] d!ﬂu (2.14}
klwator Hoas

Substituting Eq. 2.14 into Eq. 2.10 yiclds the following expression for the water
imbibition rate:

dP,
%u'k& . (2.15)
!!! ter dx
et
tgl‘easm'ﬁ gradient behind the imbibitien front i$ assurmed to vary linearly with
theposmun, en
dP. Pcewi
4=+
&L (2.16)

where P, . is the capillary pressure at the leading edge of the imbibition front. With these
assummptions, Eq. 2.15 can be rewritten as

Dwatar = 2.17)

[ Atar

The water imbibition rate can also be found from a maserial balance. The
cumelative water imbibing into the matrix block before the imbibition front reaches the
center of the block is

Quater *J Ax b {5y - Slxjidx (2.18)

If the saturation is assumed to be constmnt with position behind the imbibition front
(piston-like displacemnent), then the water satration behind the advancing imbibition front
can be writien as

Swix) = Swp (2.19)
The validity of this assurnption will be discussed below.

The total surface area of the shrinking imbibition front in Eq. 2.18 can be rewritien
in terms of x as

A 2 { ab+ bc+ac-4(@+b +c)x + 12x?) (2.20)

or




A,-AO-B( a+ b+c)x + 24x2
where the surface area of the matrix block is

A.,:-E(ab+ hc+ae)

Substituting Eqs. 2.19 and Eq. 2.21 into Eq. 2.18 and integrating yields

Quter = 88 | AL 4 (arb )12 8L 2
where
ASwater = Sh'i"swp (2.24}
And ASwyyter is the change in water saturation during the infinite acting period.

The water imbibition rate 18 found by differentiating Eq. 2.23 with respect to time,
Fhis rate is given by

= s ,g.s,,m[h,, -8 (arbeoilr2a? oL 2.25)
Equating Eqs. 2.17 and 2.25, and rearranging yields
k Poowi  _ oLl 2.26)

L' & ASwater (Hgae | Hwater, dt
krgas Krwater

Ex. 2.26 can be solved o yiek:

112
e 2K P, gt

{% ) § 55 e

If the surface area of the matrix block, Eq. 2.22, is rewritten as

(2.27)

Z+b b ¢
A,=2a {;+a—2+;) 2.28)

and a dimensionless imbibition front distance is defined as

L
bT b

L




and L is the matrix block half thickness, a2, the time that the imbibition fron: reaches the
centerline of the rectangular block is found from Eq, 2.27 when L' = g/2:

The curnulative gas recovery after an infinite time, Q.., is expressed as
Q.=abcdas g (2.31)

Tie normalized comulative recovery before the imbibition front reachies the centerline can
be abtained by dividing Eq. 2.17 by Eq. 2.31:

(2.32)

{_+bc+ac] a[a+b+c}
l"3[ o+ bcLD]

- 2KP, it
(o, Hoary g 45,1 2
krgaﬂ. atar

2,2 CAPILLARY IMBIBITION INTOQ GAS-SATURATED
CYLINDRICAL MATRIX BLOCKS

In this section, a closed form, analytical nodel for counter-current capillary
imbibition into a gas-saturated cylimdrical matrix block of arbitrary aspect ratic is derived.
Capillary pressure betwesn the water and gas is assumed to be the only diyving force,
Gravity 13 not considered,

Figure 2.3 depicts a representative matrix block with a cylindrical shape. The
irmbibition froat, i.e., leading edge of the imbibing water, is shown with dotted hlines in the
higure. Water is assumed to simultancously contact all faces of the block and imbibe
vaiformly into all faces.

The flow rate of the gas from the cylindrical face is given by

kk dP
= [ Higes gas
QgasC s Ag dr

Ac=2x(R-x){h-2x)
while the flow rate fiom the two end faces is




k P
Ogasl. = Kigas AL d;“‘ (2.36)

Hgas
whers
AL=2 n‘(H-xlz] (2.37)
Similarly, the flow rate of the water inte cyhindrical face is
GuaterC = K Kpwater Ac _OPwater (2.38)
Hwater dr

and Aow of water into the two end faces is

QuaterL = k_l.(.ﬂ.m AL _dﬂﬂil!'. {2.39)
Liwatar dx

The total gas flow rate from the matrix block is found by summing the flow rate for
all directions;

Hgas dr ax

and the total water flow rate into the matrix block is

qwmr=qwamc+qmm=5m(ﬂc—gﬂﬂm+&m) (2.41)
Hwater ar dx

The pressure gradients in the fluids between the imbibition front and the faces of the
matrix block are assumed to be independent of location, i.e.,

dpﬂa; _ dPgas _Eiiqis'
d«  dr dx (2.42)
and
APwater _ _Pwater _ _dP
dx dr dx (2.43)

Total surface arez of all imbibition fronts at a distance x from the maaix block face
can be written a3

Br=Ac+ AL (2.44)
Substitnting Eqs. 2.42, 2,43, and 2.44 into Egs. 2,40 and 2.41 yields




Kk P,
%as'—;:fﬂm“—

{2.46)

_KRyaer o _Pymer
qla'ﬂﬂl‘ uwmr A)L' dx

For counter-current imbibition, the water and gas flow rates at any location are
relared through the following expression;

Quater * as 2.47)
Combining Eqs. 2.45 through 2.47 yields

Kuster APugter _ Moo OFoas
i'lw dx - “uas .dx {E.ﬂg)

The water and gas pressures are related through the capillary pressure in the porous
nmdiwm. This relationship is given by

Pgas = Pwater * . (2.49)

Using this expression to eliminats the gas pressure from Eq. 2.48 vields:

oP, dP,

dx 2{1 Kgae Eui_ur_} dx
atar uﬂﬂﬂ

Substitating Eq. 2.50 into Eq. 2.46 yields the following expression for the water
imbibiton rate:
1 daP.
Qator = K A, (2.51)
{ﬁi + Hoater) cix
gae kmatar

If the pressure gradients behind the imbibition front is assumed to vary linearty with
the posidon, then

dP; _ Peswi
T (2.52)

wiere P swi i5 the capillary pressure at the leading edge of the imbibition front. With these
assurmnptions, Eq. 2.51 can be rewritten as




- k AL. Pc,uwi
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a5 atar

Qrat (2.33)

The water imbibition rate can glso be found from a material balance. The
cumulative water imbibing into the matrix Mock before the imbabitien front reaches the
center of the block is

Qyator = [ A, ¢ (S - S, 0dx (2.54)

If the saturation is also assumed to be constant with pesition behind the imbibiton
front (piston-like displacement), then the water samration behind the advancing imbibition
front can be written as

Sw(} = Swp (2.55)
The validity of this assumption will be discussed below.
Substituting Eqs. 2.55 and Eq. 2.44 into Eq. 2.54 and integrating yields

Quater = 2 T b ASwarer [ R(h+R) L' - (g+ 2R)L2 4+ L'3]+ (2.56)
whers

ASyater = Swi-Swp (2.57)

The water imbibinien rate is found by differentiating Eq. 2.56 with respect to time.
This rate is given by

Cuater = "Q;:f" — 27 6 ASwater [ AMeR)- 20 2R) L5327 s

Equating Eqs 2.53 and 2.58, and rearranging yields

k P swi _dl 559
L' ¢ ASwaier (Huss | Hwater, ot @3
krgas or
Equaticn 2.59 can be solved to yield:
12
L= ™ 2K Fooui! (2.60)
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and a dimensionless imbibition front distance is defined as

LI

Cumulative gas recovery after an infinite time, Q... is expressed as
C.L., =R 2 xh q!l ﬁvswmr

(2.62)

The normalized cumulative recovery before the imbibition front reaches the centerline can

be obtained by dividing Eg. 2.56 by Eq. 2.62:

Qwaier _ 2 . +h 2,
Q. F!zh[ A(h+AR} L {2+2H]L +L]

For 1all, thin cylinders,
P
2R
and the shortest distance to the center of the eylinder 13 the radivs,
L=R
The dimensionless imbitition front distance can be defined as

=L
o=}

Equation 2.63 can be rearranged to yield the dimensionless form as
Oyater R . 2R 2
o =L [ 20481 - (14 aB) g+ 28]

For short, thick cylinders,

ho<d
2R

and the shortest distance to the center of the cylinder is half of the cylinder height,

.h
-2

The dimensionless imbibition front can be defined as

(2.63)




=L
= (2.70)
. &

Eguation 2.63 can be rearranged to yield the dimensicnless fonm as

2
%fl=|.n [{Hﬁ] -;‘;;tg*fzﬂll-w;';—zl-%] 2.1

2.3 GAS GENERATION

At temperatiures encountered doring steam injection, temperamre-dependent
chemical reactions occur that can generate a significant amount of gas in matrix blocks.
This gas, primarily carbon dioxide, will expel oil from the matrix biocks into the fractures
where it can be recoversd.

The distibution of gas within a matrix block will depend on the gas generation and
gas diffosion rates. H the generaton rate is low, the bubbles will initially be disperse and
the gas molecules will diffiuse through the fluids and join existing bubbtes. In this case, the
existing bubbles will grow larger and few new bubbles will forrn. If the geperation rate is
high, however, a supersaturation of gas will form locally before the gas can diffuse o an
existing bubtsle. In this case, many sinall bubbles will form. If the first case, there wonld
be & few large bubbles in tie matrix block, while in the second case, there would be a large
nurmnbet of smaller bubbles.

If the gas is concentrated in & few Jarge bubbles, then the gas will have a greater
probability of channeling out of the matrix block at a lower overall gas saturation and
ultimate oil expuision. The gas may even diffuse directly o the fracture without ever
forming gas bubbles and expelling any oil. If the gas is dispersed in a large nntnber of
small babbles, then a higher gas satration will be reached in the matrix block and the
largest volume of cil will be expelled. The question addressed here is which case applies o
oil reservoirs during steam injection.

What is desired is to determine the characteristicc length over which diffusive
ransport acts on COx in the presence of generation. This length indicates the spacing
between nucleation sites, which then gives an esticnare of the bubble population density.

To better predict the expulsion of oil from reservoirs by gas generation, a model is
developed 1o datermine when the gas samration distribution is controlled by the generation
rate and when itis controlled by the diffusion rare. For simplicity, the modet assumes that
gas molecules are generated uniformly in the medinm and it diffuses in one-dimension
along the x-axis to a point of zero concentration. A mass balance on the gas in solusion
yields the following equation:

aM
_E +Ciﬂﬂ

_9¢
at

The mass flux can be expressed in terms of the local concentration by Fick’s equation:

(2.72)

Il




M=-D =—< (2.73)

Substituting Eq. 2.73 into Eq. 2.72 yields

PC . X

Do =7+ Con = 2.74)

Diffusion coefficients of gas (CO4) in various hydrocarbons may be found in the
literatore, Ans nt diffusion coefficient of a gas throogh a liquid in a porcus medium
can be estimated frotn the average cross-sectional area open for difusion and the overall
length (Perkins and Johnson, 1963). For porous media, the effective diffusion coefficient
can be expressed as

0=Cn 2.75)

oF

The geperation rate of gas is a fanctron of temperature and can be described through
chemical kinetic theory, One kinetic model that has been propoesed for the generation rate
of C'Ox is (Cathles et af., 1987):

9C _ (fko/| o-E/RT )
2= () [cam-c ] @76)
If the following definitions are made:
B = (k JPEXPCERT) @)
B = Cog(T) @.7%)

then Eqg. 2.76 may be written as:
%:B{E-C] {2.79)

Thiz is the change in dissolved CO= concentration due 1o genaration and may be substituted
into Eqg. 2.74 to yield:

6*C
D——+B(E-C)=dC/dt (2.80)
a3z
Using the conditions:
C(x0) =0 (2.81)
C{iLo=0 (2.82)
and

12
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Eq. 2.80 was solved nsing Laplace ransforms. The solution is:

Clx, 1) = (B “};n(—l)“e'“‘ﬁnsc(%)

0 (2.83}

D e b e s et
+§(—])“e'"‘ERF 2—:’,:)

-3(~ 1) erec{ - B¢+ b rrec{ B |
() e™-1} (2.34)

H = inverse diffusion coefficient (D)
F = BED(see equations 15 and 16)
by = HL-x)+2LalD)0S
by = [(L+x)+2La}D)0s

Four cases were studied using this equation for two sets of kinetic data. In Cases
1. 2 and 3, the data of Cathles ez af. (1937) were ysed. These data were deterrmnined by
comparing their kinetic todel to the measured COn production rate from a steamflood pilot
project. For those thres cases, steam injection temperatres of 430, 500 and 330°F were
used. In Case 4, published kinetic data from related laboratory stedies were used (Tissot et
al., 1987; Fassihi et af., 1990; Hayashitani e gi., 1978). In this case, a temperature of
550 OF was used. A single diffusion coefficient for CO2 was used in all four of the cases.
Table 2.1 provides a surmmarty of these data.

The first step 1n the evaluation was 10 determine the time necessary for the
dimensionless concentration to reach one at the various emperamres, i.e., the ime required
for the COn concentraton 10 increase to its saturation concentration in water under steam
injection condinons,

A plot of the dimensionless concentration profile near the fracture as it varies with
time for Case 1 is provided in Fig. 2.4, For this case, the effective diffusion length was
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found to be on the order of one meter. Similar plots were obtained for the other three
cases, For Cases 2 and 3, the effective difference in length was alse on the onder of one
meter. For Case 4, however, the effective diffosion length was found to be on the order of
0.1 mm.

From these data, plots were obtained for the diffusion kength as a function of time
and are shown in Figs. 2.5, 2.6, 2.7, and 2.8 for the four cases respectively. These plots
were extrapolaied to show the time when CO2 becomes saturated in the matrix block and

the effective diffusion length over which CO2 will diffuse over that tirpe interval.

The results for Cases 1, 2 and 3 indicate that the time required 1o reach COp
saturation in water is on the order of one year and the characteristic diffusion length is on
the order of one meter. Thas, there would be ne CO; bubbles within about otie meter of
the fracture becanse it will all diffuse to the fracture instead of forming bubbies.
Laboratory studies, however, have shown that Oz can reach saturation in a day or two,
net years (Sahuquet and Ferrier, 1982; Reis, 1992). Thus, the kinetic model proposed by
Cathles ¢ gl. may not be accurate.

The gas generation rate for Case 4, bowever, allows for a CO2 saturation 1o be
reached in about a day and is, therefore, considered to have superior kinetic data. The
effective diffusion length for this case is on the order of 0.1 mm. For this length scale, the
disribution of COs bubbles would result in many small bubbles, not a few large bubbles,

It is concluded that the 3 of gag generation conld result in a high gas
saturation in matrix blocks and will yield good oil recovery.

Table 2.1. Summary of input values to gas generation model.

D E F Ko T ¢ s
[s¢ emis] | [kealfmol) [sec-] [F] [g/ec]
Case 1 10E-9 10 0.5 A3 450) 0.2 1
Case 2 LOE-9 10 0.5 05 500 0.2 1
Casze 3 1.0E-9 10 0.5 .05 550 0,2 1
Case 4 1.0E-9 49 1 B.44E15 550 0.2 1
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3.0 EXPERIMENTAL STUDIES

The primary obhjectives of the experimental studies have been 1o obwain data for
testing the predictive models for capillary imbibition developed in this study and for
predicting heat transport into mamix blocks.

31 CAPILLARY IMBIBITION MODELS

Experimental studies were conducted 1o test both the air/water and oil/water
capiliary imbibition models. The air/water models were found o successfully predict the
measured behavior. Testng the oill/water models was difficalt because of experimental
repeatability cansed from variations in core westabiliry. Those difficulties have been
resobved and additional data are being obtained. In the following discassion, only the
airfwater itnbibition data are presented.

Berea sandstore was used for these sudies. Berea sandstone is known to be
strongly water-wet. Cores with various sizes and dimensions were cut from the same rock
block te have similar permeability and porosity. Water was used for cutting to make sure
thar the wertability characteristics of the cores were preserved. The cores were also fired to
stabilize the water-sensitive clay particles and to remove contaminating materials from the
rock surfaces. The physical characteristics of cores are given in Table 3.1.

The detivations of closed-form analytical models for comnter-current imbibition, for
this case are presented i Section 2 of this report. These models are summarized below:
For a rectangular matrix block, the normalized comulative water imbibed is given by

ab+bc+ac afa +b +G
S [0 slasbeol ]

For a cylindrical mawmix block, however, the normalized cumulanive volome of water
imbibed is given for two different cases depending on the aspect ratio of the cylinder,

For cylinders with 3 height to radius ratio of

A
TEk (3.2)
The cumulative imbibition is
G
~ywater _ +h . b h, .
LD[{1 ) - EFI{ EF{}LD+—LD] {3.3)

while for cylinders with a height to radivs ratio of




b1 (3.4)

2R
%@L-LLD[ 2{1:%} - {1+4E}LD+?-LE] (3.5)
The dimensionless distance, Lo is
2KP. .1 12
LU - SAW {3-6}
e o § 48,0,

Expressions for two-dimensional imbibition, where one pair of core faces are
rendered impermeable, can be found from Eqs. 3.1, 3.3 and 3.5 if one of the dimensions is
assurned to go to infinity, For example, the expression for a rectangular matrix block for a
two-dimensional water imbibition is

Q&ﬂ= L [ {h?} ] g'-n] amn

Similarly, for one-dimensional (lineat) imbibition, the recovery is given as

9&1 -1, 6.8

3.2 WATER SATURATION BEHIND THE IMBIBITION FRONT

In developing the model for water imbibing into a gas saturated mamix bleck, the
water saturation behind the imbibiton front was assumed 1o be linear, e.g., piston-like
displacement. Te test this assumption, the location of the imbibition front was observed
visuzlly using cores with ransparent casings on somne sides. The three geometries studies
are shown in Figs. 3.1 through 3.3.

Since the cummlative volume of water imbibed was also mw=asured as a fracton of
time, an approximate water saturation behind the imbibition front was calculated. Table 3.2
gi'-.rcs the water saturation just before the imbibition front, L' reaches the end of the matrix
lack, L., as well as the final average water saturation. The average sanuation behind the
front was nearly egual to the final saturation, which implies that the average saturation was
nearly constant at its final volwme.




Table 3.2 also shows that the recovery was around 95% when the imbibition front
arrived at the end. This also indicated that warer imbibition was nearly piston-like. Figure
3.4 shows that the satration behind the imbibition front stays reasonably constant. This
constancy further supports the assumption of piston-like displacement.

3.3 EFFECT OF GEOMETRY ON IMBIBITION

The effect of geometry on the imbibition rate was also studied. Figure 3.5 shows
the recoveries from three-dimensional water-air imbibition experiments with varicus stze
cores. A description of these cores is given in Table 3.1.

If the recovery is assumed to be 100% when the irnbibition front reaches the end

(rather than the measured value of 95%), the equation for the position of the imbibition
front can be rewritien as

Ly = [ 5+D]1ﬂ [ % |:_.]”3 aﬂ::;ac (3.9)
where
7ol 2?( z{a +ab+ac g{ab+bc+a¢}{a rabrac) , 7(D_Q}Qﬂm) 3.10)
ANA -
and
wef{fapaesr]

For a cubical core where all sides are equal, the equatien further reduces to

LD-1-(1-%?L

13
(3.13)

Equation 3.6 sugrests that dimensionless pepetration depth, L., depends only on
the shortest distance to the center for variows block geometries and varies as the square root
of time, all cther factors remaining unchanged. Figure 3.6 shows the calcvlated




dimensionless penetration depth obmined by uging Egs. 3.9 through 3.13. The x-axis, it

was ohtained by rearranging Bq. 3.6 as L
2KP, .. 172
Lﬂ = h_ C.2Wl ﬁ (3‘ 1 4}
as E"_‘&f
(Krgns ' klwalnr ¢ ﬁswatar

This figure shows that the curves collapse to a comnon trend line indicating that
this model successfully scales the geometry of imbibition. Also shown in this figure is a
straight line approximation to the data. It can be seen that the position of the imbibition
front deviates somewhat from the predicted square root of time behavior late in the
imbibiton. An empirical model for the recovery is given by

L, = ﬂ.ﬁs?lf- (3.15)

3.4 EFFECT OF TEMPERATURE ON IMBIBITION

The temperature is another factor that can significantly affect the recovery.
Figure 3.7 shows the recovery rate for different temperatures for a single core. As can be
seen, the imbibition rate increases with increaging temperature. Table 3.3 gives the other
pertinent data for the expenment.

To examine the predicted temperature effects from the imbibition model, further
simplifications on Eq. 3.5 are necessary. One of the unknowns in the medel is the deiving

capillary pressure Pc,awi*'-hjs value can be cstimated from the capillary mbes model. The
capillary pressure in a capillary tube is expressed by

p =200t (.16

and the permeability of a bundle of mbes is given by

s

s (3.17

The radius of the capillary tube can be eliminated by combining Eqs. 3.16 and 3.17 which
results in the following approximation for the capilary pressure:
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P;f\/% (& cose) (3.18)

If this expresston is substituted into Eq. 3.6 in place of P, ., the resulting dimensionless

E(maa "

—t (3.19)

distance is

Fgas _ Hyarer

krg&s kma.te

Ik

Owens and Archer (1966) reperied that the mebilities of the imbibing water andg
sxpelled oil on the core surface stayed equal during a counter-current capillary imbibition.
If this congclusion is assumed to be true for water- gas imbibition, the mobility eoms in
Eqg. 3.19 can be expressed in terms of only one fluid, i.e., water, as

ﬁ (¢ cose) v

= t (3.20)
AS,
[ kmatﬂr a,tar

Lo

Assuming a "zero degree” contact angle, the only parameter that is unknownisk ...

Equaticn 3.20 can be re-casted in a such a way that the effect of temperature can be
examined:

= K (3.21)

m‘ﬂel

where

W{ [k (U cosﬂ] t]m (3.22)
2 ¢ by,

aber ﬂs’ﬂﬂﬂr

Figure 3.8 shows a plot of Ly, vs. v for different temperatores proving that the
effect of temperamire can be scaled if the comect viscosity and interfacial tension are used.
Another conclusion that can be made from Fig. 3.8 is that the relative permeability, K ..
which is the square of the slope of curve, 15 essentrally independent of temperature.




3.5 THERMAL CONDUCTIVITY MEASUREMENTS

Thermeophysical propetties such as thermal conductivity and thermal diffusivity are
kaely parameters for describing heat flow. The thermal condectivity and thermal diffusivity
values are important to determination of heat wansfer to matrix blocks from steam-heated
fractures.

Hundreds of studies have been reported on the measurement of thepmal
conductivities for metals and insilators, whose conductivity values lie at two extremes,
However, only a few describe techniques for fluid saturated permeable media, having
intermediate conductivity values. Both steady-state and transient methods in radial and
axial geometries are commonly used for the measurement of conductivity. While simpliciry
has been emphasized in the design of many experiments, methods to account for heat
losses are often complicated and have limited experimental procedures and theoretical
calculations. In this stady, specific attention is given to minirizing heat losses with the
purpese of increasing the accuracy of the thermal conductivity and diffasivity values.

3.5.1 Experimental Apparatus

A steady-state axial heat flow method is commonly used to measurs thermal
conductivity. However, steady-state methods are prone to greater heat losses and therefore
the rhain thrust in the design of this experiment is t© minimize or account for beat losses.

In the absolete method, the amount of heat supplied 1o the specimen must be measured,
The goals in designing the steady-state apparates are three-fold:

1) High measurement accuracy.

2) Capabifity for specified multiphase floid satarations at various temperatures to
450°F.

) Capability for ransient conductivity measurements with little modification.

A guarded bot plate method is the most widely used apparatus for determining the
thermal conductivity of dry insulating materials (De Ponte et af., 1974; Prats et al ., 1975;
Swundard, 1976; Weodside et af., 1961; Woodside ¢f al., 1957). In this method a hot plate
is surrounded by & guard ring to cause heat from the hot plate to pass axially through the
test specimen with little or no radial heat transfer so that 2 one-dimensional steady-state heat
flow equation can be applied to determine thermal conductivity. The specimen extends
over the entire cross-section of hot plate and guard ring. The hot plate and the guard ring
are wired such that their temperatures can be vaned independently. Thermal guarding is
achieved by maintaining the temperature of the guard ring as close as possible to the hot
plate (i.e., test areq). Despite such guanding, isotherms and heat flow lines are distorted by
heat losses at the outer edpe of the guard material. Unidirvectional heat flow may not occur
in the test section of the specimen if the radial width of the goard ring is insufficient. This
causes the measured thenmal conductivity value to differ from the mue value. The
magnitude of the error is determined by relative heat losses, which depend on the geometry
of the test assembly and the thertnal conductivity of the tast specimen.

For test specimens whose thermal conductivity is greater than 0.1442 Win-K the
British Standard recormends that # hot plate can be used without 2 guard ring (Pram,
1962). This arrangement introduces a large correction for edge heat loss: approximately
12% for a 2 in. thick specimen and 7% for a 1.5 in. specimen (Pratt, 1962). Apart from
the oansieat method, this method (f.e., without a guand ring} has been widely used by the
pemoleum industry. A sieady-state apparaws with guard rirgs to measore thermal
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conductivity of fluid saturated reservoir rocks is new to the best of our knowledge. Thig
apparams is also different from a conventtonal goarded hot plate method.

The guarded hot plate method has been standardized by ASTM (Standard, 1976)
ané British Standards (1365], and has traditionally been wsed for less conductive materials.
The design criteria require the diametar of the semple t0 be at least twice the thickness.
Specimens somnetines have thicknesses exceeding the maximum pepnissible, In these
casaes, itis recommended that additional edge insulation be used 10 minimize measwrement
error. However, even with the additionaf insulation, errors in testing thick specimens may
be large (Woodside, 1957).

‘When using 4 core sample from a reservoir rock, it is often inconvenient to obtain a
sample with & diameter large enough to exiend to the outer edge of the guard ring.
Moreover, because the whole heater and specimen assembly is to be encapsulated for fluid
pressure confinement purposes, simply adding thicker insulation at the edge may not be
possible. One approach in improving the specimen size requirement is to reduce the overly
conservative desigm criteria specified by ASTM (Standard, 1976) standards. This ¢an be
accomplished by using more realistic boundary conditions for the heat loss calculations.
Such realistic boundary conditions are also essential to the overall apparatus design.
Moreover, the standard goarded hot plate apparatus is designed for thermal conductivity of
specimens at dry atmospheric conditions. A significant modification in design is warranted
to accommexdate Fluid saturation amd vacunm experiments, In this regard, this apparatus is
very different from the standard guarded hot plate apparatus.

It was decided that the thermal conductivity would be measured by using a
speciinen as large as a core plug obtained from the fisld. Using realistic boundary
conditions alone would not allow the implementation of guarded hot plate principle for a
specimen of such a size (i.e., diameter-to-length ratio). Therefore, a numerical
investigation was conducted (Mohanty, 1993) to see if 4 separate guard material (kaving
same properties as that of the specimen) could be used instead of having the specimen to
extend over both guard and test region. The influence of using a low conducting sleeve
was also investigated,

The thermal properties of the materials used for constmucting the apparatus play a
very imnportant rele, Therefore, a thorough survey was conducted to obtain proper
materials for the thermal conductivity apparatus on the basis of availability, cost,

ture foletance (to 450°F}, pressure tolerance (to 300 psia), and opaqueness (to
minitnize the effect of radiative heat transfer). For these experiments, the requirement of
fluid confinement required materials that wers impermeable and insulating. Most insalating
materials do not meet these requiremenis and hence warranted compromises. For example,
the pressure vessel, which ideally should have been built with insulating materials, was
built with type-304 stainless steel. Among the commercially available alloys, type-304
stainless steal has neardy the lowest thermal conductivity, approximately eight times lower
than that of brass {material used to build the guard and main heater assemblies). Still, type-
304 stainless steel is typically three times more conducting than wet Berea sandstone (Roy
et al., 1988), This is not expected 1o be a serious problem as the pressure vessel would not
directly touch the heating and cooling blocks.

The apparates has been designed based on maintuning less than a 1% theoretical
heat logs. The schematic of the thermal conductivity apparatus is shown in Fig. 3.9. Heat
loss calculations are based on a specimen size of 1 in. thick and 1.25 in. in diameter.
Although it was desirable o maintain a specimen diameter of | in. {i.e., the typical size of
specimens from the field) it was decided to muintain the dismeter at 1.25 in. because the
smallest length of a heater commercially available was 1.25 in. long. Also, we would
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normally want vertical heat losses, thus, longer cores might be pessible. The test specimen
and the heating block are surrounded by a rigid slesve made of a fow conductivity material
(Torlon) in order to confine pressure.

Torlon completely separates the main section and the guard sections and thereby
acts as & heat barrier. This alse serves as a guide for proper axial alignment of the heating
blocks and the specimen. The main heating block, the specimen, and the cooling end
heating block have corresponding concentric main guard block, guard material, and
cooling-end guard block, respectively. Alignment is ensured in the design such that the
main gnard circumscribes only the main heating block, the guard rmaterial circumscribes the
specimen material, and 50 on. A heating plate (upper guard block) extends across the
whole assembly of the main heater block, sleeve, and the main guard block, which is
maintained at the same temperature as that of the main gouard block. A low conductivity
material (Kinel) 0.125 in. thick separates the u guard from the main heating end heater
assemnbly. Another insulating material (G-11) 0.5 in. thick prevents excessive heat loss
frorn the wpper gnard to the npper flange. The conductivity values for various materials
used in the apparatus are presented in Table .

A hegter assembly similar o the main heating assemnbly is introduced at the lower
temperature (cooling) end to maintain a low temperatore gradient in the specimen. The low
termperature gradient is requirsd to tinimize the nonlineariey in the fmperature gradient and
also permits the use of a guard mareria] that is slightly different from the specimen material,
A circolation chamber is attached at this end for cooling by circulating water or air.
Radially, the cooling block extznds 1o the edge of the lower radia} guard thereby covering
the cooling end heater block, sleeve, and the radial gnard block. The cooling chamber
consists of 1/4 in. grooves on two brass plates sandwiched together to form mbe-like
congtrictions. Such constrictions uniformly distribute the coolant fluid across the whole
cross-secton flowing from the inlet to the outlet end. A 0.125 in. thick insulating material
(Kinel) reduces heat transfer between the circulation chamber arid the lower flange.
Thermacouples, heatars, ardd wbing for fluid sataration pass through this chamber
vertically and are protected from the circnlating fluids using o-rings. As the coeling end
heaters work in conjunction with fluid circulation, the experiment is not significantly
affected by small fluctvations in the temperature of the circulation fluid. Also, by varying
the rate of cooling water, some flexibility could be obtained in the downstream temaperatare.

Two thermocouple wells are drilled in the heating and cooling end pieces at both
ends of the specimen, allowing the tip of the themmocouple to be posinoned within 0.0625
in. from rthe interface. Two thermacouples are placed on each radial guard block, one near
the outer edge and another right above the contact point berween the heater and the brass
block. One thermocouple is Iocated at the center of the upper guard and the tip of this
thermocouple lies very close 1o the insulating block that sepacates upper gmard from the
main heater block.

A guard material, preferably of the same materiad and with the same fluid saturation
as the specimen, is uged. Care is taken o polish the ends of the specimen and gward
materials and o make the ends paralle] to ¢ach other and perpendicular to the edge. This is
done to maximize the contact bebween the specimen and guard material with the
corresponding heating and cooling blocks.

The assemnbiy is held wgether between two flanges tghtened by means of three
equally—spaced, threaded rods and outs. The whele assembly rests on a wooden piatform
which is leveled horizontal so that it will aid in aligning the specimen a3 verncal as
possible. The proper centact is ensured by tightening the bolis at opposite ends alternately
such that the upper flange lowers uniformby from all directions. The bolis are tightened this
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way until the insulating plate separating the upper gnard and the radial guard become
parallel with the upper edge of the radial guard, Fig. 3.10 shows the setup for the thermal
conductivity apparahis.

The experiments are conducted at temperatures up to 400°F, where radiation can be
neglected owing to the fact that the core is ve and consists of capillary pores {Luikov,
1966). As the rock sample may contain fluid, therafors, the heater is placed on top of the
core so that density gradients will align with the direction of the gravitational field and
eliminate Mactoscopic Convection.

33,11 Heat Sources

Four cartridge heaters and two band heaters are used for heating. A 100W cartridge
heater embedded in the brass metering block is the main heating element. Another cartridge
heater is embedded in the brass block at the cooling end. Two more cartridge heaters in
paralle] are embeded in a brass disc for the upper guard. Two band heaters tightly hold
onto the brass guard blocks due to its own spring action to constitute the main guard and
the cooling-end guards. The cooling block is ideatical to the metering block except that it
uses a 80W cartridge heater. Figures 3.11 and 3.12 show the canmidge and band heaters.
The roles played by these heaters will be discussed in the next section. Heater
specifications are given in Appendix C. The guard heaters and the main heater are
cennected to a power supply through five relay switches., The electrical circuit diagram for
the heater connections 1s shown in Fig. 3.13. The main heater is connected to a 50V DC
power supply. The guard heaters and the cooling end heater are connected o a 110V AC
power supply through a Variac $0 that mote power can be supplied when larger heat losses
are experienced. Relay switches are used for heater on-off control so that appropriate
temperatuses can be mamtained. A cumreni-measuring resistance is connected in series to
the main heater. For experimenis at higher temperature the S0V DC supply to the main
heater is not adequate and one has to switch o AC supply. For AC supply, a redundant
filiering device is installed perallel to the reststor to meastre corrent. Room temperature is
maintained at identical conditions for all runs,

1.2 Fluid § :

Separate provisions have been made for saturating the specimen and the guard. The
schematic for the flnid satwration arrangernent is shown in Fig. 3.14. This provides the
capability 10 measure thermal conductivity at various fluid saturations, 'We desire to
maintain sirmilar thermal propetties in the specimen as in the guard material. Hence while
conducting the fluid satwrated experiments, in addition to using the guard of the same
material, we also wish to mainiain the same saturating conditions as that of the imen.
Te accornplish this, the apparatus has been arranged to simultaneously saturate ﬁf
ﬁcimen andd the gward material. Fluid is confined in the specimen by placing o-rings on

main heating and cooling blocks, To confine the fluid in the guard matarial a 304-
stainless steel casing is used, O-rings on the guard blocks at the heating and cooling ends
at the internal as well as the external diameters confine flnid in the guard material. Stainkess
seeel tabing is connected to all the blocks as fluid inlet and outlet so that the saturation can
be conducted with the specimen in-place. Only enough casing length was used 1o cover the
guard material and the o-ring i order to simplify loading and unloading of the specimen.
This also reduces the heat losses compared ta the sitvation with the casing running all
across the entire assembly.
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3,52 Transient Measurements

The steady-state apparatus was modified for measurements gsing a transient method
that does not nead a hole to be drilled through the spacimen as is needed in the widely-used
probe method. This modification required capability for dynamically measuring the heat
flux, which is accomplished by the use of a mucrofoil heat flux sensor.

3.3.2.) Heat Flux Sensor

Most heat flux sensors are based on the measurement of temperature difference
across an insulating layer. They employ the gradient Jayer principle used in direct
calorimetry. The sensor uses differential thermoconples 1w measure the thermal gradient.
Two dissimilar metal junctions are located across the insnlating substrase material, When
one junction is hotter than the other, 3 current flows in the circuit. The divection of the flow

nds on the metals and the wmperature of the junction. This is refesred to as Seebeck
ect. (CRC, 1982) The heat flow rate which is the consequence of the thermal gradient is
then proportional to the voltage generated in the differential thermocouples.

The thermal resistance of the insulating snbstrate of the heat flow meter ought to be
low to mieimize the disturbance to the heat fiow. Therefore the operation of such devices
at very small temperamre differences is desirable. In most cases a high-voltage output is
also desired. This is accomplished by using a targe number of differential thermocouples at
the expense of heat flow efficiency, A series arrangement of the thermocouple junctions
are formed by winding thin constantan wire around a mesh-like substrate and plating one
half of each loop with copper or by soldering contacts between twe dissimilar elements.

lying very small temperature difference across the substrate strip produces a voltage
ifference at each bimetallic junction. The more junctions, the smaller the temperature

gradient is needed 1o generaie 8 measurable voliage. A flux of 500W/m? typically
generates a signal of 1000UV (Shalicross and Wood, 1986). These thermocouple
atrangemenits are protecied with silicone rubber sheets on both of its sides. An additional
thermoconple is present to measure the overall temperanure of the sensor. The heat flux
through the sensor q is represented by

[ 5
O = EE {3.23)

whemne £ is the output voltage and ks 15 the sensor constant (Shalleyoss and Wood, 1986)

or sensitivity (Herin and Thery, 1992). From this definition, the sensor sensitivity value
does not depend on the measuring surface area and has units of LV/W/m2. Sensitivity also
depends on the amount of heat that deviates from the notmal direction (Herin and Thery,
1992).

A schematic of the heat flux sensor is used in this study shown in Fig.3.15. The
specifications for the sensor vsed in this éxperiment are shown in Table 3.5, The heat fiux
sensor is attached ie the end of the metering block facing the specimen using RTV silastic,
a high-temperatre silicone rubber material. The sensor consists of about forty
thermocouple pairs are arranged in four rows of ten in an area of 14x18 mm. The sensor is
about 0.2 mrn thick inclnding the thickness of the protective silicone ubber sheet and is
19.2x22.2 mm. The manofacturer states that the sensor constant is a function of the sensoe
tmnpm‘gtm'e. though the change is ralatively small (about 1% change with 20°C temperatmre
change).




3.5.3 Steady-State Experiments

In order to minimize the heat losses, initial experiments were conducted with the
tempreratures at the upper guard and the radial guards ai exacedy the main heater temperature.
The cooling end guard and the coeling block are rmaintained at the same emperatore. The
temperatures at each face of the specimen and the puard material were maintained at their
respective set valnes by tmrming heaters ON and OFF. A temperanuore tolerance o trigger
the heater ON or OFF was determined by trial and emor in order to maintain the average
temperatore as close as possible to the set-point temperature. Since the metering block is
surxounded by heaters on all but one side, precise temperawre control becomes crucial for
proper heat flux conmol and measurement. Problems arose when the radial temperature
difference was set at zero, especially when the guard heater voltage was set at relatively
high valwes. There are two probable reasons for this.

1. Since heat losses take place from the guard heaters, those heatars tum ON-OFF
more frequenty than the heaters in the metering sysiem. There are thus occasions
when the guard temperatare is higher than the metering system temperature.

2. The guard temperamres have large amplinxde and cycle lengths during heating and
cooling cycles.

With the purpose of avoiding the above effects, the apparatus was then tested by
raintaining the upper two puard heaters at a specified temperature less than the set
ternperature. Thermal conductivity was calculated for each such radial tem
difference. This was dong first with the pressure vessel removed and fiberglass wrapped

around the guard assembty. Figure 3.16 15 a plot of A vs, AT 40, for ATy =22"Fata
specimen midpoint temperature of 134°F, As expected, a straight line was observed.
Extrapolating the stmaight Lne to a zere radial emperature difference thus yiclds a theoretical
zero vajuve of radial heat foss. This method of linear extrapolation gives much more

accurate results than when it was attempted to maintain ATy, 4i=0.

Through a diagnostic check, it was found that all the points on Fig. 3.16 may not
fall on the straight line if the terperature of the guard heaiers exceeds the temperatre of the
main heatsr. By plotting the corresponding vemperature histories (Figs. 3.17 to 3.19) at all
the thermocouples, it was seen that there was significant interference of guard heating in the
metering system: {§.¢., temperature of the guard exceeding the wemperature of the metering
section). The amplitude of these emperature cycles and the cycle lengths incrzased with
the increase in Variac sewing. In all cases shown in Figs. 3.17 through 3.19, two howrs
time was allowed for the system 10 reach steady-state. upper three curves are for the
upstream end temperateres (§.e., main heater, main goard, and the vpper guard) and the
bottom two lines are for the downstream end mrr:ﬁ)cnm:es (i.e., cooler and cooler guand),

ively. The three plots are for upstream end radial differences of 5.00°F,
2.50°F, and 1.25°F, respectively, with a Variac setting uf 50%. In all cases the cw]mg
end guard- and the cooling end heaters are maintained at the same temperature, I
Fig. 3.17, whese the radial temperature diffexence is 5.00°F, it can be seen that the ’ieard
temperamres do not interfere with the temperature of the main heater, implying that
metering process is not affecied by backflow of heat from the guard 1o the metering block.
However, in Figs. 3.18 and 3.19, the temperature of the main guard heater clearly
interferes with the temperature of the metering system. This corresponds to the observation
that the heat flux value correspomding to a radial lemperature difference of 1.253°F does not
fall on the same straight line connecting values at 2.5'F and above.
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Therefore it is recommended that i nonlinear behavior is observed in flux vs. radial
emperature difference, then the temperamre history should be plotted 1o ensure that the
metering system is not influenced by the extemal heaters. Ideally, one should choose a low
Variac setting for the guard heaters unless the experiments are run at lugh wemperatre
where the heat loss is very high. In that case, to avoid the temperature interference, large

AT adia ¥alues should be nsed so that the crest of the temperature ¢ycle does not exceed the

trough temperature of the meterng block, thereby ensuring linearity of the AT i, vs. heat
flow raie {g) plot. The main guard temperature variation has an amplitude of ximatel
4'Fand 2 gcqe of 8 minutes ata Variaﬂ?tﬁng of 50%. A re:latic-ns bemairz:we d
amplitude and various Variac settings should be established to be used as a guideline for
maintaining radial temperature differences in this apparatus. For example, ata
Variac setting of 50% a minimum radial temperature difference of 4°F is needed to be
maintained. Once such details are taken care of, then the exmapolation at vanous Variac
settings should have the same intercept at a zero radial temperature difference. This is
evident from Fig. 3.20 in which the extrapolation to zero radial emperature at Variac

settings of 40% and 50% for dry limestone 1ead 0 the same intercept. The plots are
obtained by using actual rather than the s¢t radial temperature difference to obtain cormect
intercepts. The slope of the straight line changes with Variac settings.

It 5 ¢stablished above that the large amplitude and the wavelength of the
temperature ¢ycles (e, iemperamre overshoot) from heater ON-OFF are responsible for
the guard hegter temperatires exceeding the main heater tamparature. Such largs
amplitudes are due to three reasons:

1. The distance between the body of the heaters and the tp of the thermocouple.
2. The large heat capacity of the material constituting the body of the guard heater.
3. The large mass of the brass materials that hold the guard heaters in place.

A careful study was done to ensure that these large amplitudes and temperamn:
cycles are not due 10 Improper contact between the heaters and the brass body or due to
excessive heat losses either from the brass block or from the thermocouples themselves.
This problem of large ampliwde and temperatire cyeles is typical of band heaters because
of their large mass and heat capacity. The band heaters are used as radial guards, and
cartridge heaters are used as main heaters, cooling end heaters, and upper guard heaters.
We atternpited to ensure proper contact between the band heaters and the brass blocks by
using aluminum foil between them. No change in the amplitude was noticed, indicating
that contact between the band heater and the brass block was adequate. This problem was
not observed for the upper guard heaters where two cantridge heaters were used. These are
very small in size and have very low heat capacity (Le., the heat transfers instantly from: the
heaters o the brass block).

To reduce the effect of temperature overshoot at the radial guands, two additional
thermocouples were placed on the bodies of the band heater (to measure "guard heater
ternperature”}. This indeed reduced the size of the temperature ¢ycies, but then the
temperature at the goards were consistently lower than oitained before. Although this may
have affected the calculation of the thermal conductivities by contributing to larger heat
losses from the guard heater block than actually vsed in the design caleulation, suil it
allowed the maintenance of srailer amplitudes of temperature oycles.

Approximately half an hour was needed to heat the apparams from room
temperature to 245°F. However, the system was allowed to heat for two hours before data
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acquisition was started. The initial heat-up period 2ad the total length of the experiment
may depend on the supplied power. However, the power must be supplied cautiously, as
long as ON-OFF type controiling is nsed, to avoid inaccuracy ir the heat flux
measurements. The data acquisition was done aver two hours for each radial temperanure
unbalance. A lesser time span could be nsed for more routine measuremenis.

354 Transient Experimenis

The capability of this apparatus was extended to measure thermal conductivity
aryler wransient condition and diffusivity with some minor modification. The theoretical
derivation for the transient ex t using above steacdy-state apparatus has been
presented by Trevisan in Miller et af. ( m% In this methed, a microfeil heat flux sensor
is used to measure the heat input mtnmesampl& The main advantage in using a heat flux
sensor is that dynamically varying heat inpuats can be measured. Along with the
temperature readings by thermocouples, these data form the history of the test. The data
treatment involves deconvolving the temperature and heat flux as functions of time, so that
simpter models can be generated for the same physical configuration.

The experimental arrangament for the trangient measurement is idenncal to the
steady-state apparams except that a heai flux seasor is attached to the end of the metering
block facing the specimen. Contact resistance problm'ns are reduced, since the sensor is
sandwiched between the specimen and the metering block. However the possibility of
compressing the senser 100 much to the extent that substrate material is deformed cannot be
mled out. Therefore, it is recommended that the sensor is calibrated more frequently.

One way of obtaining the relationship between go(ty and Te(1) is 1o treat the
problem as two independent problems. Details of the method for solving the coupled
differential equation with appropriate initial and boundary conditions can be found in Miller
etal. (1992} When solved in Laplace space, the bagic solutions are obtained as functions
ﬂf s¥. the Laplace variable in dimensionless space. The pmblcm is solved as two

problems, as if they were simply twe different interpretations of the same
physical problem, and the two solutions are equated 1o obtain

R

; g (3.24)

U]

where 8¢ ,and 9 are the dimensionless temperature and flux, respectively, in the Laplace
space corresponding to time t. The limit for small values of 8" (1—<e) of the previeus

function is:
¥ - E‘l
limg o = =1 (3.25)
do

While for large values of 5° (1—0),
. 8 1
limg .| =X]|= 3.26
[qS) Ys 20

35




Figure 3.21 shows the characterisiic curve of the functions in Eq. 3.24 vs. s*. At
large 5* (small t), the curve becomes a straight line of slope -1/2, comesponding o the
ransient period of heat conduction, The steady-state regime is characierized by the flat
porton of the curve (small s* valves). A fype-Curve match could be used by using
Fig. 3.21 to verify the ansition between regimes and to ¢stimate both parameters of
conductivity and diffusivity. The scale on the vertical coordinate of the real data plot would

be (Tu-Ti]f Ga , which is related to the corresponding scale of the typs-curve by
= J-_(E_ﬂ.) 3.27)
T alg
Once the steady-state platean in Fig. 3.21 is reached, the thermal conductivity is deterrnined

=l G0 . (.28)
A 'iTn‘Tij

As can be seen from Fig, 3.21, the sweady-state regime is fully established for s* valoes

less than 2.5 x 10°3. In terms of real data calculations, the corresponding criterion for the

Laplace variable in dimensional space, s, is

=0 o 3
5 Lzs *-::2,5 x10 12 {(3.2%)

Thermal diffusivity may be obtained from data gathered at earlier times, in other
words for higher values of 5. This is accomplished by observing that as s*— s,

8,
E_E = (s} (3,309
of, in terms of dimensional data,
LT _ & o1r 3.31)
qu M

The coefficient on the right side of Eq. 3.31 can be determined frorm the slope of the ploe
of (To-Til/ T versus s-122 |, If the slope of the curve is [3, then

p=Xo (3.32)
AA

The main advantage of the above method is that it allows one to conduct steady-
state and transient runs nsing the same apparatus. This method avoids the use of a probe
and therefore avoids problems due o poor thermal contact and machining. The heat
¢apacity of the heating source need not be knowa as the heat flux is measured directly at the
interface. As the heat flux and the temperatures are dynamically measured, the boundary
condition restrictions such as constant heat input or constant femperakire ars ROt NECCSSATY.
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3.3.4.]1 Experimental Procedyre
While conducting the experiments, the voltage leads from the heat flux sensor were
connected to the veltage module of 2400B FLUKE data isition system, and the
ings were directly recorded and then converted to heat flux values. The fast=st rate at
which the data acquisition could be accomplished by the Fluke system was around 0.8 sec
per reading. Fast data acquisition was essential at the beginning of the iemperature
transient.

The transient method was tested at varions operating conditiens. In all cases, the
systern was maintained at a specified temperatore until it reached a uniform termperature.
This was done by allowing a one-hour stabilization time after all the thermocouples reached
the designated base temperature, After that, the temperatures at the main heater as well as
d1e upper guard heacers were raised 10 to 20°F above the stabilized uniform temperature.

transient period has began, the cooling end is maintained at the same
as the initial stahlhzed uniform temperature. The thermocouple readings and the heat flux
meter readings were reconded at 0.8, 10, 20, and 30 seconds intervals for time period of
100, 500, 1000, and 7200 seconds, respectively. Sufficient time was allowed for the
systetn to reach steady-state.

When the heaters were operating independently to reach the set temperatures, the
heating rate was different by different heaters. For this method, however, it was desirable
for the ternperature of the gnards and the metering block 0 increase at the same rate,
Therefore the computer control program was modified o ensure that the temperatare at the
guards never excesded the iemperature of the main heater. When the guard temperature
was used for the contral, the guard temperature during its transient intermittently exceeded
the main heater imperature becanse of the distance between these thermoconple locations
and the band heater. Therefore, the guard heater temperature was used for control instead
of the guard temperature. In the ransient calculations, although this modification allowed
the temperatures at all the heaters to rise at the same rate, it also prolonged the time needed
to heat the systent. As a typical example, with the temperature tracking option off, it takes
about 30 minutes to reach the steady-state upstream temperature of 150°F at a Varniac seting
of 50%, whereas with this option ON, it takes abowt 1,25 hours to reach this temperatare.
Therefore, it is recornmended that, 1 conduct a wansient test, the option of the guard
temperature tracking the metering system temperature should be engaged and while
conducting steady-state experiments, it can be turned off.

At low emperatures, the use of a proper cooling fluid seerns to play an important
role. Most experiments can be run without having to run any cooling fluids. But because
the ransient model requires that the downstream end temperature be maintained at a
designated temperature, a proper cooling fluid plays an important role, Test cases have
been un without a circulating fluid, and with air and water as circalating fluids,

Figure 3.22 shows the transient experitnent with a set temperatuee 10°F above the room
temperatme with no Auid circulation. In Fig. 3.23, the sxperiment was run at 130°F as the
base temperature. In Fig, 3.22, it is seen that the cooling end temperaturs rises because of
the main heater and main goand heater, even while the cooling end heaters did not turn ON.
In 1,800 seconds the cooling end temsperature increased by 1.25°F above the cooling end
set temperature without air circnlation, whereas the cemperamre rose by 0.5°F with air
circulation at 100 psia. In both cases it is apparent that the cooling system is not adequate
for such runs. This is due to insufficient heat ransfer bebween the brass block at the
cooling end and the circulating air. Circulating water is the obvious next step, as water has
much higher conductivity and heat capacity than air. To avoid the temperature build-up at
the cooling end, the overall specified temperature of the system was increased o 130°F
such that there is a large tenmperacure difference between the cooling end and ambient
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temperature or the circulating air temperapre. This allowed us to maintain the experiment
at a steady specified cooling end termperature. This is reflected in Fig. 3.23.

2.3.4.2 Calculation Procedure
The procedure to deternine 1 and a via Eqgs. 3.27 and 3,30 mvolves first recording
the time evolution of (Tq - Tj ) and qo from the very beginning of the cxperimeat. The
gplace transform needed to deconvoive the temperature and heat flux functons is
culated aumerically from both history data. This calculation yields the values necessary

to plot a curve similar to Fig. 3.21. The Laplace ransform is obtained by numerical
integration of:

L]

Mo To(s) = f (T, T) Lkt (3.33)
0

This integral equation was evaluated numerically by using a Simpson adapiative
nurnerical scheme (Cheney and Kincaid, 1980). A cubic-spline method of second order
(Press et al., 1989) was used for interpolation purposes. The upper limit of the integra! in
Eq. 3.33 depends on s and, for the purpose of this werk, its numerical value is taken high

enongh so that there will be no alteration greater than 1 x 103,

Figures 3.24 and 3.25 are plots of temperatme and heat flux respectively vs. time
with a heating end temperature of 145'E. The cooling end was maintained at 22°F below
the heating #nd temperatwre. The upper and radial guards are matntained at the metering
block temmperamrs, The Laplace ransform of the data presented in Figs. 2.24 and 3.26 are
pletted in Figs, 3.26 and 3.27, The conductivity is caleulated from the imercept of the flat
portion of the log-log plot on Fig. 3.26 on the vertical axis. Diffusivity is calcuiated from
the Cartesian plot of early time data presented in Fig. 3.27. The following intercepts for
the flat region and slope of the early dme regime are obtained, and then the conductivity and
diffusivity values are determined.

L I

hs]

A =231 W/mK

B = 0.5896 °K/Wys

o= 1.04 x 10°% m2/s

Daue 1o the non-smooth nature of the temperature arxd fhux history data, the cubic
spline may not always give a correct interpolation. Therefore, if the interpolation gives

unreasonably large positive or negative values of 8, /q, ata given s* compared to the
neighboring points, then that value is discarded. The initial temperature that is needed by
the program should be judiciously selected. Tn the above calcuiations, the (emperature data
was first sorted to find the minimum temperature value and this temperature valoe was later
used as the starting temperature, Otherwise, it was difficult to obtain the siraight line
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behavior at early time. Also, itis helpful to start with very targe and very small 3% values

to bracket the values of 9 / To which correspond to early time and late time. This
facilitates the detersmnation of values in between these two extremes..

3.5.%5 Fluid Saturation Experiments

Fiuids saturation experiments were conducted by steady-state only because for the
fransient experiment, the apparatus was not presswe tight. The experiments were run
under vacoum ¢onditions, an saturation, and water sanration. For the vacuum
experiments, the specimen was ¢vacuated using 2 vacunm pwmnp for one hour due to the
small pore volume of the specimen. The vacunm pornp was kept running throughout the
experiment. The high pressure rons were conductad with air at 100 psia and with nitrogen
at 300 psia. For tests with water as the saturating floid, the specimen was evacuated for
one hour before saturating with deionized water. Water was then injected by only using the
gravity feed. The system was further evacuated for some tme in a water-sa
condition. Then the system was heated up to the temperature at which the experiment was
10 be conducted and water circulation was resumed again, very slowly, for a short period
of ime. This was dene to drive out any air bubble that would have been trap
accidentally and which expanded with increasing in temperatre. This also eliminated the
pressure build-up in the system that would have taken place due to thermal expansion. In
all fluid experiments the safety valve was adjusted to bleed at pressures exceeding 350
psig. For the residual water samration experiments, air at pressure less than 1) psig was
injected from the top of the specimen. Air was then injected at high rate to reduce the water
sataration to a reasonably [ower value. The reskdual water saturation was determined
volumetrically.

3,56 Error Analysis

The accurate determination of heat flux is crucial to the steady stare experiment.
Whether the data acquisition system is accurately computing the heat flux or not was
verified by using the chart recorder. The voltage drop across the current measurning resistor
was recorded vs. ame over a 20 min interval, The last 26 temperature ON-OFF cycles
were used for data analysis purposes, ldeally, periedic ON-OFF cycke is expected after
steady-state has been reached. The data shaw no systematic deviation, but rather reflect
random fluctwation. The fraction of time the heater was ON in an average ON-OFF cycle

(ool Ywas 0.075. The voltage drop across the current measuring resistor was
essentdally the same in all cycles considering the accuracy of the chart recorder. With the
average voltage drop of 47 968 volis across the heater and a drop of 2.6656 volts across
the resistor, the heat flow rate from the chart data was calculated to be 1.198 W compared
to the average over 7200 seconds by the data acquisition system of 1.225 W, a difference
of only around 2%.

In the standard guarded hot plate method, investigations have been conducted in the
past to quantify the effects of radial temperaure nnbalance. While using an 8"x8" hot plate
and tasting 1" thick cork specimens, Gilbo (1951) observed that a 0.2°F temperamire
difference between the metering saction and the guard cansed an error in the conductivity of
3%. He artributed the disagreement among reselts for the same standard rmaterial by
varions investigators to such a pessible temperature imbalance in the radial direction,
Pasral (]9’55) orted that the error due to the vnbalance is a function of the specimen
conductivity with the decrease of conductivity. Though Woodside and
Wilson (1957) the effect of remperatare imbalance only at room temperature, still
they found that a linear relationship does exist between temperature unbalance and the
measured thermal conductivity for various thickness of the specimen. The purpose of their
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unbalanced temperature experiment was only to determine the error in guarded bot plate
meethod that has been standarchized by ASTM, But in our ¢ase, we deliberately use the
unbalance as an accurate way of measuring thermal conductivity such that the temperature
Buctnation due o ON-OFF control will not interfere with the heat fiux measurerment. In the
standard guarded bot plate niethod, temperatres in the meter and the gnard were
maintained at the desired level b¥1 gradually and carefully adjusting the power supply either
manually or automatically, which can be quite combersome, Woodside and Wilson (1957)
shggested that the unbalance error decreases as the size of the plats is increased.

The following is an approximate calculation to demonstrate the effect of termperature
unbalance. The total heat flow from the metsting block i the directions other than the

specimen ¢an be reprezented as
i =9¢ * Jag (3.34)

where q is the radial heat flow rate from the metering block to the radial guard, g, is the
axial heat flow rate toward the upper guard, and q, is the total heat loss. Under the steady-
state heat transfer assumption,

_ 290 (Tuneter - Tragial guart) | Axined A (Tineser - Tupper goara)
=2 Toe Tused) 3 (3.35)
'SRNRE PR

where &) and A2 are condnctivities of sleeve and brass blocks respectively. £1:T9s and 1y

are the radii of the metering block, external sleeve, and the radial locadoen of the guard
thermocouple, respectively, The above equation calcolated nearly 20% higher heat [oss
than what ruly is experienced. This may be due to the complicated sweface area of the
metering block in the radial direction. In addition, the thickness of the layer of air at all
interfaces and also the location of the o-rings in the radial direction were not taken tnto
account that certainly offer more resistance 10 heat flow.,

An error analysis was done for the abeve mn by incorporating zll available
information. The length and diameter were measured using a slide calipers with a precision
of 0.0005". The current measuring resistor was heated to 450°F and the change in its
resistance was within its accuracy at the room temperature. The Fluke Manufacmring Co.
has suggesied the thermocouple accuracy at the data acquisition speed of 30 readings/sec to
be H0.5°C after one year of calibration. This includes all error sources: reference junction,
conformity, A/D conversion. As the relationship between temperature vs. emf generated in
the thermocouple is Enear for the J-type thermocouple in the temperature range of interest,
therefore, the linear extrapolation vsing the boiling and freezing point teraperatures of water
is not expected to inclode any additional error. In that case, the precision of the mercury
thermometer, which is 0.1°C, can be used as the thermocouple etror in the error analyses.

The resolution for voltage measurements is 1jLV when the veltage range 0-0.1V is
used and 1mV when the range (- 100V was used. For the sieady-state expenments, the
wider voltage range and for the transient e:;Perimnt the namrower range was used. The
time wsed for integrating the power supply for calculating the heat flux had a precision of
10 milliseconds. For intapration purposes, the veltage drops across the current
measuring resistor and the heater are sampled as fast as possible by the 2400B, The
average sampling interval was 0.8 seconds, which is essentially the tirne it takes to go
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threaigh ene loop in the control program. Therefore, itis quite probable that the actual
heater ON-OFF time is not accurately recorded. This amounts {0 a systematic error which
aventually approaches zero at long time because this time lag influences the heater on time
and off ime egually. In the above experiment, more than 660 ON-OFF cycles were
recorded, and therefore, the effect of the time lag is expectad to be minimal. The avarage
ON time covers approximately 8% of the ON-OFF cycle time, but the ratio of heater ON-
OFF time increases with the increase of the conductivity of the specimen.

3.5.7 Resulis and Discussion

In this section, experimental results on thermal conductivity and thermal diffasivity
obtained by using steady-state and transiznt methods are presented.

As discossed in previous sections, Aunstin limestone and Berea sandstons were used
in this srudy as typical carbenate rock and sandstene specimens. On the other hand, the
Berea sandstone is relatively clean from complex clay structures, has relatively simple
structures, and is mineralogically well defined. Berea sandsione has also been widely used
for meaguring other petrophysical properties, so that the thermal properties can be relaed to
those properties.

3.3.7.1 Steady-State Megsursments

Steady-state thermal condoctivity values for dry imestone and sandstone were
obtained by using the extrapolation technique discussed in previous sectons. In almwost all
cases 2 temperature gradient of 22°Ffinch was imposed in the axial direction. The results
have been reported here at the midpoint temperature of the specimen. The results for
experiments with aimospheric air reported here have been obtained by averaging five mng
whereas other results have been obtained by averaging two to three runs. Data were
reproducible to within 4% of the mean value,

The steady-state experiments were conducted with the limestone and sandstone
specimens under vacuum conditions, air saturation, and water saturation. For the vacoum
experiments, the specimen was evacuated using a vacoem pump for one hour before
starting the experiment. The vacoum pump was kept mnning during the measurements.
For measurements with air at atrnospheric pressure, all valves were kept open. The flanges
were adequately tightened by vsing the bolts so that the vertical strain caused by ait in the
high pressures experiments would not cause loss of contact berween the specimen and the
coolinpg/heating ends. In the case of water saturation, the specimen was evacuated for one
hour before saturating with deionized water and the evacustion process was continued for
some more time to allow the air bubbles that may have been accidentally rapped to escape.

The thermal conductivity of limestone at various conditions is presented in
Table 3.6. As expected, the thermal conductivity with vacuum was less than that with air
at atmospheric pressure. A few mung were also condocted at 100 psia air saturation
pressure vsing limestone specimen. Ome mn was conducied at 300 psia with nitrogen as
the satmrating fluid. The observed change in thenmal conductivity with the above change in
pressure was within the expecied error margin of £6.1%. This is consistent with data
available in the literature (Woodside and Messmer, 1961). One test was done with water as
the sanarating fluid.

Similarly, the experitnents were conducted on Berea sandstone with air at vacuam
condition, 110 psi ait pressure, 100% water saturation and irreducible water saturation.
Results are presented 1n Table 3.7. The expected error for the results reported here is
+6.1%.
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The thermal conductivity of Berea sandstone has been measured by many
investigators in the past (Somerton and Boozear, 1960; Woodside and Messmer, 1961,
Kunii and Smith, 1961). Berea sandstone is relatively clean and the grains are well sorted.
However, there is still a wide variation (nearly 20% from the mean) in the conductivity
values reported in the litsrature, Results from this stady for Berea sandstone with
atnespheric air and water as saturating fluids are compared against some of the published
data in Tables 3.8 and 3.9, respectively.

Ir is difficwlt to quanofy the significant vanation in these data as numerous factors
may have influenced the measurements. It is possible thai the variation was due to normal
petrophysical vartability.

The effect of temperature on the thermal conductivity was studied using gir-
saturated Berea sandstone at atmospheric pressure, The effect of emperatune was also
studied at vacuum condition, Results are presented in Fig. 3.28. The decrease in thermal
conductivity of Berea sandstone in vactum condition is monoienic compared 1o with air.
The trend of the conductivity with air at atmospheric pressure is different from the data
presented in the past it the sense that in this study, the conductivity of sandstone with
atmospheric air is a sironger function of temperature than has been reported in the past.
This study also shows that the thermal conductivity of porous sandstone under vacywm
corditions can be a strong function of temperature. There is no published data available
which shows temperature behavior of sandstones in vacuwm. Experiments need to be
conducted at higher temperaturs to see if the rate of decrease in conductivity slows down at
higher temperatures.

The thermal conductivity of Berea sandstone with 1004 water saturation is almost
twice that of the case where ammospheric air is the saturating fluid, The conductivity of air
saturated sand is about 33% more than that of at vacoum condidon. In case of limestone,
the increase in conductivity with 100% water saturation 15 not as dramatic as that of
sandstone.

Results for the dry limestone have been com with the data published in the
litersture (Roy ¢f af., 1983) as shown in Fig. 3.29. The limestone used has a porosity of
nearly 30% compared to <10% for the published data presented in this figure. This may
explain why the results fall in the lower range of this figure,

3.3.7.2 Transieot Method

The thermal diffusivity valves measured by using the transient method are reported
in Table 3.10 for imestone and sandstone specimens. The thetmnal conductivity valoe
obtained from the heat flux sensor was 1.8 Wim-K for dry limestone at attnospheric

pressme and 134°F average remperature compared 10 1.6 Wim-K calculated by the steady-
state mathod. The thermial conduchvity values were first obtained from the late tirne dats.

Our method of cakeolation of thermal diffusivity aveids knowing the specific heas,
but instead requires the thermal conductivity value to be known. The measured thermal
conductivity from the late time data seems to be higher than the value measured using the
steady-state method. Differences between thermal conductivity data from steady-state and
transient methods have been reported by previous irvestigators (Somerton, 1992). There
has been a continning effart to explain these differsnce. For the calculation of thermal
diffusivity, we have vsed the thermal conductivity vatue obtained from the steady-state
measurement which is considered to be more accurate than the value obtained from the
transient method.

42




The conductivity value obtained for Berea sandstone with air at ammospheric
condition is very close to the valoe pressnted by Messmer (1965) using 2 probe wechnique.
However, the steady-state thexmal conductivity is less than this value. In the literature most
investigators have corrected their steady-state results to match this value. We believe that
our steady-state method gives more accurate results, therefore, the thermal conduoctivity
from the steady-state experiment was used 1o cakulate thermal diffusiviry data.

Similar to thermal conductivity, a wide variation in the thermal diffusivity is
reported in the literature. In Table 3.11, results of seme of the previous investigations are
reperted for comparison purposes.
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Table 3.1. Physical characteristics of the cores.

kK, md IPoru-sitj, % | Geometry Core Type of imbibition

dimensions Experiments
" b ﬂn%gﬁ one 1ace
980 24.6 Cylinder L=3.65"
Diameter=2" v

rical B
24.6 Cylinder |- lindrical face

- 1]
2063 |Cylinder |L=3" cylindricalg

1904 | Rectangular|a=0. 2-D through four faces

15.28 i " 1-D througl one face

Dimensions
18.05 a=2.25" 3-D through alt faces
b=225"
c=2.23"
Dimensions
a=2" 3-D through all faces
b=2"

c=2"
Inmensions
a=2" 3-D through all faces

3-D through all faces

Dimensions
a=1" 3-D through all faces
b= mn

¢h2"

Diameter=2"
L=1" 3-D through all faces
Diametar=23"
Lal" i-D l:hmugh all faces




Table 3.2. Fluid saturation data.

Average Final Recovery af I
Core Sw behind L’ Average the time of L'sal,

Sw %
.02

(.66 25
0.64 0d
7.64 [
0.60 LZ]

Table 3.3. Data on effect of temperature on imbibition.

I-Temperalure, C | IFT (Waler-air), | water viscosity,
dyne/cm %ﬂ
1 . 1.
I 23 7243 0.0325 ]
| o 8930 05778 053 1
| o0 56.97 0.4665 .63 |
| 3] 62.50 03303 565 ]

Table 3.4. Thermal conductivity of materials used in this study.

Thermal
Material Temperatre Conductivity
O (W.m-°K)

Brass 20 111
G-11 composite 140 0.259
Teflon 27 0.25
Kinel-5504 27 0.499
Dry Air 27 0.0263
Fiberfrax 204 0.06
Water (Jiquid) 27 0.613

127 0.688

227 0.642
Berea sandstone (air-
filled (approx.) 27 3
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Tabie 3.5. Heat flow sensor specifications.

RdF Part No. 20457-2(51)
Serial No. 91D0100
Output at 70°F 3.31 pvolts/Bru-Fr 2-Br 1
Polarity: (For heat flow White - Positive (+)
into surface) Red - Negetive (-)
Temperaturs Multi- See attached graph
plication Factor:
Thermal resistance 0,005 °F/Bw-Ft™2-Hr! (Typ)
Heat Capacity 0.02 Bou-Ft 2°F (Typ)
Response time 0.06 sec (62% response o step
function} (Typ)
Thermocouple Type T (Copper-Constantan)

Table 3.6.  Thermal conductivity values with various pore fluids in limestone at a

midpoint tenperane of 134°F,
Sawrating fiuid Thermal conductivity at 134 F |
{(W/m-K)

Vacuum 1.147

Atmospheric air 1_5;’;

A i 0 o 3

Nitrogen @ % psig 1.455

Deronized water 2.208




Table 3.7.  Thermal conductivity values with varions pore fluids in Berea sandstone ata

midpoint temperatare of 134°F,
Saturanng fluids Thermal conduetivity
(W/m-K)
Vacuum condition 1.62
Atmosphetic air 213
_—Et's%u pEi) ~ 235
Detonized water (5,,=0.29) 390
Detonized water (35,,=1.0) 473

Table 3.5. Commparison of dwemmal conductivity mesasurements of Berea sandstone with
ammospheric air by various investigators.

Investigator(s) Tan'%::%aune conductivity
(W/m-K}
| SOMETION & BO0ZET (1900) 300 1.373
[RKung & Smuth (1961) — 1731
"Woodside & Messmer (1961 } — Z.30
Meszmer (1965} 165 3357
Somerton & Gomma (197.3) 68 2.33 and 2.00
his_study 134~ 2.1336.1%

Table 3.9.  Comparison of thermal conductivity values for Berea sendstone samraied
with 100% water by various investigators.

"Thermal conductivity
Investigators Temperature (‘F) (W/m-K)
Woodside and Messmer (1961) — A%
[Ozbek (197 2 — 4.10
This study ' 134 4.2516.1%
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Table 3.11.

Tahle 3.10. Thermal diffusivitics and conductivities from wansient method.

Medium o (m/sec) A (Wim-K)
Austn imestone 0.49x1 n-ﬁ r_l 3
Berea sandstone 1.04x10°¢ 2.31

Comparison of thermal diffusivity values for Berca sandstone with
atmosgpheric air by various investigators.
fvest
vestigators Temperatre ('F) o {mz 5)

Somerton & Boozer (1960) 200 0.8825 x 10°°
Edroondson (1960) — 0.800 x 109
Sotnerton (1977) — 1414 x 10°°
This study 134 104 x 10°®
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Fig. 3.2. Core geometry for twa-dimensional linear imbibition.
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Fig. 3.3. Core geometry for radial imbibition.
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Fig. 3.4, Avemage saturation behind imbibition fromt.
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Fig. 3.5. Imbibition daea from vanous sized cores.
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Fig. 3.6. Geometrically scaled imbibidon data.
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Fig. 3.9. Detailed schematic of steady-state thermal conductivity cell.




Fig. 3.10. Apparatus for steady-state thennal conductivity measurements.




Fig. 3.11. Cartridge heaters used as the nl:am heater, upper guard heaters, and cooling end
CAters.

Fig. 3,12, Band heaters used as the main guard and cooling guard hearers.
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Fig. 3.13. FElectrical circyit diagram for the thermal conductivity apparatus.
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Fig. 3.14. Schematic of the apparatos including fluid satwration system.
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Fig. 3.15. Heat Flux Sensor Schematic (Shallcross and Wod, 1990).
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Fig. 3.18. Temperatre history of steady-state run for AT, 4,=2.30°F at a Variac
setting of 0% of full scale.




-------

Time (seconds)

Temperature history of steady-state run for AT, 5,=1.25°F at a Vanac
setting of S0% of full scale.




Thermal conductivity (Wim-"K)

Fig. 3.20.
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Fig. 3.21. Type-curve for constant heat flux boundary in Laplace space.
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Fig. 3.22. Temperature history of the transient measurement at the set axial temperature
difference of 10°F and the cooler ¢nd temperanire maineained at the room
temperature. Air was used as the circulating fluid.

67




Fig. 3.23.
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Fig. 3.24. Temperatre behiavior with time at the heat flux sensor at 145°F.
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4.0 NUMERICAL STUDIES

Nimmnerical studies on this project included five main activities. First, a new dual
porosity simulation approach was developad as a means to easily implement dual
porosity behavior in existing (e.g., thermal) single porosity model, This appproach was
t=sted on isothermal water imbibtion. Second, ies were conducted to m\restigate
matrix-fraciure transfer flow with a fine-grid model of a single matrix blogk. Third, a
methed of easily mvodeling gas generation effects was developed and tested. Fourth, an
investgation of methods to calculate over- and underbarden heat losses was conducted,
And lastty, a new dual porasity therrnal simulation was developed and preliminary testing
conducted.

4.1 ANEW DUAL POROSITY SIMULATION APPROACH

In this section, the development of an accurate and cemputationally efficient
isothermal dual porosity simutator (UTDUAL) for natwrally fractured reservoirs and its
applications to modeling fluid flow in fractured reservoirs are described. This work
formed the basis for development of an efficient technigque for implementing dual
porosity effects into an existing single porosity simulator. hujfa_lemmtaﬁnn of this
approach i a thermal (steam} model 15 given m Section 4.4, This work can provide the
basis for others to implement dual porosity behavior into any existing thermal simulation
model.

In UTDUAL, the basic assumption of dual porosity maded is adopted, namely,
that fracture networks can be modeled by a contimous porous medium and matrix blocks
act moch like sources or sinks. The finite-difference equations for the fracture system are
treated implicitly and solved using Newton's method.

Three different options were developed for UTDUAL to model flow within
matrix blocks and mamixAracture transfer flow: (1) an IMPES methed, (2) diffusion
methods, and {3) resnlts from single matrix block studies. 1a the first two apticns, the
mamix blocks are discretized into subgrids to enhance pressure and saturation resolution.
The equations for matrix/fracture eransfer flow are formulated in such a way that they are
mathematically deconpled, and the resulting fracture equations are the same as for a
single porosity model except for explicit matrix source and/or sink terms for each fracture
gridblock. This option allows an existing single porosity model to easily be made into a
dual poresity code. The third option requires fine-grid simulation studies of a
representative matrix block under rotally immersed conditions, but with computation time
almost the same as for a single porosity system.

4.1.1 General Descriptions and Assumptions

This section presents a general description of the new dual porosity simulator
{UTDUAL) developed for naturally frac reservoirs including its capabilities and
limitations. Basic assumptions are also described.

UTDUAL can simulate oil recovery by fluid expangion, displacement, and
capillary/gravity imbibition mechanisms in namrally fractured reservoirs. Sotne tyﬂcal
field production problems whick can be handled by UTDUAL include pricary depletion,
pressute maintenance by water injection, ¢valuation of secondary recovery waterflooding,
and displacement aperations. The main irnprovements of UTDUAL over existing dual
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porosity simulators in the literature are the accuracy and efficiency of the matrix/fracture
transfer flow calculations, and the availability of three different options.

Technically, UTDUAL is a nultidimensional, isothermal, black oil, dual porosity
simulator., Therefore, all basic assumptions for black o1 simadators apply. Usually,
water 15 the wetting phase and oil is the nonwetting phase. Ofl and water are assumed to
be immiscible and they do not exchange mass. Furthenmor, it is assumad that Aoids are
at constant ternperaturs and in thermodynamic equilibrium throvghout the system.

In UTDUAL, fractured reservoirs are idealized as a set of discontinuous
parallelepipeds within a continuous fracture system. The fracture systom can be modeled
much like o single porosity reservoir. Since matnix blocks ars vsually smatl compared to
the fimite-difference gridblocks of the fracturg system, ¢ach fracture gridblock may
encompass & number of matrix blocks, Anrother asswmption is that the maitrix blocks in a
fracture grid can be modeled by a representative block. Therefore, the total
matrix/fracture transfer mte is the summation of contributions from ¢ach of these rpanix
bBlocks. Fipure 4.1 shows a schematic of the assnmptions of the dual porosity mode] and
the relationship bepween matrix blocks and fracmre gridblocks.

UTDUAL was developed on the VAX-6520 in the Dept. of Pemoleum
Engineering, With manor modifications it also rons on the Cray Y-MP/8 at the UT
System Center for High Performance Computing, The fracture part of the simmlator and
all PVT and rock property calculations are largely vectorized.

The following is a partial list of UTDUAL's capabilities:

(1)  Multiple sets of PVT and rock data are allowed within different reservoir regions,
However, at least two sets of data, one for matrixes and another for fractures, are
required.

(2)  Variable numbers of gridblocks, with sither point-centered or block-centered grid

distributions are allowsd. A radial flow option is also available for single well
studics.

(3  Constant time step size and automatic time step size selection are available.,

(4) Constant reservolr parametsrs, such as permeability and porosity, or distributions
of these parameters, can be choesen,

(3  Both compressibie and incompressible systems can be modeled,

(6)  Tabular relative permeability or fitted equations of relative permeability can be
used. Capillary pressure data is tabular.

(7)  PVT properties are tabular.

(&) Vatious well control schemes, such ag total oil production rate, total liquid
preduction, consiant injection rate, constant bettombole pressure production and
constant pressure injection, can be chosen.

(9 Matrix option ¢an be furned on and off to simmlate fracured and unfractured
reservoirs. Detailed formulations for some of these capabilities are covered in the
following sections,
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4.1.2 Fracture Equations and Solution Method
In this section, the implicit finite-difference fracture equations are describad,

imcluding the initial and boundary conditions. The Newton-Raphson method is used to
linearize these equations. For the convenience of following discussions, the transfer flow

rales, Tom-f, are treated much like source/sink terms.

14121 Implicit F Equai

The standard dual porosity flow equations for modeling naturally fractured
reservoirs in finite-difference form can be wrinen as

Fracture equations:

ﬂL[T-:uf‘:l'fﬁ Paf - Yer A D[}] - Tam£+ Qof = Vi a.{"‘ St @n
5.615At ° Bar

Matrix flow equations:

Tamg = Vk A 1¢m Som
56154t ' Bom (4.2)

where o denotes either oit or water phase, and other terms are defined in Chapter 1 and
the Nomenclature section, UTDUAL is currently for oil and water flow only. However,
inctusion of a gas phase flow equation is straightforward. Transenissibility for fractore-
fracture flow, Ty, is defined as

Totiejc = 0.001127 Satint2 R AV 8Zk, (4.38)
0.5(AX; + AXiu1)

for flow in the x-direction, where the mobility, dqriri/2, i

Matiorr = (] +(1- ) (EIEE"L (4.3b)

fivl

Similar texms can be defined in the y- and z-directions. The term gy is the upstream

weighting factor and is either one or zero depending on the flow direction of phase &. In
UTDUAL, only ons-point upsiream weighting is evaluated.

The first term on the left-hand side of Eq. 4.1 can be expanded to

ATA (p - yD) = &, Tydy {p-yx) + AyTyAy (p - YY) + A T4, (p- ve) (4.4}
where, for example,
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AT A (p- 72l =Thpan [Pk+l = Py - T+l {zx41 - Ik}l
+ Tz [Prt - P - Yoz (2 - =)

Similar expressions can be written for the x- and y-dirccdons. Figure 4.2 illustrates the
coordinate and node locations used in the three-dimensional formulation, Y.z is the
averape specific gravity between neighboring gridblocks

(45

+
Y = K 456)

A radial coordinate of system is also implemented in UTDUAL. This option is
useful for single well stodies. Fipure 4.3 illustrates a radial grid geomemy, Mormally,
smaller grid increments are necessary near the well in order to maintain uniform accuracy
(Aziz and Settari, 1979).

Inter-grid transmissibility is calculated by

= A
Taisip =20 "!'mz "i+1%"i A i1z

and the bulk volume of a grdblock 13;

Vii =% (- Az
whete,

(4.10)

Aziz and Settari (1979) provide detailed derivations of the above formulations,
11.2.2 Initial and Roundary Conditi

Initial conditions are set by specifying rwo independent variables (p.s and S at
each gridblock node throughout the solution domain {the reservoir) at time zero. Since it
is assumed that the reservoir is initially at static equilibrium throughout the domain, it is
only necessary to specify the oil-phase pressure at one elevation (datum) in the domain.
Values at other points are calculated from hydrostatics:

Pecie = P + oy, 7 - 2% (4.11)
where p? is the pressure specified at datum z°.




Initial water satration can be obtained by gravity and capillary pressure
equilibrinm:

Swik = P! {Pofx - Pur) {4.12)

In the case of zero capillary pressure in the fractore system, initial fluid segregation is
assurned.

No-flow boundary conditions for the mass conservation equations (Exq. 2.1) are
given by:

Reilig=0 (4.13)

For finite-difference squations (Eq. 4.1), the no-flow boundary conditions (Eq.
4,12} are impiemented by setting transmissibilities to 2ero.

4123 Solution Method
The linearization of Eq. 4.1 nsing the Newton-Raphson tnethod is described in
this section. Equation 4.1 can be expressed in terms of residuals:
R(X)=0 (4.14)
where X and R are arrays, and x;;, the ijkth gridblock in the X array has two componenis:

_ T Pot
xﬂ_[ Sot I (4.15)

and the corresponding residval Rix is a two-component vector:
. —| Ro ]
Rip = 4.16
* [ Ru i (4.16)
Raijk and Ruij are functions of por and Sgein gridblock ijk and the six sumounding blocks
{Fig. 4.2), and teke the following forms:
il -

Ro ijk = ﬁxT:ﬂ‘x {Puf Yo xf) + ﬂ].rTy'&y [pof Yo ft} + AzT:ﬁz [pnf “ Yo zt}

" 4.17
Voiie|{03,) _fos,)
" [( B, (‘B—:') ijk*qoin + 1 ms
Water:
Rwijk = A, TA, {ow' T xfl * A}rTyAy {ow' Yo yf} + ‘ﬁsz'ﬂ'z. {ow‘ L zt} (4.18)

n
¢3S, ¢ S,
;:k [( B, ) (ﬁ) :Lt “Gwijic + T s

79




Equation 4.14 can be linearlized using Newton-Raphson method. If X¢ is an
approximation to X'"4!, the approximation to AX = XHal. X jg

AX =- J1R (X5) (4.19)

where each element of the Yacobian J is a 2 x 2 submatrix:
Ry Ry

23Ry | PP 55

nooX; | 8Ry, oR,
aqu aswj

A summary the procedure for obtaining the sotuton at time t + At follows:

|

(13  Obrain an estimate of the solution X< at time ¢ + A.

(2)  Solve Eq. 4.19.

(3)  Update the solution vector X©«- X°+ AX,
4  Compute the new residual R(X*).

(5)  If the residual in Step 4 is sufficiently small, set X8 = X<, otherwise resolve Eq.
4.19 with the new value of X¢.

4.1.3 Special Topics
In this section, several special topics are described including well models,

aniomatic time step size selection, material balance calculation, solvers, and vertical
equilibrium capillary pressure curve.

4.1.3.1 Well Models

Welis in a fractured reservoir are assumed to be connected to the fracture system
only. Well models are used to set the source/sink terms to mimic actual well operations,
The relationship between flow rate, flowing bottombole pressure and gridblock pressure
can be ¢xpressed as

Gour = Pl Acg (Pt - Poac) 421)
where Pl is the productivity index for layer k and can be calculated by:

PI, = mﬂ,—fﬁz‘
{2} 5]

where 1, is determined by the method suggested by Peaceman (1983}
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where gridblock indices are bmitted for convenience. To use Eq. 4.23, a well is assumed
to be located at the center of the gridblock.

g

I, =0.28

(4.23)

A variety of well contro] schemes are implemented in UTDUAL, Details of all
these options are described in the next section, Similar formmuiations can be found in a
paper by Fanchi et af. (1982).

4132 i n
In these representations, rates are specified for producers and injectors. These can
be oil prodection rate or total liquid {oil plus water) production rates for producers, and
water Injection rates for injectors.
1-0i i ifi

Agsuming that a well is completed in K layers, the production rate of layer k can

be calculated by
Qok = Q0 Jﬂ@“— @.24)
Z [Pk

k=1
The water production rate for layer k is determined according to the mobility ratio:

qwk-qukiﬂ {4.23)
k

In this case, total mobility ratios are first corputed, followed by calculation of
flow rates for ¢ach layer:

il mobality ratio
ot = )‘f, ok 4.26)
=1 Aok + Ank
Water mobility ratio
A
CwT = —owk .27
k=1 Awk T Aok
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Baged on &t and &7, the total 0i] rate for a weli can be calculated by
Qo=—20L @ (4.28)
UaT + T

Once Q, is known, the oil and water production raes {Qax, Gwio) for each layer can be
determined by Eqs. 424 and 4.25

If a well is a water ingector, the water injection rate, Qg, must be specified. The
injection rate for cach layer is allocated as follows:

Qwk = %H—%[M*L 4.29)
2 [WIk (’La + lw}:]
k=1

it is important that the allocatien of injection fluids be based on tetal mobilities, and not
simply injected fluid mobility. This i3 necessary for the following reason. If an injector
is placed in a block where the relative pexmeability 1o the injected flvid is zero, then using
the injection fluid mobility wounld prohibit fiuid injection, even though a real well would
allow fluid injection into a block containing oil and irreducible water. To avoid these
unrealistic cases, the tntalmcbﬂlty of the block shoulkd be used. For most cases, the srror
in this method only persists for a few time steps. The mobale fluid satration in the block
will be doninated by the injected fluid afier these few steps (Fanchi ef af., 1982).

Case A-Bottombole Well Pressure Spegified
In this case, the source/sink terms in the fluid flow equations are:

9ex =PI G (07 - 0,0

PID = P, pft*! > pyy for a producer

PID = W1, p*! « p,; for a injector
Thus, the source/sink rms, Qqx, can be replaced by an implicit pressure tenmn.

L322 . Time Stcp Sclect

Tweo options for time step size centrol are implemented in UTDUAL: manuat and
antomatic time step size selections. Proper selection of time step size will ensure stability
of the solution and acceptable truncation errors. Manual selection during a simulation
s[:udu}i can be frustrating, particolarly when well rates change drastically during a
simulation run.




Since UTDUAL is an implicit simulator, theoretically it is unconditionally stable.

However, to ensure acceptable iruncation errors, the following algonithm is implemented
for the autornatic tme step size selecton (Aziz and Settari, 1979):

1.

Input maximum allowable pressure and sawration changes over 4 ime step: Apgy,
and ASj,.

Compute
ASBr = marf| A1y @319)
APfa; = ma| Aol | (4.31b)
Calculate Atnt1 ag
AL = minfAr,, At} (4.32)
where,
At, = At A5
ASLy,
and
Aty = Ao 2Blim.
APhax

After time step n + 1 is cornpleeed, calculate Ap2sl and ASEL. The step is
accepted if:

ASEtl <0, ASLL {4.23b)

where C; and C; are constants greater than one, Otherwise, calculate At” as:

At* = min{At,, At| (4.39)
where

A, = Aret DSim
]
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=A™ Apiim.
. Apd

Set Atn+1 10 At* and resolve the equations for time step n+1,

This algerithm will raintain pressure and saturation changes close to Aptm and
ASyim. but will not exceed Cy Apyin 01 Cy ASi.
4.1.3.3 Material Balance

In UTDUAL, two levels of material balance calculations are performed. The firse
level is differential material balance cal¢ulation. The volumes of 0il and water in place at
the beginning of a time step are compared to their respective values at the end of the time
step with injected and produced fluids. being taken into account. The percentage change
over the tinee step is calculated for cach phase. The sccond level is curnulative material

balance. This calculation compares the initial amount of oil and water to their respective
values at the end of the fim step, considering comulative production.

4.1.3.4 Solvers

In UTDUAL, the lingar system of equations (Eq. 4.19) can be solved by one of
two golvers: an iterative, the bi-conjugate gradient method by Oppe ef @l (1988), or a
direct symbolic factorization of Gaussian Elitnination by Cotner {1990), Details of this
method can be found in Woo ef 21 (1973).

4.1.3.5 Vet i

Laberatory reck capillary pressare (Po) curves reflect the relationship between
capillary pressure and satumtion at 4 point (e.g. the gridblock center). The vertical
¢quilibrivm (VE} (1971) curve relates P at the point to the average saturation over the
entire gridblock height encompassing the peint. The VE capillary pressure curve can be
ohlamed be integrating the laboratory cutve over a capillary pressure increment equal to

reduct of block height times watex-oil density difference. Thus each gridblock has a
mf t VE capillary pressure curve, and the curve changes with time reflecting changes
in fluid densities.

Coats (1989) and Coats er @/, {(1971) have axtensively studied the effects that VE
capillary pressure curves have on initialization and simulation results. In the
equilibration of reserveirs having indial water-oil contacts, the VE capillary pressure
curves give the exactly correct mnitial volumes in places while wse of rock capillary
pressure curves result in errers in these quantities which increase with the rano of block
thickness to transition zone thickness increases. Under dynamic conditions, the VE
capillary pressure curves reflect the underlying equilibriom state without assuming that
the dynamic fluid distribution is segregated, or, in any sense, in equilibrium {(coats, 1989),

In the dual porosity case, the capillary pressure is usually assumed to be zero in
fractures, The VE capillary pressure for each fracture pridblock ¢an easily be derived.

Fluid potentials for the oil and water phases are defined as

Por=Por- 2T (4.35a)
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Do =Dur~ 2%, (4.35b)
Since potentials are equal at equilibrium, differentiating Eq. 4.35 with respect to z fives

dP,
ﬁi + {"irw - ?u} =0 {4.36a)

The integration of Eq. 4.36a over gndbleck thackness, assaming fluid segregation, gives
the VE capillary pressure:

Fo=(1-28,0, -1} (4.36b)

This fracture VE capillary pressure curve is used for equilibration and interblock flow
and plays ne role in matrix/fracture transfer calculations.

4.1.4 Decoupling Method

In this section, a mathematical method for decoupling the fracture equation from
the matrix equation is described using single-phase flow as an example. This nurnerical
technique was first used by Douglas et 2/, (1989) to simulate two-phase, incompressible
fluid flow in a dual porogity system.  This formulation requires that the matrix flow
equation in finite-difference form be linear over a time step. To demonstrate the con
the following assomptions are made for the single phase finite-difference equations: (1)
diffusivities are constant, and (b) the gravity is negligible. With thesa assumptions, the
finite-difference equations for a slightly compressible, single-phase dwal porosity model
are

Fractore equation:

amapt 0Bk *:‘]‘ Yo Ape+ tms

At (4.38)
Mamix equarion for each fracture gnid:

ATaApS! loncl, L;:]"’ Vf:l AP 439

with a pressure continuity boundary condition:
it = pp! (4.40)

The transfer flow term, T, ,, is calculated as

M,
Tot=NM 2, Tog (5 - pptl)
J=] {4.41)
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where NM is the total number of matrix blocks within a fracure gridblock, and Iy, is the
number of matrix grids whick have surfaces exposed to fractures. The T, are the
transrnissibilities depending on the matnix subgrid geometry. T, is not pressure-
dependent in this case,

One obvious way to solve Eqs. 4.38 and 4.39 coupled by Eq. 4.41 is 10 solve them
simuitaneously. This approach may require large computer resources, especially for
multiphase flow problems. Alternatively, the mawrix equation can be decoupled from the

fracture equation by recognizing that Eq. 4.39 is linear in p'“l. Equation 4.39 can be
solved by finding a particular solution withoot satisfying of | Eq. 440, and then adding a

solution to the problem not containing the term pf*!, but satisfying the boundary
conditions. Therefore, the mawrix equations can be solved by the Tollowing two steps.

. 1 .
First, solve for pi*' from:

AToag OB '1:‘}"' %‘ A w2

with boundary condition given by:
s =pf 4.43)

and then solve for iy satisfying:

ﬂTmﬁ'ﬁ&H =[¢ l-;mq)m Eﬁﬁﬂ

{4.44)
with boundary condition:
P& = 1 at boundary (4.45)

Bath of these problems can be solved without knowing P?“. Cleatly, we have

part =t +{op! - pp) ! (4.46)

Ttis simple to show that the solutions of Eqs. 4.42 and 4.44 with Eq. 4.46 satisfy Eqs.

4.39 and 4.40. However, p™*! cannot be obtained without knowing p2*! from the fractare
eguations.

In terms of B°*1 and B, the matrix/fracture transfer rates (Eq. 4.41) can be
exprossed as

N,
T = NM 21 Tors [P (57 - 1)+ 0 - P20 (4.47)
i=




For time level n+1, the only unknowa in Eq. 4.47 isp™*!. Substituting this into the
fracture equation (Eq. 4.38) results in a fracture equation with fracture vnknowns only,
which can be solved implicitly. In summary, solving the coupled fracture and matrix
equations ¢an be done by solving two stnall systems (Eqs. 4.42 and 4.44) once. Equation
4.38 can then be solved with Eq, 4.47 without knowing the matrix pressures at the new
time level. After the fraciure pressures are known, the matix pressures can be u
according to Eq. 4.46. As noted, the key to vhis decoupling approach is that the matrix
equations are linear over a time step. The fracture equations, however, de not necessarily
have to be linear. If the fracihre eguation is nonlinear, iterations are required.

4.L.5 IMPES Formulation for Matrix Blocks

In this section, the first of the three options of matrix/fracture transfer flow
calculations is described. This method involves the subgridding of matrix blocks and
solving the resulting finite-difference equations using an IMPES method. The equations
are first derived in terms of fiow potentials following the formulatons used in BOAST
gimulation mode} (Fanchi er ai., 1982) since in this formulation no iterations are required

to solve the pressure equations. A subgrid system is described followed by a derivation
of the finite-difference equations. The decoupled equations are also described.

L 1.5.1_Fluid Flow Equat

The two-phase flow equations in terms of flow potentials can be written for each
phase as

V. Ay VPl = %(4. 51] {4.48)
Bﬂ m
where the phase potentials are defined as

Pun = Pam ~ Yam 2 4.49)

No source or sink terms are included in the above equations since wells are assurned to be
connected only to the fracture system.

The derivation of the finite-difference squation for this IMPES formulation
follows Fanchi et al. (1982). The right-hand sides of Eq. 4.48 can be expanded for each
phase as:

S _L_a op ¢, 05,
% ['1’ ) !"’ ]T) [ 3o Bodpe| ot By ot (.50}
Multiplying the oil equation by B, and adding the water equation multiplied by B, yrelds

Bona (053] +Bungr (0 S2) =6 cuBem @51

where ¢, is the totad compressibility defined as

Cim = S-:M:rl Com "'Swm Cwr: FCpn (dSZJ
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In Eq. 4.52, ¢, Cw, amd c; are the oil, water, and rock compressibilities, respectively, and
are defined as follows:

Coy ™ _L_mn (4.53
ﬁm dpu-m ]
and
=1 nm 4
- T (4.53¢c)

Finally, the final ¢quation ¢an be derived by multiplying Eq. 4.48 for ¢il by B, and
adding Bq. 4.48 for water multiplied by B,:

Bom V- [Aom Vum) + Bun V. [ (Vo - Vhcommn] = (e 228 (454)

where @yum accounts for the interplay of capillary pressure and gravitationa! forces, and
s given by

lwvcn:ll'l.l«'l'l'l = mem + ﬁ’wm - Tum] Zm {4-55]
and
= Sm
Fe ! - Yom Zm Com (4.36)

The initial condition for matrix blocks is simply uniform phase potentials
thrt?i]ili%tll‘?m Initial saturations are determined according to gravity/capillary pressure
= Wi,

The boundary condition for matrix blocks is continuity of flow potentials between
matrix blocks and fractures:

Doy = Peg {4.57)
which also leads to capillary potential continuity:

Before deriving the fintte-difference equations for matrix blocks, the subgnd
system will be deseribed. In the discussion of the decoupling method (section 4.4), there
are no specific requirements as to how matrix blocks are discretized. In fact, the only
requirement is that the matrix equations be linear over a time siep.

We adopted Beckner ef al. (1991) approach to discretize parallelepiped matrix
blocks inte rectangular rings and layers as shown in Fig. 4.4. The lateral subgrid system
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1§ similat to the MINC (multipls interacting continva) approach (Pruess and Narasimhan,
1985; Wu and Pruess, 1986), In the vertical direction, matrix blocks are sliced into
layers. In the lateral divection, the moded partitions a matrix block into subgrids in such 2
way that interfaces betwesn volume elements in the block are parallel to the nearest
fracture. This choice of gridding asswmes that the equipotential surfaces are
characterized by having a constant diseance from the nearest fracture. This subgrid model
in the lateral direction is adequate for modeling uniform boundary problems, which is
notmally the case in 4 fracture gridblock, Subgrids in the vertical direction are designed
to model gravitational effects. This agg:ach also models fluid segregation in
surrounding fractures by imposing differsnt boundary conditions at different elevations,
Therefore, a three-dimensional problem is modeled by a two-dimensional problem to
reduce computer resoorces while at the same time maintaining adequate accuracy.

53 FiniteDiff Eauas

The basic assumptions are those of a standard IMPES model (Chen, 1993).
However, in this formmlation, itetations are oot required since all coefficients are
evidnated at the old dme level, Using the sub-grid system described above, detailed
Falilsmissibility ¢alculations, especially thoss telated o geometry, are described as
ollows,

The discretized matrix equations ¢an be written as:

[[Bo ATH, + By ATRL J, A% Ly + {Bo ATV, + By ATV, 205 | 59
= Chn i + (0 el —2E— A
bk + 19 e seisar

THy and TV x are the horizontal and vertical transmissibilities, respectively. For flow
between matrix subgrids. one-point upstream weighting is used:

R R o I

For flow between the matrix block surfaces and fractures, the transmissibilities are
defined by

THuca= SuTHae(nia[B)  +l1-onafemtend g6

where TH, ¢ is the geometrical part of the transmissibility. The modification by Sy is
for the partial coverage of a matrix by water in the fracture (Thomas ef al., 1983). tom g
is che upstrearn weighting factor, g is equal to ene for flow from mairix to fractaee,

and normal mamix mobility is used. .5 is equal to zero for flow from fracture to
matix, and relative permeability is evaluated at Spyg. In the vertical direction, the
transmissibilities TV g are calcutlated similarly.

_ The first term on the right-hand side of Eq. 4.39, Cowm, is due to capillarity and
gravity:
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Cowen = |Bo ATH, ADuow + By ATV, Ao (4.62)

The boundary conditions for Eq. 4.5% can be obtained by requiring matrix/fracture
potential continuity along the matrix sutfaces;

o =y 4.63)

where @7 is the fracture potential. Since fluid equilibrium is assumed witkin a fracture
gridblock, fracture potentials are constant along the matrix swrfaces. This is another
reason why the matrix equations are expressed m terms of potentials rather than
PICS5UICS.

Cuce the potentials for matrix subgrids are known, water and oil saturations for
each subgrid can be calculated according to the following equations:

Water saturation:

1
Vom jk ¢ B ¢ mt+l
m[[ﬁ st (] s {[amwmw,, a0l (469
CHl saturation;
Sk =1-Sat i (4.65)

The mawix/fracture fluid wansfer rates can be computed from:

Tm-foe = NMZ T¥mia ;lﬂlmm ojt - ® H)
j=1

N,
i n+l

+ N'ME TVt 1) Mut 112 e &M - Tait '
= (4.66)

+ NM%b TH,, fuN,..,HfIk{‘:'anmk d +I}

k=1

where NM is number of matrix blocks in a fracture grnidblock, and Ngyp and Mgy, arc the
number of subgrids in the lateral and vertical directions, respectively. The first term en
the right-hand side of Eq. 4.66 represents the swmnation of matrix/fracture flow through
the top face of a block. Similarly, the second term is the summation of matrix/fracture
flows through the bottom faces, and the last term is for the four vertical faces of each

layer.

4.1.5. ical P f
Ag discussed, the subgnd geometry reduces a three-dimensional problem to a

two-fimensional problem (see Fig. 4.4}, Therefore, the formulations for the lateral
transmissibilities are different from those for the vertical direction. The internal subgrid




transmissibilities within the matrix blocks are slightly different from those between
matrix subgrids and fractures.

Figures 4.5 and 4.6 show the snbgrid indices and dimensions for the laterat and
vertical directions, respectively, In UTDUAL, the input data required are the mnatrix
block dimensions (Lx. Ly, and L3}, the number of subgrids in the lateral and vertical
directions (Ngyb and Mgyp). and volume fraction (f;) of each sobgrid in the lateral
direction.

The volame fraction, fx., for the jth ring and kth layer is defined by
fy = Ey%zﬂ j=1, o Neub @.67)
m

where Vi, is the bulk volume of the matrix block. We have:

Nav
Y fp=1k=1,.., Mg (4.68)
j=1

From Eqs. 4.67 and 4.68, the dimenszions for each subgrid can be computed by

j 172
Lo setie = Le i fie | k=1,..,Map (4.69a)
~
and
J 112
Lyjum=Ly | 2 fix| k=1, Mewp (4.69b)
i=1

The geometrical part of the transmissibilines for subgnd jk in the lateral direction can be
calculated as:

Kxj Lo by Kosen
TH.yx = 8 x 0.001127 (Lﬁ"h‘ XpIk 4,704
P Lipx-Lix  Lyjenc-Lyg @700
For the innermost subgrid:
_ L1z b Kum | Loagox by Ky
THyp =4 x 0.001127 4.71b
=8 X ‘ Loz Ly | ¢ )

For the cutmost subgrid, Ny, (8.2, between the matrix subgrid and fractures):

_ b Kok Lotk Tie KyNo i
Thu, =8 x0.001127 [t LoD {4.11c)

in which fracture aparure is assumed negligible.
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The geometrical part of the internal subgrid transmissibilities in the vertical
direcdon are relatively simple (Fig. 4.6):

TV =0.001127 25 Lt‘::?f’;’:*‘“ @2
For top and bottom subgrids, the transmissibilities are:
TVjz =0.001127 21 L“:'k“‘“” (4.72b)
and
TVt = 0.001127 24 L"h'll Ky M @72

#hgain, in Eqs. 4.72a and 4.72b, fracture aperture is assumed to be negligible compared to

4.1.5.5 Decoupled Equations
Equation 4.5%9 can be rewritten in the form of a linear systermn of equations:
TTjx ‘b;ljk-l + Tl 'b::nlj-ll: +TCi 'i':a;lju + TOgk ‘I';lj-v-lk + By *:;ljm

- Vb 7 mml i ‘I’:m
o +(¢ ﬂcEk 5.615 At ( e ﬁ) {4.73)

whare
TC=-TI-TT-TB - TO (4.74)
The transmissibilities, TI, TT, TB, and TO, can be computed by

TTik = Bomjx TVs je1/2 + Bamst TVik1i2 | (4.758)
TBjx =Bomjk TVoikan + Bumx TVa k120 (4.73b)
Thy = Bln i THg .y + B 3 THY, i 4.15¢)
TOg =Bl THY o +B% o TH @754

Since the coefficients in Eq. 4.73 are treated explicitly, the decoupling idea
discussed in Section 4.4 can be applied w solve for the matrix variables. The following
two systems of equations can be solved independent of the fracture potential or
saturations at the new time level:




—n+l —n+l ~n+l —n+l —ntl
TTk Pomik-i + Thik Pom j-1x + TCjie Pom jic + TO) Pom j+ 1k + TBjk Pom jkl (4.76)

+1

V ,
= Cllow+ 19 Cerk —'“"-""—E'Sm ik - Pom jkl
5.615 At

with boundary conditions
Do ik = B = Neups k = 10s Moz A1
J= 1L Nayp, k=1, Mo
and

+1

~ntl ~n+l i+l ~n+l ~n
TTx Pom k-1 + Thix Pom .1 + TCjk Pom je + TOx Lom jir1ic + TBjx Pom jr+

e Vet (5t (4.78)
Koeisac K
with
Eﬁﬁ = 1j =Ny, kK= 1,.... My,
i=1, Ny, k = 1, Mags 479

Ongce the fracture potentials are known, the matrix potential for ¢ach subgrid can be
updated by:

1 Tutl L ~n+l
A = Dopy + @l - @l @y {4.80)

n+i

This is hoe the matrix potential, S, is related o the fracture potential, S0 .
Substituting Eq. 4.80 inte 4.66, we amrive at equations for the matrix/ffracture transfer
rafes (s o) With only fracture unknowns.

4.1.6 Formulation for Matrix Subgrids Using Diffusion Equation

In this section, the second of the three options of matrix/fracture transfer flow
calculations is described. This approach involves numerically solving the capillary
diffusion equation for matrix blocks. The subgrid system for the ES method (Section
4.5) is also adopted here. The major issue is to implerment physically correct boundary
conditions for the matix blocks. Partial immersion of matrix blocks is taken into account
by modifying the diffusion coefficient at matrix/fracture interfaces.

4.1.0.1 Generad Formulation

The capillary diffusion equaton in finite-difference formn using the subgrid system
shown in Fig. 4.4 can be easily derived as




TTy S g1 + Thic Siin ik + TCk St ik + TOx Sima jo1k + TBig S s @4.81)
o Varbijk fone1  _gn

= S = S
5.615 At (S5~ St )

where TC is the summation of TT, TI, TG, and TB. Calculation of these cosfficients is
fairly straightforward, for example, TT can be compated by

TTjk = TV122 D(Swmlx12 (4.82)

The remaining coefficients, T1, TO, TB, ¢an be calculated similarly. The geometrical
parts of the transmissibilities are exactly the same as those given by Egs. 4.70 through
4.72. In Eq. 4.82, D(8 )12 is computed by

_ kmmE—lﬂ dP,
D{Swmkk-112 = i fw k172 [ﬁ] i (4.83)

To evaluate D(S -1/2, one-point upstream weighted relative permeability is used.
Since fluid potential is not solved for, capillary pressure is used instead to determine the
upstream weighting.

The initial condition for mawrix blocks is fairly simple. If a matrix subgrid is

below the oil-water contact, the subgrid has a water saturation of ene. For those subgrids
above the oil-water contact, the water samration is distributed according to capillary

pressure.
The physically ¢omrect bonndary condition for matrix blocks is potential

continuity, which results in water saturation equal to 1 - Soe { = 8,1) at the matrix/fracture
interface if no capillanity is assumed for fractures:

Smjk_ = Swm]j = Ngub,k = ].pu‘ Msuh

3 =1, Naup, k=1, Mg (4.84)

To take the partial immersion of matrix blocks into account, the diffusion coefficient at
matrix block swrfaces is modified by Sef:

Dt = Swr i D{Swmic (4.85)
where 5o = Sy if no fluid segregation is assumed in the fractures. Details of the S,ac
calculations due to fluid segregation in fractures will be given later in this section.
Verification of the modified diffusion coefficient will be described in Section 410, where
the resules of modeling an ideal fractured reserveir are described.

Matrixffracture transfer flow rates can be computed by:
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Swind = Swmil

N
Twm-f F NM S“‘ﬂE qsmhlﬂ h]f’z

=

Mz
g .
+ NM Suraar, DiSumlbpustpy o St
= o2
{4.86)

M 3! kDS S St
k=}

The three terms on the right-hand side of Eq. 4.86 are for marrix/fracture transfer flow
through top, bottom, and vertical faces, rc.:ﬁcctivcl}'. Specifics about the implicitness of
the diffusion coefficients are presented in the following two sections.

4.1.6.2. Expligit Diffusion Cocffici
The casiest way to solve Eq. 4.81 with boundary conditions given by Eq. 4.84 is

to evaluate D{Sm) at the old time level, Subsequently, we have a hincar system of

aquatiens with (N, % Myy,) unknowns, which can be selved easily. Ne iterations are

necessary if S.¢ at the old time level is used in the D{8,pin.¢ calculations, Otherwise,
iterations are requirsd.

In order to ensure stability, this option of solving diffusion equation require
somewhat smaller time step sizes compared to those of the implicit methed described
below,

4.1.6. iCT

A more stable approach is to implicitly solve Eq. 4.81 using the Newton-Raphson
method. Equation 4.81 can be rewritten in terms of rfﬁdua]s:

R(Sow) =0 (4.87)

where R and S, are ammays with N, X My, elements. Applying the Newton-Raphson
method to Eq. 4.87, we have the following linear system of equations:

Jf'_‘swm =J'1 R{s'ﬁm] {(4.88)
where J ig the Jacobian matrix. Each slement of J is evaluated as:
. _ORi
k= aSwmj (4.89)

Since the number of subgrids used for matrix blocks is nsnally small to moderate,
a direct solver is preferzed to solve Eq. 4.88.
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{164 Graviiational Bff

Compared to capillary pressure, the gravitational effects are normally smalt in a
oil/water conntercurrent imbibition process (Chen, 1993). However, gravity has a rger
effect on the fluid segregation within fractures, which consequently affects the oil/water
imbibition through the boandaty conditons.

The first eption in UTDUAL is to assume that il and water in the fracture system
are dispersed and that there is no sharp fluid interface within the fracture gidd. Therefore,
all surface subgrids experience the same imbibition process, and only one value of
fracture water saturation is needed in Eqs. 4.35 and 4.86.

The second option is that fluid segregation is assumed to occur in the fracture
systern and that there exists a sharp fluid interface within the fracture. To implement this
option, we first calculate the oil-water contact in a fracture gridblock:

biwoe = Swi L {4.90)

The water saturation in a fracture at an elevation corresponding to a matrix subgrid can be
determined by:

1 L-3h > bes
j=1

St = (4.91)

0 Lz‘ihj{hm

=

With this option, surface subgrids in the vertical direction experience a different
imhibition processes, and imbibition takes place only in those subgrids below the oil-
water contact.

4.1.7 Results from Single Matrix Block Studies

In UTDUAL, the third option of calculating matrix/frac ture transfer flow is to
incorporate the results from single matrix block stdies. The motivaton to this approach
is that any single porosity simulator can easily be modified to model a dual poresity
system, and very accurate results (analytical or numerical) can be obtained from single
matrix block studies. Details of this option are described in this section.

In Chapter 3, the average water imbibition into a matrix block under totally
imimersed condition is analyzed in terms of elapsed time. Two flow periods are identified
o characterize the imbibition process. To incorporate these Aow characieristics into
UTDUAL. the average water imbibition rate is instead expressed in terms of average
water satoration in the mamix block:

Uy . f = ﬂswm nre} (4.92)
To account for the partial immersion of a matrix block, emf is corrected by Sug
Twmd = NM Am-f Swf f[swm ave] '(433}

where A,.¢is the sotal surface aren of a matrix block exposed to fracture flow,
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Additional flow rate due to comprassibility can be calculated by assuming that the
matrix pressure changes at the same rate as that in the fracture. In other words,
instantanezons presswre equilibrium between matrix blocks and fracture is assumed. Dutra
and Aziz (19%1) calculated the time required to reach pressore equilibrivm to be less than
a minute for a mattix block with dimension of 10 ft, compressibility of 10-3 psi-L, porosity
of 0.30, permeability of 10 md, and fluid viscosity of 1.0 cp. For most simulation
purposes, this can be considered instantaneous.

4.1.8 Model Verification

In this section, several test cases are shown to verify the mathematical
formulations derived earlier in this chapter, These cases are also used to ensure the
correctness of coding. The first case is the Buckley-Leverrett (1942) problem. This case
is 1o ensure the accuracy of the single poresity of UTDUAL. For a single phase
problem, the resules of UTDUAL are cumparecra“lritth Warren and Root's (1963} analytical
solution in which pseudosteady-state matrix/fracture transfer flow is assumed. The pew
transient solution developed in Appendix D is also used to test UTDUAL for the
sccuracy of the subgrid geometry for transient flow in matrix blocks.

4 1.8.1 Sinsle Porosity Waterfloodi

Without capillary pressure, the one-dirnensional incompressible waterflooding
case is the well-known Buckley-Leverrett (1942) problem. To simulate this problerm,
only the fracture system of UTDUAL is used. Table 4.1 lists the input data for the
simulation ron. Figure 4.7a shows the tmactional flow carve and its derivative with
respect to water satorafion vsed to generate the analytical solution. The comparison
between the Buckley-Leverrett solution and the simolation results is shown in Fig. 4.7b
for dimensionless time equal to 0.1 and 0.175. Using 500 gridblocks, the simulation
results match the analytical solution well except at the displacement front, where
numerical smearing occurs.

4082 Warren and Root {1963) Solution

Warren and Root (1963) wers first to introduce the dual porosity model to the oil
industry. All subsequent models (Gringarten, 1982; Kazemi &t al., 1976) for both
pressure wansient anatyses and simulation have been modifications of this model. In
Warren and Root's mod<l, fluid flow between matrix blocks and fractures is treated by a
pseudosteady-state model. A detailed derivation of this analytical solution is given i

Chen (1993). In additional to permeability and skin, two parameters defined by Warren
and Root 1 characterize transient flow in & dual porosity reservoir are called the

storativity ratio () and interporesity parameter (A) defined by

o, l0ck (4.94)

{pch+(ock

and

=g %{n %, 4.9%)




where r,, is the wellbore radius. According to Eq. 4.94, & equal to one represents that
single porosity reservoir with otily fracture properties, and zero with only matrix
properties. The value of A is usualiy very small becanse k is usually seversl orders of

magnitude smaller than ks Both @ and A have large effect on the performance of a dual
porosity reservoir, Figure 4.8 shows a typical #:ssm drawdown curve of Warren and
Root's (1963) madel in dimensionless space. skin factor and wetlbore storage are set,
te zero. As shown in Fig. 4,10, the two parallel straight lines represent the early and late
time behavior of a dual porosity system, During the early flow period, only fractures
affect reservoir behavior, while conmibutions from the matrix hblocks are minimal.  Afier
a transition time, the reservoir again behaves as a single porosity reservoir with wtal
system properties.

Table 4.2 lists the variables used in Warren and Root's pressure buildup studies.
To obtain proper parameters for simulation rens, the following assmnptions are made: the
matrix blocks and fracture have equal compressibilities (¢, = ¢p), and the marix blocks

have dimensions of 10 x 10 x 10 fi3. Based on these assumptions, calculated matrix and

fracture porosities are listed in Table 4.3. The shape factor, G, is calculated according to
Eq. 2.10 to be 0.12 ft-2 and the matrix permeability is 0.0167 md from Eq. 4.95.

Figure 4,10 shows a comparison between Warten and Root's solution and the
results of UTDUAL with the radial flow option. Mo matrix subgridding was used in
order to mimic Warren and Root's model. As shown, excellent agreernent is reached for
storativity ratios ranging from 0 to 1. The agreement between the analytical and

numerical solutions for the case of @ = 1 further proves the accuracy of the single
porosity part of the simulator.

1183 New Analviical Solut

It has long been kmown (( in‘r:garmn, 1982) that Warren and Root's {1963) model
is not capable of modeling transient flow within matrix blocks. Gringarten {Gringarnten,
1982} sunumarized some of the analytcal solations which account for transient matrix
flow within gne-dimensional and spherical matrix blocks. A general form of the
analytcal soluticn for a dual porosity model with matrix blocks of any geometry is
denived in Chen (1993), This solution reduces to Wasren and Root’s model if their
assumptions are made. It can easily be proven that the solution also reduces to those of
Gringarten {1982} for the same matrix geometries.

The avmaﬁpmsure in matrix blocks is first expressed in terms of a convolution
integral between the solution of the diffusivity equation for matrix blocks with unit
boundary condition and rate of the pressure change in the fractures. The diffusivity
equation for a slightly conmpressible for the fracture system is then solved using Laplace
transform. The solution is expressed in the general form for two different cases: infinite
and finite reservoirs with no-flow or constant outer pressure boundary conditions.
Stehfest's (1970) algorithm is wsed to convert the solution in Laplace space to real time.

In the case of square matrix blocks, the diffusivity equation for a matrix block
with unit boundary condition is solved using separation of variables (Chen, 1993).
Coupling with the general solution of the fracture equation results in a solution for an

infinite reservoir with no wellbore storage and skin effects. Figures 4,104 and 4.10b (L =
103 and 10-6) show comparisons of the dimensionless pressure drawdown between
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Warren and Root's inodel and those with mansient flow in square matrix blocks. The

curves berween o » () and @ = 6.001 are not distingnishable because in those cases
fracture storativity is extremely small and matrix transient flow dominates the early time
flow period. The long transition flow period dominates the pressure drawdown curve.
After a transition flow peried, the reservoir behaves as a homogeneous system with the

total reservoir property [( cowm.s]. The pressure derivative curves shown in Fig. 4.10c
also support these observations.

Figure 4.11 compares the analytical solution with transient flow in matrix blocks
and the results frorn UTDUAL. In the UTDUAL muns, the properties listed in Tables 4.2
and 4.3 are vsed. To mode] transient flow in matrix blocks, eight matrix subgrids are
used. As shown in Fig. 4.11, excellent agreement between the analytical solution and
that of UTDUAL is achieved. The smaidl difference at small homner time is due to finite
time step and gridblock sizes. However, these differences disappear after a very short
period of time.

4 i m jv

UTDUAL is also applied to the Society of Petroleum Engineers (SPE)
Comparative Solution Project for the simulation of a2 natrally fractured reservoir, and for
the case of waterflooding. This is a five-layer cross-sectional problem with 10 horizontal
grids and o wells (one prodncer and one injector). The basic rock and flunid data are
given in Firgozabadi and Thomas (1989).

Figure 4.12 shows a comparison of the results of UTDUAL and those of
sirnulation of the participating companies. In this case, no matrix subgrid is used becanse
the majority of the simmlators usad by the Panicipmin cmgm:ies did not have this
option. As shown in Fig. 4.12, UTDUAL's resolts fall within the band of the SPE results
except for a small discrepancy at late time.

418 iSO1 Wi igl Sgnulator, VEIP-

VIP-DUAL is a black oil, dual porosity mode] by Westermn Atlas. The 2|:\l‘0|'.'ll¢l'fl
tested was Kazemi er af.”s (1976) quarter of five-spot reservoir (Section 4.10.2). Since
VIP does not allow matriz subgridding, only no matrix sabgridding is used in UTDUAL
runs. Figures 3.13a to 3.13c show the comparisons of producing water-oil ratio and water
saturation profiles (for both matrix and fracture) among three models. As expected,
results are identical,

4.1.9 Simulation Studies of an Ideal Fractured Reservoir

Iny this section, the resulis of simulation smdies of an ideal fraciured reservoir are
ptesented. The ideal fractured reservoir is confignred in such a way that the properties of
individual fractares are known. Two different methods are used in the simulation studies.
The first method nsed is the IMPES mode] developed for single matrix block smdies to
conduct fine-grid simulations by discretizing both the fractures and matrix blocks. This
study also serves as & comparison standard for verifying the dual porosity concept for
modeling fractured reservoirs. The second methed 1s to model the same ressrvoir using
UTDUAL. Sensitvity studies describing the effects of different paramaters have on
fractured reservoir are also presensed.
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3.1 Problem Descrit

Figure 4.14 shows the configuration of the ideal fractured reservoir, in which two
sets of fractures with known properties are orthogonal. This resembles a quarter five-spot
reservoir with two wells (one injector and one producer).

Maurix blocks are assumed to be uniform throughout the whole reservoir and have

dimensions of 10 % 10 x 10 ft. The fracture capillary pressure is assmned to be zero, and
the relative permeability curves are straight lines with zero residuals. Other reservoir data
are listed in Table 4.4. All data are adopted from Beckner of of. (1988) except for the
fracture perrneability and reservoir size.

Iy this reservoir, 97.4% of the pore volwne is in the matrix, typical of a fractured
reservair. The system is assumed to be incompressible. Therefore, the main oil recovery
mechanism is countercurrent imbibition. Since the reservoir size is fairly small, the
injection rate is set to (.25 STB/D. Constant bottomhole pressure equal to the initial
pressure is assigned to the production well.

11,02 Fine-Grid Simulation Resul

The reservorr is first simwlated nsing a single porosity model by discretizing both
the fractures and matrix blocks (so-called fine-grid single porosity simulation). The
IMFES mexdel developed for single matrix block studies is wsed for this . This
sitnulation serves as a comparison standard for dual porosity results since all recov
mechanisms are taken into account. However the rnajor disadvantage of this simulation
approach is the amount of detail required, as well as a large cost in computer time.

In all finc-grid simulatien runs, the fractures are only discretized in the
longitudinal direction while matrix blocks are discretized into a two-dimensional grid
system. Figure 4.13 illustrates a typical grid arrangement in which each matrix block is

discretized into 3 x 3 grids.

To ensure accuracy, grid refinement studies are first conducted. The simulation

result (il recovery) is shown in Fig. 4.16 for marix grids ranging from I x 1 107 % 7.
The total number of grids used for the reservoir ranges from 121 1o 1681, As shown in
these figures, there is significant improvement from 121 grids to 441 grids while only
small changes occur in the oil recovery between 441 and 1681 grids.

The case with a 1 x 1 matrix grid corresponds te a conventional dual porosity
model with no matrix subgridding. Oil recovery and water cut are shown in Figs. 4.17a
and 4.17b for matrix permeabilities ranging from 0.02 o 20 md. These figures
demonstrate the effect that marrix permeability has on oil recovery and water
breakthrough time of a fractured resesvoir. These results are also used for comparing
results with the doal porosity (UTTDUAL) runs.

1.1.9.3 Dual Porosity Studi

The same reservoir as in the previous section with identical matrix subgridding is
simulated nsing UTDUAL. The equivalent permeability (kg, see Table 4.4} for the
fracae system is calowlated using Parsons’ {1966) formulation, and an equivalent

porosity (¢ is computed by dividing the fracture pore velume by the reservoir bulk
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volume, No modification of matrix block propertics was made. In all runs, 5 % 5 fracture
grids are used to ensure that each gridblock encompasses at least one matrix block, All
three aptions of calculating matrix/fracture transfer flow are used.

IMPES Option

The IMPES method option to calculare mamrix/fractore flow is first used to model
the ideal fractured reservoir.

For the case of one matrix subgrid, UTDUAL reduces to a conventional dual
porosity model. Figures 4.18a and 4. 18t show comparisons of oil recovery and water cut
from runs made wsing UTDUAL vs. fine-grid single porosity sithulations for matrix
permeabilides ranging from 0.02 10 20.0 md. The water saturation profiles along a line
berween the production well and the ingection well are shown in Figs. 4.18c and 4.18d.
As shown in these figures, excellent agreement between the two approaches is obtained.

Similar results are shown in Figs. 4.19a to 4.20b for runs corresponding to with 3 x 3 and

7 > 7 matrix grids in fine-grid simulations, respectively. Again, excellent agreement is
achieved between runs by UTDUAL and fine-grid ones for the same level of accuracy.

Diffsision Mgrhods

UTDUAL with the diffusion equation option is also used to modet the ideal
fractured reservoir. Figures 4.21a and 4.21b show comparisons between results of the
IMPES option and the diffusion equation option, for cascs with one and four matrix
subgrids. Again, the case with one matrix subgrid corresponds to a standard dual
porosity model. The case with four subgrids produces more accurate results. As shown
1n these figures, excellent agresment is obtained.

If saturation continuity between matrix blocks and fractures is vsed as the matrix
boundary conditions, considerable differences in oil recovery and water cut are
introdaced as shown in Figs. 4.22a through 4.23b for different numbers of matrix
subgrids. With this method, the water relative permeability at the matrix/fracture
interface is equal to Syr which is considerably smaller than kem 8t Somr at carly time.,
Coasequently, water imbibition rates into the matrix blocks are small, which results in
carlier water breakthrough and low recovery.

Results from Single Marrix Block Studies

The third option in UTDUAL, using the results of single matrix block studies to
¢aloulate matrixffracture transfer flow, is also applied to model the ideal fractored
reservoir, Before describing the simulation results, we will examine the water saturations
and matrix/fracre wansfer rates calculated by UTDUAL with the capillary diffusion
aption. Figure 4.24a shows the fracure water saturztion for ¢ach gridbleck along the
diagonal line connectng the injector and producer as a function of the d:splaocabla pore
volumes injected. Note that the saturation in each gridblock increases in a similar pattern,
The matrix/fracture transfer rate (qum¢) in each fracture gridblock divided by the fracture
water saturation (S in that grid versus the average water saturaden in martrix blocks is
shown in Fig. 4.24b. The agreement of ali curves in Fig. 4.24b proves that every
gridblock experiences a similar imbibition process. A comparisen of the ransfer rate in
grid {1,1) with chat of a single matrix block under totally immersed corditions is shown
in Fig. 4.24¢. As expected, both agree very well.
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Results of the UTDUAL simulation with this optior are shown in Fig. 4.25 in
terns of walter cut versus displaceable pore volumes injected. Two different runs with
results from single matrix block studies using 40 grids are shown in this figure.

Further Results

For the rest of this section, we turn our attention 1o the accuracy and efficiency of
UTDUAL in further modeling the same idesl fractured reservoir. The results of grid
refinement studies (for subgrids ranging from 1 to 8) are shown in Figs. 4.26 to 4.27 fora
matrix perme.abﬂuterf 2.0md. Qil recovery and water breakthrough time converge
rapidly as the number of subgrids increases. The curves for oil recovery and water cut
with 4 and 8 sub are almost indistinguishable (Figs. 4.26 and 4.27). Note that the
fine-grid simulation requires finer subgridding to achieve the same level of results as the
dual porosity model.

In the fractured reservoir under consideration, each matrix block experiences three
different flow periods. The first period is single phase flow before injected water reaches
the matrix block. The number of matrix blocks undergoing this flow period decreases as
the water front advances from the injector to the producer, The second flow peried is
from the time when the injected water first contacts the block surface to the ime when
the water front within the matrix block reaches the block centsr. This flow period
corresponds to the infinite-acting flow period in single matrix block studies. A large
number of grids 15 needed to abtain good accoracy. The last flow period corresponds to
late flow in the matrix block, It can be observed that the water satoration within the
matrix block during the late flow period changes fairly uniformly throvghout the whole
block, Therefore, only a smakl to moderate nomber of grids are needed to reach accurate
regults. The number of matrix blocks undergoing the second flow period is relatively
small compared to the other two flow periods. Therefore, overall accuracy is controlled
by those matrix blocks underguing the first and third flow periods, during which only a
small to mmoderate numbers of matrix subgrids are required.

However, matrix subgridding may still be necessary for low permeability
reservoirs. Figure 4.27 shows the relative difference between UTDUAL runs with matrix
subgrids and without subgrids. It is noted that the difference decreases as matrix
permeability increases. For a matix permeability of 0.02 md, the maximum error
without matrix subgrids is over 30%.

As shown in Fig, 4,29, computer time increases linearly as the number of subgrids
increases. Figure 4.30 shows the computer time comparison between two different
options in UTDUAL. The diffusion option is about one-third fasier than the IMPES
n_pﬁﬂlr;;'hile using single matrix block results is almost as fast as single porosity
simulation.

L9.4 Sensitivi

In this section, we study the effects of several variables on the performance of
fracured reservoirs. These vanables include Coats' (1989) psendo-capillary pressure for
the fracture system, fractare porosity and permeability, matrix permeability and ca
pressure, matrix block size, matrix boondary conditions, and injection rate. The effects of
some of the variables, such as matrix permeability and matrix block boundary conditions,
were studied earlier. Feor the following studies, the base case is the ideal fractured
reservoir described in Section 4.1.9.1. Two mamix subgrids are used to minimize
computational cost.
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Coats' (1939) psendo-capillary pressure curve for the fracture system is used to
account for phase segregation due to gravity. Fi 4.31a #nd 4.31b show differences
with and without the pseudo-curves in terms of the oil recovery and water cut. As shown,
there are no substantial differences between the two.

The effect of matrix block size on fractured reservoir performance is similar w
those of mamix permeability. Since permeability and gridblock size are inversely
proportional in the calculation of transmissibilities, higher recovery and later
breakthrough time result from smaller martrix block sizes, as shown in Figs. 4.32a and
4.32b.

Normally, higher injection rates result in lower recovery and faster water
. These sitnations are more drastic in fracmured reservoirs. As shown in
Figs. 4.33a and 4.33b, an injection mate of 25 STB/ results in nearly instantaneous water
breakthrough and a lower recovery cutve. Clearly, for fractured reservoirs, low infection
rate is desired to reach high oil recovery since all injected water is imbibed into mamrix
biocks to displace oil.

The effect of fracture porosity on reservoir performance is obvious. Higher
porosity results in higher recovery and stower water breakthrough (Figs. 4.34a and
4.34h),

To stucdy matrix capillary pressure effects on fractured reservoir behavior, the base
case capillary pressure is multiplied by 10 and 0.1, which resalis in two different P,
curves. Ofl recovery and water cut with ithese P, curves are shown in Figs. 4.352 and
4.35b. Itis obvious that higher P, results in higher oil recovery and slower water
breakthrough, since more water is imbibed into matrix blocks with higher Pey,.

In general, to waterflood a fractured reservoir, it is desirable that the reservoir has
high matrix permeability and capillary pressure, and small matrix block size. To
maintain 2 long water-free production peried, a lower injection rate is desired to ensure
that all injected water is imbibed.

d.1.18 Simulation Sindies of Fractured Reservoirs

In this section, the results of modeling Kleppe and Morse's (1974) waterflooding
experiments on a fractured core and Kazemi e al. (1976) quarter five-spot reservoir are
presented,

01 K  Morse's Exoer h

Kleppe and Morse (1974) reported imbibition oil necovery data for a single
cylindrical mairix block with an annular vertical fracture. The matrix block was 9.87 cm
in diameter and 122.8 cmiin height, Table 4.5 lists the rest of their data. The relatve
permeability and capillary pressure data in Klepps and Morse's paper are tabulated in
(Beckner et af., 1987). The constant water injection rate at the bottom of the core was 3.3
and 35 cm?/min for theit low- and high-rate 1ests, respectively.

Kleppe and Morse’s expanimental data have been modeled by several researchers
using either fine-grid single porosity simulation or the dual porosity models. Beckner et
al. (1987) simulated these experiments nsing a single porosity simbiator. Straight-line
relative pemmeability and zero capillary gressur& were assigned to fracture gridblocks. No
specifics about the matnix/fracture in condition were given. Their results agreed
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well with the low-rate experimental data but showed almost none of the rate dependency
necessary to match the h -rate test, Coats' (1989} fine-grid simulation results, on the
other hand, showed significant rate dependency. Theoretically, the imbibition process is
ent of the flow rate in the adjacent fractures as long as there is sufficient water

ilable for imbibition. However, the availability of water in the fracture depends on the
injection rate. Dual porosity models were also used by Beckner er al. (1988) and Coats to
model the experimental data. The results did not agree with the experimental data except
for the early time results of the low-raw case reporved by Coats.

Before presenting the resolts of modeling these experiments using UTDUAL , 2
brief discussion of flow characteristics is in order. It is obvious that matrix/fracture
ransfer flow is capillary-dominated, and the gravity contribution is negligible for such a
small system. If piston-like displacement {at the critical rate defined by Mattax and Kyte
(1962% in both the mamix and fraciure is assumed, the water advance velocitics are 0,236
cm/mmin (11,1 fD) for low injection rate case and 2,508 ¢cm/min (118.5 fi/D) for high
mjection rate, respectively, These velocities would be constant before injected water
breaks through at the top of the core.  For the low-rate case, the velocity is close to that
calculated by Coats from Kleppe and Morse's data (11.0 f¢/D)). However, there is a
considerable difference for the high injection rate (118.5 vs. 140 ft/D calculated by
Coats). The water advance velocity in the matrix block is thus lower than that in the
fracture for the high-rate case. However, from the straight line of Kleppe and Morse's
data (Fig. 4.36a), one could easily conclude that a stationary saturation profile is
devel as the injected water progresses along the fracture for both cases. Beckner et
al. (1987} also reached the same conclusion from single porosity modeling.

The results of UTDUAL modeling Kleppe and Morse's data are shown in Fig,

4.36a using 1 % 1 X 20 fracture grids and one matrix subgrid for both the low- and high-
rate cases. As shown, good agreement is reached for both ¢cases. The shight difference
between the sithulation and experimental data for the high-tate case is belisved to be the
effect of transiont flow in the matrix block. The comparison between the high-rate data
and the results with two matrix subgrids is shown in Fig. 4.36b. Better apreement 13
achieved, Figures 4.36¢ and 4.36d illustrate the stauona.z sataratien profiles from the
simulation results, which agree with the observations of the expcﬁnmntal data
(cumulative recovery from cure is a linear functien of injection rate).

The results of modcling Kazemi et a/. (1976) quarter five-spot reservoir are
described in this sechon. The mamx and fracture relative permneability and capillary
pressures are given in (1976} along with the relevant fluid properties. Matrix blocks are
10 x 10 x 30 fr. A total of 64 (8 x 8) fracture gridblocks are used with Ax = Ay = 75ft.
Water is injected into the fracture at 200 STB/D at the injector and oi! is produced at 210
STB/D at the producer.

'With one subgrid and using the dispersed fractare fluid option, the formulation of
UTDUAL with the IMPES mairix option reduces to that used by Kazemi et af. Figures
4.37a and 4.37b show comparisons of the producing water-cil ratio and water saturation
profiles {(matrix and fracture) for the results of UTDUAL and Kazemi et af. (1976). As
expected, the results are essentially identical.

The effect of makix subgrids on this five-spot simulation is shown in Figs. 4.37c

and 4.37d. There are substantial differences in the water breakthrough time and oil
recovery between run with one matrix subgrid and two subgrids. However, not much
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improvement is observed when increasing number of subgrids from two te four, This
conclugion agress with that made from the results of the ideal fractured reservoir in
Section 4.9. This field scale modeling of fractured reservoir also suggests that matrix
subgrid is absolutely necessary to accurately model matrix/fracture trangfer flow, but only
small to moderate number of subgrids is required.

4.1.11 Summary

A dual porosity simulater (UTDUALY) has been developed to model fluid flow in
natarally fractured reservoirs. Applications of UTDUAL o this type of reservonr are also
described.

UTDUAL is a two-phase, three-dimensiona] dual porasity simulator designed to
model waterflooding in fractured reservoirs. UTDUAL can also be used to moded
nonfractured reservoirs without code maodificaton. Numerous well control schemes and
autormnatic time step selection are implemented. The simulator is largely vectorized o
take advantage of vector computers such as the CRAY at the Center for High
Parformance Computing at the University of Texas at Austin.

Three different options were developed to model matrix/fracture transfer flow.
The first aption models fluid flow in matrix blocks using an IMPES method. The
resulting matrix equations are mathemnatically decoupled from the implicit fracture
equations, while implicitness betwean the mattix pressure and fracthare variables is
retained. This scheme greatly reduces the coding and computationad effort. The second
option employs a diffusion equation in which the primary variable is the matrix water
saturation rather than pressure, The matnix equation is also decoupled from the fracture
equations. For these two options, A subgrid system for matrix blocks is adopted to model
2 three-dimensional problem as a two-dimensional ene. The third option uses the results
of single matrix block studies, and is useful when such resnlts are available. An
instantaneous pressure equilibriom between matrix blocks and fracre is asswmed for this
option as well as for the option using the diffusion equation. These two options ate most
applicable for cases with high matrix permeability and/or small matrix block sizes.

This section also presented model verification resolts. These included the single
porosity Buckley-Leverrett (1942) waterflooding case, Warren and Root’ (1963) single-
phase dual porosity solution, and a new analytical solution deveioped in this study that
include transient flow in matrix blocks. UTDUAL was also compared to the SPE Sixth
Comparaave Project and commercial simulator (VIP-DUAL). Favorable results were
obtained.

An ideal fractured reservoir with kmown individnal fractore properties was
designed 1o test the accuracy of UTDUAL comparing fine-grid single porosity simulation
results in which both matrix blocks and fractures are discretized. Sensitivity studies were
also performed to study the effects of several variables on fractured reservoir behavior.
These variables include fracture permeability and porosity, matrix capillary pressure and
permeability, matrix black size, psendo-capillary pressure, and injection rate.

UTDUJAL was also used to model K1 and Merse's (1974) waterflooding
experimental data on fracwred cores. For the first ime, these experiments were
successfully modeled by a dual porosity model for both the low- and high-rate cages. The
results of modeling Kazemi er ¢f. (1976} quarter five-gpot reservoir showed that
UTDUAL reduces to their mode] without matrix subgridding,
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4.2 MATRIX-FRACTURE TRANSFER DURING STEAMFLOODING
NATURALLY FRACTURED RESERVOIRS

The purpose of the study presented in this section of the report was to perform a
preliminary investigation of the rate of oil expulsion from matrix blocks by thermal
expansion and ¢apitlary imbibition, in order to deterrnine the apparent dominant transfer
mechanism for inclusion into the dual porosity thermal model.

4.2.1 Single Matrix Model

The physical system considerad in this study is formed by a lelepiped matrix
block swrrounded by fractares on all sides. Only two phases, oil water, are
considered in this first approach. Both matrix and fractures are initiaily at equilibrium,
with the matrix block at a given connate water saturation and the fracrures completely oil-
filled. Oil-phase pressure 15 constant throughout. Water pressure in the matrix is lower
than the oil pressure by the level of capillary pressure corresponding to the connate water
saturation. Capillary pressure in the fracture is assomed to be zero at all imes, as the
characteristic captllary length for the fracture is much larger than that for the matrix.

At time zeto, the fractares are totally flooded by hot water and steam. Becauss of
the high permeability of the fracture network, the hot fluid invasion is assumed
instantaneous. The pore volume of the fractures is filled with hot fluid and the
temperature is uniform aleng the fracture. The temperature difference at the fracture-
matrix interface will cause thermal energy to diffuse into the mamix, thus beginning to
heat this portion of the system. Water only imbibes from the fracture into the matrix
block, aided by the viscosity reduction from the temperature increase. Convection at this

int augments the heat flow to the matrix. At the same time, oil is displaced to the
ture by both thermal expansion and capillary imbibition.

1221 Matl ical F Lat
The single matrix study is camied by a fine-grid simulation en a regular geomeiry with
fracture and matrix represented by two regions with different petrophysical properties.
Figure 4.38 shows a2 schematic of the physical configuration considerad.

The governing equations from the conseivation laws are
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V{ABapohod VP Az} + ABupid VP4 V2 =
a%{-p[p.,snu.,] +{1-pJpn} - VMVT) + gy (4.98)

where the mobility terms are given by
k ok
HaBg

hg = (4.99)

applied 10 both the matrix and the fracture systems. In writing the above equations the
following assumptions were implicifly assumed:
1. The flux of each phase is given by the multiphase extension of Darcy's law.
2.  Dispersion of mass and heat are negiigible.

3. Energy contributions from kinetic, gravitational, and viscous dissipation are
negligible.

4.  Local thermal equilibrium between phases is reached instantly.
5.  No radiative heat transfer is present.

6. No chemical reactions eccur,
The nommal constraint cguations must also be satisfied to complete the flow
description:
Pe,, =Fo ~Pw (4.100)
As stated in Eqs. 4.96 through 4.98, the primary variables in the formulation adopted are
cif pressure, watet saturation, and temperature, Fluid and petrophysical proparties do

vary with these variables. Table 4.6 snmmarizes the property dependence used in this
model.

The boundary conditions applied to the governing differential equations are

P, (fracture) = Py;
8. (fracture) = 5.5
T(iractre) = T (4.101)

— =——=—={ inthe center of the block. (4.102)

Iniiial conditons are
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P,(t=0)=P,
5. (t=0)=58,
T(t=0)=T; (4.103)

where P is the constant pressure in the fracture and initial pressure in the matrix. S,yis
the saturation of the water-invaded fractere and S, is the water saturation in the matrix
when the flooding process beging. S will be eypically 100% while $,; will correspond
to the irredocible water saturation. T; 15 the initial reservoir emperamre, prior to any
thermal activity, and T, is the temperature of the injected hot water and steam. The
boundary comditions in t2rms of derivatives are due to the lines of symmetey within the
block, Symemnetry is such that only one-quarter of a parallelepiped nesd to be considered
for the solution of the entire block

Equations 4.96 through 4.98 along with the boundary conditions and constitotive
relations presented in the previous section were solved numerically. The finite-difference
versions of the equations were derived using a fully implicit formulation. The
discretization in space was obtained wsing a first-order finite-difference in a point-
distributed grid. Discretization in time was carried out by a forward-difference first-order
schame. The intarblock permeabilities, in the transnussibility terms, were calculated
vsing a harmonic average, while the interblock conductivity was obtained by arithinetic
average. Relative permeabilibes are evaluated 2t upstream gridblock saturations,

Since a fully implicit solution technique is employed, all tenms were calculated at
the new tme level except for part of the accumulation terms. Solution is accomplished
by Newton's method.

Other features of the simulator include:

* Both compressible and incompressible systems can be modeled, including
therrnal and mechanical compressibilities.

« Tt accepts boundary conditions of constant potential or specified flux.

= Both constant timestep and optimized variable timestep schemes can be used.

» Petrophysical properties like porosity and permeability can be entered by field
dismibutions.

« Number of gridblocks is variable and block sizes can be entered in both point-
distributed or block-centered grid distributions.

« The code is largely veciorized, 50 as to improve computation performance in
computers equiped with vector facilities.

4.2.2 Resulis

The numenical simualator was testad on 8 unidimensiongd base case, A

parallelepiped matrix block of 1 x ¢.1 x 0.1m (3.2 = 0.32 x 0.32 ft) is considered in the
lirninary simulations. The matrix block is open along the longest direction to fracmure
ow. The fracture open surface is representad by a conssant potential boundary,
regarding iemperature, saturation and pressure. Ne-flow boundaries are imposed on the
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symmetry planes and the remaining two surfaces are held at constant potendal. The
petrophysical and fluid PVT data used are sammarized in Tables 4.7 and 4.8.

A first set of runs was conducted to find ot the proper mesh for the grid.
Figure 4.39 illustrates the influence of the grid sive on the sccuracy of the solution. The
curves show the distribution of water saturation along the matrix, which is the most
sensitive of the primary varables. Resalts shown in the remainder of this report were

obtained using a 150 x 1 x 1 grid. This mesh was found to yield solutions reasonably
insensitive to further refinement.

In order to investigate the interplay between different recovery mechanisms, nns
were made according to the presence or absence of thermal expansion, capillary
imbibition and convective flow of energy.

Figure 4.40 shows the oil production rate at the block-matrix ingerface. All cases
in the graph were run taking into account the expansion of oil, water, and rock. The four
curves come from the combination of effeces caused by heat convection and capillary
imbibition. Itis clear from Fig. 4.40 that heat cenvection does not affect oil production.
The difference between the two curve-envelopes is cansed by water imbibition.
Imhbibiticn was inhibited in the simulator by setting capillary pressure values to low
levels. We arbitrarly set the capillary pressure corve as the values given in Table 4.7
mu].u'tP]ied by a factor of 108, Not too suprisingly, convection does not seem to play a
significant role in the recovery process. Its effects as a heat ransfer mechanism are not
significant, a¢ illustrated in Fig. 4.41. The conclusion that convection does not affect the
matrix-fractare interaction is Impottant as it allows the development of heat transfer
functions based entirely on heat conductien . The resnlts in Figs, 4.40 and 4.41 were
obtained for a particular set of property values, as specified before. More case rans are
needed to support the above conclusion, as well as to state the range of its validity.

In the nexe set of nuns we separate the effects of expansion and imbibition as oil
recovery mechanisms.- Figure 4.42 depicts the oil production rate at the surface of our
1x0.1x0.1 matrix block for possible combinations of these mechanisms. No oil
preduction is possible if none of these mechanisms is active. The curve at the boftom of
the graph reflects the fact that we used a very low {but not zero) capillary pressure to
simulate lack of imbibition. All the other curves Fall closely together, meaning that the
two recovery mechamsms have overall effects that are of the same order of magnitude,
This is lass true for the lata-time petiod, where imbibition seems to take over as the
dorninant mechanism.

Since energy ransfer 1s dominated by conduction and neither expansion nor
imbibition interfere significantly with conduction, the energy flux will remain the same as
in Fig. 4.41. Water invasion into the matrix presents a pattetn very similar to oil
production. As Wolff {1987) has pomted out, the pressure compressibility has little
significance in these flows since pressure differences are relatively small, Figure 4.43
shows the water inflow rate history according to the combination of expansionfimbibition
mechanisms, Expansion contributes negatively to water invasion, being responsible for
the difference in the two upper curves. The difference in volume alteration expels both
oil and water from the matnx block to the fracture. Otherwise the curves in Fig, 4.43
closely follow the o1l production curves,

Another interesting g%i:im to address is bow much the imbibition process is

affected by matrix heating. This question is important since imbibition and expansion
have similar impact on oil recevery, Figure 4.44 shows the rates of water imbibition into
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the matrix for three cases. For comparison purposes, we simulated imbibiion-only drive
with cold water injected inte cold marrix {cold case), with hot water imbibing into a hot
matrix (hot case), and with hot water brought in contact with a cotd matrix (process case).
It appears that imbibition drive in the normal hot water-cold imatrix situation can be
handled as if the process had occurred with a completely hot matrix. This can be
dl&}mamnd by the higher characteristic ime that imbibition presents compared to the heat

on time. Given this, it appears that the imbibition-driven oil flux can be calculated
by the schemes used to estimate cold water imbibition with properties evaluated at the
hot fluid temperature.

4.2.3 Analytical Approximations
The simplicity of the heat-driven mechanism snggests that some approximate

analytical approaches can be used to estimate matriz-fracture rransfer flow. Considering
only conduction in the matrix, the energy equation can be written as

Vi(rAT) = %lﬂpusouﬁ} +(1-4 Jpgug] (4.104)
which can be approximated by
p_ LT (4.105)
O
where Ay (4.106)

o
E T 00454Co + PuSyCo) + U - 0p:C;

Boundary conditions to Eq. 4,105 in the matrix are as stated in Egs. 4.101 through
4.103. The temperature distribution resulting from the mathematical probletn stated in
Eq. 4.105 can be expressed in two different ways (Carslaw and Jaeger, 1959):

A+l TIM
TxT: _ ! 1y EE—L [{2n+1 E]i‘]
To-To [2n+1} 2 @.107)
or
T _ %, (20+1)1-x) !2n+1 !l+x!
The energy transfer rate between the mamix and the fracture is given by
LA% - (4.109)

where A is the matrix-fractare interface area. Notice that in order to be nsed as heat
transfer functions in the energy governing equation for the fractare system, qp in Eq.

4.109 needs to be volurne specific.

qQp =q/v (4.110)
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From Eqs. 4.107 through 4.110

_ g! Zeﬁzml}‘ﬂ

(4.111)

N e

2 " (4.112)
+ Z{—IE (-1¥ nerfc{an'&f:—l'

The series in Eq. 4.111 converges rapidly for large values of o142, while the series
in Eq. 4.112 converges for small values of the same group. Figure 4.435 illustrates the
convergence of the senes in Eq. 4.111 for the transport properaes valees used in the
simulation. Similarly, Fig. 4.46 shows the convergence for Eq. 4.112. The first term in
each series is sufficient to accurately represent the solution in different ranges , i.¢., where

-},ﬁ is either more than or less than one. For this corresponds to the time for temperature

diffusion to reach the center of the matrix block. This sarly time, the heat transfer
function can be described by

o = _;_ﬂﬂ[m(mt] [l+2¢'IJ] g,_ﬂ (4.113)

while for times after the heat front reaches the center of the block,

TPet
g = 2"*]2‘“ € a > Eh*!al (4.114)
For tp<0.1 Eq. 4.113 can also be simplified to
B =-—IT§{§-I=£T (4.115)

with accuracy within G.01%.

Figure 4.47 shows a companson in terms of heat flux rate between the analytical
sointion given by Eqs. 4.114 and 4.1135 and the numerical results obtained from
simulation. All parameters in the analytical expressions were svaluated at the imtial
temperature of the matrix block. The agreement between the solutions is remarkable,
given that no adjustments were made in either the analytical model or the simulator.

1] 0 er Functi
Expansion is one of the most important mechanisms of oil recovery from the

matrix. Upon heating, the imatrix block 1s pressunized by the differential thesmal
expansion between the fluids and the rock. The fluids are then expelled to the fracture
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because of the pressure difference that is generated. Two transport processes oCCurs as
this mechanism acts: heat diffusion into the matrix and the oil fiow out of the block. For
the range of parameters vsually found in field applications, hydrodynamic diffusivity is
tnnch hagher than thertnal diffusivity. It is thus reasonable to assumne that the pressure
increases frotn heating are essentially instantanecusly propagated throughout the matrix.
Figure 4.48 illostrates the evolution of pressure profiles along the block as the heat
advances. At early times there is a pressure buildup close to the boundary, The pressurs
increase is quickly propagated to the entire block. After this short baildup period, the
pressure profiles show a diffusion pattern with a much slower rate. In fact, the
characteristic time for the pressure depletion is the same as the charactenistic time for the
heat diffusion. This is a definite indication that oil expulsien is controlled by the slower
transport process, which is heat transport.

Agsuming instantaneous propagation of thermatly-created pressure differences,
the oil expelled from the matrix 1s locaily given by

dqo=PvéTr @.116)

For the whole matrix block, we integrate in space

dT
dqo=[iv¢-i {4.117)
where [ is an effective differential thermal expansion coefficient for the matrix block.
From Eq. 4.1G7, tite average temperature in the matnx is

on {2Zn+1

B T pTe (4.118)

Tu Te I =~ (20+1F

and the expulsion rate for the expansion mechanism Decomes as

e {20+1FTT 00
qo = BOBVAT Y, € ¢ (4.119)

The expression given in Eq. 4.119 is adequate for the late-time solution. As
before, an alternative expression can be used for the early-time period.

There is a relation, implicit in the model, between the energy input inte the maix
and the oil output:

) = 2P g (4120)

Associated with the oil production is a pressure gradient in the system. The
overall pressure difference necessary to drive the oil ont can be estimated from the
expulsion rate, and is related to the temperature difference by

AP= @{Tyﬂ] @.121)
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Figure 4.49 shows a comparison between the analytical solotion and the
gimulation results for the case when gxpangsion is allowed only in the matrix block.

4.3 MODELING GAS GENERATION BY CHEMICAL REACTION

(Gag generation can be an important mechanism of oil recovery from naturally
fractared reservoirs by steam injection. The significance of gas generation lies in that it
can recover oil that otherwise cannot be recovered by capillary imbibition and thermal
expansion,

Gas can be generated in several ways: solution gas %ﬂﬂhﬂn in-5ity steam
generation and gas generation by chemical reaction (Reis, 1990). Generally, pas
generation by chemical reaction occurs after solution gas vaporization and before in-situ
steam generation. If solution gas vaporization does not happen during a recovery process,
gas generation by chemical reactions will have increasing importance. Hence, gas
generation by chemical reaction should be considered in the modeling of oil recovery
from naturally fractured reserveirs by steam injection. The following sections describe
how gas generation by chemical reactions is treated in the single matrix thermal recovery
model. This same appreach can be used for dual porosity modeling.

4.3.1 Kinetics of Gas Generation

Akstinat's study (1983) shows that many reactions concerning gas generation
happen in reservoir flukds and between reservorr fluids and rocks during steam flooding.
The reactions that happen in reservoir fluids are aauathemmlysis of oil and thermal
cracking of heavy hydrocarbons (Meyer ef of., 1982; Monin and Aundibert, 1934). In
water, the primary reaction is the dissolution of reservoir rocks. In both the cases, CO, 18
the major product But these reactions happen at different conditions. Aquathermolysis
and thermal ctacking of heavy hydrocarbons proceed at relatively high temperatures, in
most cases above 300°C. Disselution of reservoir rocks can proceed at an appreciable rate
at emperature as low as 200°C in acidic environments (Briggs e al., 1989). At thermal
recovery conditions, CO; i miore likely produced by reactions between reservoir water

and rocks (Cathles et al., 1987; Gunter and Bird, 1988),
4,3.2 Rate of Gas Generation

Chemical reactions in geothermal systems convert unstable reservoir minerals to
stable minerals. The stability of a reservoir mineral depends on temperature and other
mingrals existing in the system (Giggenbach, 1981). Carbonates, kaolinite and quartz
become unstable at high temperature and low CO4 pressure when they exist
sirnultancously in a geothermal system, Carbonates dissolve in water to produce CO- and
quartz dissolves to buffer the pH. The reaction procesds untit one of the reactants is
consumed completely.

CGunter (1988) conducted the experiment of CO, production in tar sand containing
calcite at 265°C, he got maximurn CO» concentration of 0.15 mole/kg water. In Dreher’s
{1985) experiment, approximately one mele of €05 was produced for each mole of water
injected at 150°C. These smdies suggest that the rates of reactions are high compared to
fluid flow in reservoirs,

Gunter (1988) proposed a kinetics to interprat his experiment results. He assumed
the dissolution of quartz to be the rate controlling reaction and obtained a rate equation
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for quartz dissolution. Cathes et af. (1987) developed a rate law for CO, generation
during steamflooding of Chevron's Buena Vista Hills rescrvoir. This rate law takes a
similar form as Gunier's, and a complete st of Kinetic parameters was given, We vse
their moedel to calcnlate the rates of gas generation in matrix blocks during steam
injection into a naturally fractured reservoir.

The reaction is assumed to be a first-order reversible reaction. The rate of reaction
is calcnlated by:

Ploa; = Pk expl -ERTH( Cgy -C) (4.122)

The activation energy, E, given by Cathles is 15,000 cal/mole. The kinetic pre-
exponential coefficient, ky ranges from 0.023 to 0.3 sec].

The solubility of reservoir rocks, C,, is originally given by Giggebach (1981):

log Ceqy = 6.491 - 6332.3/T + 0.00745 T (4.123)

4.3.3 Gas Saturation

The CO, concentration in water at chemical equilibrivm generally increases as
temperature increases. However, the solubility of CO-, gas in water decreases as
temperature increases and increases as pressure increases. Ad relatively high temperature
and low pressure, the sum of CQ-, pardal pressure at chemical equilibnem and saturated
waleT vapor pressurc can be greater than the reservoir pressure. In this case, a gas mixiure
of CO and steam will exist in the matrix blocks. To calculate gas saturation, the
following assumptions are made:

1. During fornation of the gas phase, reservoir fluids are at phase
equilibaium,

2. CO, and steamn form an ideal mixture,

3. The oil vapor pressure is zero.

In a given time interval, At, the change of amouat of COz in a unit volume is

Amgz= AQpuSy + fouPeSo)] +1azAt (4.124)

Where C is the concentration of COz in water, £, is the equilibrium
concentration ratie of CO, n oil and watey. f,, can be estimated to be it the range of 1.0-
5.0 (Sayegh, 1990; Chung, 1986).

At vapor-liquid phase equilibrium, the partial pressure of C0), in the gas phase,
ng. is

PCOE- = PE = P:g

where steam vapor pressure, P, ¢can be approximated by (Elder, 1981)




P = 0.085 - 0.794(T/100) + 2. 203( T/t00)”
~L976(TA100) +1.503(T/100)¢

At vapor-Jignid phase equilibrium, the concentration of CQ5 in water is related 1o
the partial pressure of CO5 in the pas by Henry's law:

Ceqz = Poo2/Kny (4.127)

where Henry's constant, Ky, is given by

(4.126)

log Ky=8.769- 0.00745 T - 1517.7/T {4.128)
At vapor-liquid equilibrium, the amount of CO, in water and oil can be calenlated
by
my = Cog2{Pw S+ owpo So) (4.129)
The amount of CO, in the gas phase, my_is then
Mg = Mo - T (4.130)

If m, <0, the gas phase does not exist:

5g=0 4.131)
When m, > 0, the gas phasc saturation is:

Sg = mg ZRT/Pco2 {4.132)

If the gas saturation exceeds its critical value, the gas phase will flow. However,
since the rate of gas generation is slow and its viscosity 15 much lower than water or eil,
gas sataration will not be appreciably hlghr.r than its critical value, S We have thus

assumed that the maximam gas saturation attainable is 5.
4.3.4 Single Matirix Block Thermal Recovery Model

With the formanion of gas phase, gas expels liquid to the sotrounding fractures
and fluad in matrix blocks becomes three-phase. Equations describing fluid flow in
maitrix blocks should consider gas flow when the gas phase is formed. However, because
the matrix blecks are heated from a fracture, the gas beging to be generated from the
fracture first. So, gas flow does not influence oil and water at the centers of maitrix blocks
where a gas phase has not yet been generated. Furthermore, dee to the slow rate of
generation and high mobility of the gas, gas flow has negligible influence on the flow of
oil and water afier the gas samration reaches its critical value. Practically, it tnay thus not
be nacessary to consider flow of the gas phaze. The flow equations for two phase flow
can still be nsed in case of gas genecation. The effect of gas generation can be treated by
incleding the gas saturation in a three-phase relative permeability relationship.

4.3.5 Equations of Finid Flow and Heat Transfer in A Single Matrix Block

The equations for oil and water flow are:
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(4.133)
and
o 195w
VALAVPy - 1. ¥ = —l—]
1l w2 o\ B, (4.134)
The energy equation is:
v{;ﬂhuposu{m - % V2 +AubupB{VP,, - 1, V7]
- 2{fpsSon » peSnd +{1-4pand - FT T} -
Where mobility A is:
Ao = 1K
4]
p Oil and water pressure are related by capillary pressure between oil and water
Pow=P; - Py {4.136})

The heat of vaporization for gas is not included in the equation because the rate of
gas generation is slow and the rate of heat wansfer is high.

4.3.6 Three-Phase Relative Permeabilities

1970) Three-phase relative permeabilities are calculated by Stone's model I (Stone,

Kew = krolSw} 4.137)
km[Sw.Ss] - M
(1-8%)(1-83) (4.138)
where,

S: = Sﬂ - Sm
I'S\ﬂ; - Sm_'. (4.139)
1-8vc - Som (4.140)

Sy S

8 18- Som (4.141)




Two phase permeabilities kyy, Ky and k,,,, are calcalated by the following
correlations;

k]'u'r= kﬁws*wnw
kgw= kG wS®o ™™
Kyog= k%S *og™

S;= Sw _S“_r‘

1- Swr' Sorw
o Sg'snnv
o 1= Sy~ Sorw
Sl: - Sn‘sﬁ
° 7 - Sgr - Sorg

The three satrations obey the relation:

Sp+Se+5;,=1
4.3.7 Results

Equations 4.122 through 4.132 are used to calculate example times for gas to
reach the ¢ritical saturation in the matrix Blocks as a function of temperature at COy
partial pressure of 2 bars, 5 bars and 10 bars, respectively. Initial CO, concentrations are
assumed to be zero. Results are plotted in Fig. 4.50. Parameters used in the calculations
are listed in Table 4.9,

Figure 4.50 clearly shows that the time for the gas phase to be generated is very
sengitive to temperature. At temperatures below 250°C, the gas phase cannot be
generated, even at a C{); partiai pressure of 2 bars. The three curves at different pressures
indicate that the time increases greatly as CQ, pressure increases.

Equations 4.122 through 4.141 are nsed in our single matrix biock thermal
recovery model 1o simolate the process of gas generation in a single matrix block. The
fractures are one dimensional with a fraciure spacing of 4 m.

Figure 4.51 shows the oil recovery for residual il saturation of 0.1, 0.15, and 0.2.

The enhanced recovery is nearly proportional to the decrease of three phase residual il
saturation.

Figure 4.52 shows oil recovery and gas saturation in the matrix blocks vs. time for
Zas peneration in a single matrix dlock at temperatures of 275, 280 and 290). Although the
rate of gas generation strongly depends on temperares, the final recoveries are the same.
Comparing the recovery and gas generation curves, i is easy to find that the rates of
recovery are slower than the rate of gas generation. This means that gas phase expels both
oll and water out of the matrix blocks. When oil saturation is high, gas prirnarily expels
oil info the tractures. When oil saturation is low, gas pritnarnly expels water into the
fractures, and then oil is imbibed by water into the fracture. In both the cases, gas
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occupies the volume ogiginally occupied by residual oil and rnakes a fraction of
residual oil flowable,

Similar to Fig. 4.52, Fig. 4.53 indicates that the final recovery is not influenced by
pressure but by the rate of gas generation.

44 HEAT LOSSES TO OVERBURDEN AND UNDEREURDEN

In thermal reservoir simmlation, the energy balance aquation is solved over the
entire overburden-reservoir-underburden system. Heat losses to the overburden and
underburden are by conduction oenly. Coemputing enexgy transfer for this entire sysiem,
however, can be very computationafly expensive, as the temperatore profile extends for a
long distance from the reservoir.

To solve this problem, Weinstein (1972) introduced a semianalytic mathod for
thermal coupling of the reservoir and overburden, and extended this method for
increasing and decreasing boundary temperature {Weinstein, 1974). Chase and ODell
{1973) spplied variational principles for heat Joss calculations to the overburden and
underburden. Incogporating this method into a thermal simulator, only a system of two
nonlinear ordinary differential equations must be solved for each gridblock at the
interface of the reservoir and overburden. Vinsome and Westerveld (1980} presented a
simpler method by using a fitting functicn for the temperature profile into the overburden
or underbarden. This method is used extensively in cwrrent thermal simuolation models.

Although the Vinsome and Westerveld method has been shown to work very well
for steamfloceding applications, these applications have high rates of convective energy

transfer within the reservoir. However, in the case of naturally fractured reservoirs,
energy transfer through the reservoir is primarily by conduction, at a much slow rate than
convection in conventiona! steamflocd operations. 'We were thus concerned that the
relative amount of heat conduction to the overburden and underburdesn would be high,
and that perhaps the Vingome and Westerveld method mght not work as well.

To test this out, we modeled two separate cases. Both were of a constant
temperature fraciure conducting heat into a reservoir (Fig. 4.54). The first mode] was a
complete keat conduction calenlation, numerically solving the thermal diffusivity
equation in 2D for the combined reservoir, overburden, underburden system. The second
model did a thermal diffusivity calculation into the reserveir, bnt vsed the Vinsome and
Westerveld method to calculate heat transfer from the reservoir to the overburden ang
underburden.

Figures 4.55 and 4.56 show the results of these runs. In these figures heat
efficiency is defined as the amount of heat remaining in the reservoir as a fraction of the
total amount of heat conducted from the fracture. Figure 4.55 shows cunmulative heat
efficiency vs. time. Figure 4.56 shows an instantaneous rate efficiency vs. time. Note
that the complete finite difference result and the Vinsome and Westerveld method give
essentially identical results.

It should be noted that this test included heat conduction in both the longitudinal
and tansverse directions. The Vinsome and Westerveld method has often been
compared against the Marx and Langenheim (1959) result, which neglected heat
conduction lel to heat flow in the reservoir. This test was thos more rigorous than
has usually applied 1o the Vinsome and Westerveld method.
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45 NEW DUAL POROSITY THERMAL SIMULATOR

A new 3D dual porosity simulator has been developed in this research. Both
sir:fgfle porosity reservoirs and fractured reservouwrs can be simulated vsing this simulator.
Different options in handling fluids and heat transfer batween matrix and fracture are also
included in the new simulator.

The new sumuolator can simnlate rypical field production problems such as primary
depletion, pressure maintenance, evaluarion of oil recovery by waterflooding,
steamflooding, and steam stimulation. The oil recovery mechanisms of fluid
dis;ﬁlacement, capillary imbibition, gravity drainapge, mechanical and thermal expanston
of Tluids in naturally fracired reservoirs, heat losses to the overburden and bnderbarden
all can be handled by the simnlator.

Using the dval porosity concept, a fractired reservoir is idealized as a
discontinnons matrix system and a continuous fracture system. The fracure system is
modeled much like a single-porosity reserveir. The difference is that there are finids and
energy source/sink terms for each gridblock that reflect the fluids and heat ransfer from
and to the matrix.

Nomerical instability is often encountered in simulating thermal processes in
petroleurn engineeting. Therefore, a fully implicit scheme is used in both the fraciure
sysiem and matrix sysiems in order to ensure stability.

4.5.1 Mathematical Formulation

The dual porosity concept assurnes that the fractured reservoir is represented by a
continuous fracture system and a discontinuous mairix system. The fracture system and
the matrix sysiem occupy the same computational grid-block. Applying maierial and
energy balances to these two sysiems yiekd swo groups of equations which are coupled by
so-called transfer functions. The wansfer functions characterize fluid and energy flow
between the fracture and matrix blocks.

The following are major assumptions incotporated into the simulator:

1. Darcy's law applies to all finids.

2. Injection and production wells are atl in the fracture system.

3. Heat losses to the overbunden and imderburden are from the matrix
systein. There is ne heat boss directly from the fractwre system doe (o the
small area in contact with the overburden and undexburden.

4. Thete is no steam generation in the matrix system, i.e., there are only
water and oil phases in matrix.

Applying material balance and Darcy’s law o each phase in a 3D congol volume
of the fracture sysiem, the following continuity squations for each phase are obtained:
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Ky igp - _r 3|58
V[udﬂ, (VP, pﬁ'z)jl!+q, T, 3![ 3 (4.149)

K& _ PR B
?[ﬁ{wz P‘w)];”' B ar[ifl (4.151)

where the terms Ty and Ty are the il and water transfer tates batween the fracture

and matrix. The terms g, and g, represent the volumetric rates of condensation of
steam per unit of reservoir volume. These two terms are canceled by the multiplication of
the water and steam continuity equations by the water and steam densities respectively
and adding the two equations in solving the fracture system. This approach has been
shown to improve stability in the modeling of steam injection processes.

For the same control volume in the fracture, the energy conservation equation
accounts for energy transferred and stored in the fluids and in the porous mediurmn.
Convection and conduction of thertnal energy are two main mechanisns of energy
transfer.

?[%ﬂ p.4(VP, -p.Vz)+ k—:'l p (VP -p Vz)+ %l oA (VP - p,‘?z]]

(]

F

d
VT + 0, — Ty = g['ﬁ'[saﬂaun +8,p,U, +SpU,)+ {1~ 'F')P*U’]f (4.152)

where o is the density, #_ is the enthalpy and U/, is the internal energy with & = o (oil),
w (water), s (steam), and r (rock). k, is the thermal conductivity of reck and fluids and T
is the temperature. {,is the injected or produced energy. T, is the energy transferred
between the fractures and matrices.

Another govemning equation is an equation of state for the steamywater mixture.

T=T(P_ )when p=p,, (4.153a)




S =0and %:Gwhm T<T_ {4.153b)

These equilibrium equations state that the amre of saturated steam is
deperdent upon the saturation pressure and that there is no steam phase when the
temperature is lower than the saturation temperature.

Using the same method as for the fracture system, we can obtain similar equations
for the matrix systemn. In naturally fracmred reservoirs, the matrix pemmeability is very
low in cotnparison with the fracture. As before, the convection terms in the mabix system
are neglected. Therefors the simplified eqeations become

Qil:

g = %[%l 4.154)
Waters

Ty = %{% (.155)

Neglecting the contribution of convection 10 energy transfer yields the simplified
energy balance squation:

(VT +Q +1,, = %[.g.{s,p,uo $S.0U, +SpU) -] (4136
where 0, is the heat loss to the overburden and underburden. The YVinsome and
Westerveld (1980) method is used to calculate heat losses.

The initial values of pressure, saturation and temperature are specified at each
point in the reservoir. Also we assume that the reserveir is initially at static equilibrivm

thronghout the reservoir. Therfore we only need to specify the oil phase pressure at one
elevation. Values of oil pressure at other points are then calculated from hydrostatics:

Fp=F+p,gz—2") (4.157)
where P’is the pressure specified at elevation z°.
The basic benndary conditions ars given by
h-B, =0 ag=0,w5 (4.158)

where 7 is the unit vector normial 1o the boundary. Equation 4.158 assumes that there is
no mass flow through impermeable boundaries.
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For the heat loss calculations, the boundary is at infinity with the condition being
T.=T (4.159)

where T' is the iniial reservoir temperature.

To complete the govemning equations for the fracture and matrix, the following
constraints must be added to the system:

ES‘J' =7 {4.160)
!

where § = f (fracture) or m ¢{matrix}, / = 0, w, s (oil, water, steam).

Fp=F =P, (4.161)

(4.162)
where P, and P, are gas-oil and vil-water capillary pressures.
4.5.2 Finite Differencing
The Cartesian coordinate system is used to describe the simulated spatial domain.
A block-centered firite-difference grid is employed and is numbered from (1,1,1) to
{N,.N,,N,) or from f to NN N_, where N,,N,.and N, cerrespond to the number of

gridblocks in each direction. The discretization in space is otdained using first-order fimte
differencing, Thus for the node ij k:

‘dxf = f::g,j,t - :.-*,;,j: {4.153]'

The delta operator in the ¥ and 2 directions are similar to that for the x direction.
The descretization in time is carried out using a first-order forward difference scheme:

ASf =K Fi (4.164)

Employing the above operators to the ofl conservation equation:

(47,48, + ATV AP + ATZ AP, ~ YD), 44, = Ty (4.165)

B
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For the mass balance of water and steam, the equations arc similar, simply
replacing the subscripts o with w or 5. The transmissibilities for fracture-fracture flow,

TX 1Y, . TZ ,, are defined 8s:
AY A7
= 27
L5 » [km,:t,,,,]%f R (4.166a)

AX,AZ
Ty, 0, = _‘d-}gj[kﬁaq,]m o (4.166b)

AXAY

TZy, ;00s = z,, ——i[r,A qr]u " (4.166¢)

where & denotes w, o, 0r 5.

The mobility }lqmt is

i = ﬂ’w[%]w +{1-ﬂ*¢)(l:;) (4.167)
i Wil

Similar equations for mobility in the ¥ and z directions are straightforward. The
paramete @, is the upstream factor and is either one or zero depending on the flow

direction of phase .

The energy conservation equation discretizes as:

ATXH, AP, +ATYH AP, + ATZH A (P, ~¥,Z)

+ATXH AP, +ATYH, AP, + ATZH AP, -7 2)

+ATXH AP, +ATYH A P, + ATZH A, (P, - 7,Z) (4.168)
+ATXC, AT, ¢ ATYC, AT, + ATZC,AT, +Q, - Ty,

1%
= E[apn{p.,.'i‘,U‘, +p S U +pSU+(I-8)p fUr]r

‘The transmissibilities of «nergy by convection are:

TXH AY !-ﬂZ" - (& ph kph I
= x fi ] ————— 4+ —
Firdik  AY ; k‘i-r%.;‘,tl: w[ " l'” {I a’w}[ lHM (4.169a)
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One-point npstream weighting is also nsed in calcvlating heat wansfer by
convection. The transmissibilities of energy by condaction are calculated by:

_AYAZ,

TXCJ, _M_w} Wi it (4.170a)
AXAZ,

TTCJ, = M’H k-'!f.', P (4.170b)
AXAY

TZ2C )= ﬁZ_MLk””-H {4.170¢)

The arithmetic average is used to calculate the interblock thermal conductivity.
There are four finite-difference squations and one equilibrivm squation at each

gridpoint. The water condensation term can be canceled by adding the water and steam
equations together. The anxiliary relationships help us to reduce the number of primary

variables to four. We choose  F.5,.5, and T, as prinary variables. The remaining
variables are all dependent variables.

4.5.2.1 Solution Method
By moving the right hand side of the goveming equations, the fimite-difference
equations can be expressed it the form of residuals:
R(X}=0 (4.171})

where X is vector of the primary variables:

(4.172)

[
i B

The nonlinear equatons can be linearized and solved using the Newton-Raphson
method. The iteration is defined by:

JAX =-R (4.173)




where J is the Jacobian matrix formed by differentiating the nonlinear residual equations
with respect to the primary variables:

[OR, OBy OR, Ry
P, 3, o, 35,
oR, OR., OR, IR,
P, or, d5,
=1 ar, % R R (4.174)
o, a5, o, o5,
o, Ry By K
9P, o5, o, &,

The jacobian mawix and the residual equations are apdated after each iteration.
The iteration continues vntil the relative charges in primary variables are smaller than
given tolerance ¢niteria.

An iterative solver is recommended here in solving the problem because the
Jacobian matrices in multdimensional problems have large bandwidth. Even though
direct solvers can 2lso be employed in such problems, the low efficiency of calculation
makes the application of the simulator lirnited.

45.2.2 Time Steopine Alzorid

Two timne step options are implernented in the simulator — aotomatic time step
control or constant time siep size can be specified in the input data file. Although fully
implicit solntion techniques make the numerical selution stable under general condinons,
there are, however, other limitiations that should be constdered. In some chermal
processes, arbitrary time step sizes may not ensure solution stability, or even
convergence. Truncation error is also contrelled by time step size. Alse, some important
physical phenomena may be missed by using arbitrarily large time steps.

The antomatic time step algorithm implemented in the simulator uses the relative
changes in primary variables to determining the time step size. The time step size is
calculated from the most recent iteration and user-specified maximum time step size
( At_,. ) minimem time step size (At ), and allowable changes in primary variables
(AP  AS, s 5,0 - AT, ). The time step procedure is as follows. First calcudate the

maximurn changes in the primary variables from the previous time step:

AP, = mgx[lﬂ Fon ] (4.175a)
AS e = ngﬂa,s;m t (4.175b)
AST =m#x{]ﬁ :ﬂ} (4.175¢)
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Then adjust the current time step size for the next time step by:

AP AS_ AS, AT,
AfY = A" oo —wim —tin S 4.176
M{M:m AS: A ﬁT;m} (4.176)

The new time step size is further checked after the current time step is finished. The new
time step size and the results of iteration are accepted if the fellowing condittons hold:

APTY S CAP, {4.1772)
AS™ < CAS L (4.177b)
AS™ < CAS (4.177c)
AT SC AT, (4.177d)

where C,,C,.C, end C, are given constants greater than one. Otherwise, the time step

size is recalculated using the same equations but with the curent vatues of the primary
variables.

A constant time step size requires a smaller tirme step size to guaranies
convergence. And although smaller time steps take more computer e, sometimes
readiusting the time step size takes even more tme.

4.5.3 Matrix System Formulation

Fluids and energy flow between matrix blocks and the fracture within the same
grid. This flow is expressed in terms of the flow from a representative matrix block
multiplied by the number of matrix blocks in the grid. The representative matrix block
can either be treated as a single block or divided into small cells {subariding}. Cnly the
cuter cells of the block exchange fluid and enetgy with the fracture system.

15.3.1 Subsridi

Matrix blocks are discretized in such a way that the matrix block can be divided
into rectangular rings in ther lateral direction and layers in the vertical direction as shown
in Fig. 4.57. In the lateral direction, the interfaces between volume elements ave parailel
10 the nearest fracturs, This choice of gridding assumes thar the squipotential surfaces are
characterized by having a constant distance from the nearest fracture, In the vertical
dirsction, the matrix block is sliced inte layess to model gravitational effects. Fluid
segregation can also be simulated by imposing different boundary conditions at diffevent
elevations around the fracture, This scheme is the same as Beckner #f al.'s (1991) and has
features similar to the MINC (multiple interacting continua) approach (Pruess and
Narasimhan, 1985; Wy and Pruess, 1986).




Y cer Flow Usie Diffusion Equati

The two-dimensional diffusion ¢quation ¢an be nsed to describe the mass and
energy flow in the matrix:

3 Y, (r Bo) 5.
(uﬁ )+ (Dﬂ ) B @.178)
(. o\ 3. o or
_(Dh_u.}}_(ph—ﬂ-}.—ﬂ-at @.179)

where D, and D are diffusion coefficients defined respectively by:

KK,
- (4.180)
=T o8, 0B 6‘5
p, =2u (@.181)
mf
7 = (1-9.)P,.C.n + 6. (5. p.Cor +5,0,C.0) (4.182)

No-flow boundary cenditions are along the centerline of the block. The continuvity
of capiilary pressure implies saturation along the matrix surface equal ro §,,. Heat
conduction within the matrix is assumned te be the ¢controfing method of energy transfer.
Thus the teenperature at the matrix surface is equal te the temperamre of the fluids T,

The finite-difference form of the diffesion equation in a subgrid can be easily
derived as

[IT-'.t oy T +TC, W +T0,, W, +TB,, IPI:.RH]#H
V.
= DRk gl _ e 4,183
2L - W) (4.183)

where ‘P represents S and T, 7C is the summation of TT, 77, TQ, and T8 which are
calculated as follows:

T =TV, 3Dy (4.184a)
T8, =TV, .D,,., (4.184b)
Th.=TH_D_,, (4.184¢)
O, =TH, yD.,,, (4.1844)
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where TH and TV are geometrical coefficients and are given below.,

The sabgrid system reduces a 3D problem to a 2D problem. Therefore the
formulations for the transmissibilities are different from the ¢ommon form.

The volume fraction, f;,, for the iy ring and k,, layer is defined by:
(4.185)

where V,, is the bulk volume of the matrix block with dimensions of L,,L,, and L,, We
thus have:

N
sl k=1, .. M, (4.186)

il

The dimensions for ¢ach subgrid then can be computed by:

.tu-l-*l [z-fj I k= l! oy Mmb (4.13?}

Jul

J=l

J';+}J= [Zf ;Jc:r kal, .., M, (4.188)

The geometrical part of the tansmissibilities for subgrid (i.k) in the lateral direction can

be calculated by:
TH,,,= ( b "h" i ] {4.189)

PR Lr.aﬂ_t_L:u:

For the innermost subgrid:

TH,, =3[ -

Lr*,th* + L:i,thi
th b .T*_.l:

For the outermost subgrid:

h
THy . =38 L g s Lon st (4.191)
L LXN....-I * L.‘f L?H_, -1k




In the vertical direction, the geometrical part of the internal subgrid
ransmissibilities are computed by:

LL
TV, .., =2 < 4.192
Leek f h|l+l + .& (- )
For the top sobgrids:
L
v, = Zﬂ% (4.193)
For the bottoon sabperids:
LL,
Vs =2k e (4.194)
The diffusion coefficient D can be either D, or Dy:
D;.. k"‘_'*‘t (4.195)
**i ml": .I!—*
Dy, ELLETE} Fuis (—mdp ] (4.196)
|..l—!- ¢m“m 1. _} ds“ ‘_*-*

where Dy, e .is arithmetically averaged. One-paint upstream weighted relative

permeability is used to evaluate D g Since fluid potential is not sclved in the matrix
system, capillary pressure is used to determine the upstream weighting.

If no capillary pressure is assumed in the fracture, the satpration boundary
condition is simply:

s_=1-8, (4.197)

Since partial imanersion of matrix blocks is possible, the diffusion cosfficient at
the block surface is modified by fracture water saturation:

D...=D S, (4.198)

The finite-difference equations are solved implicitly using a schems sitnilar to that
discussed for the fracture systemn. The matmix-fracture fransfer flow can then be computed
by:

oy = N [iﬂ" ij"h: !'(Tf "“i)+ z M, +i’k"“"-”~n”i‘(Tf - T"‘i'"'*"'l'}
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+ zTH N;q,rkhmﬁﬂ,t (Tf - TMH“.;_*‘} }:| (4,199

km]

N, "
wa =N, in [zl' Tvi.in wg 4 (S,.,r - Smr',g) + ;wi.ll‘_‘, qut.x_p-} (Snr = Smf.u_&r}}

"
+ ZTH W rpt Dottt S = Sumar, q,;)] (4.200)

The three terms on the righthand side of the above equations represent the matrix-
fracture transfer flow through the top, bottan, and vertical surfaces, respectively.

4.5.4 Well Model

Wells are assumed to be connectad to the fracture system only. The flow rate,
bottomhole pressure and gridblock pressure have the relationship

Qo = PLAL(P g —Py) (4.201)
where the FJ, is the productivity index for layer k.

There are four well models inplemented in the simulator, Similar formulations
can be found in a paper by Fanchi et of. (1982).

Itis assumed that the well is completed in K layers.

1541 Inisction Rate Specificd

In this case the total water and/or gas injection raw (Q, and Q,) and well
mjectivity index (WI) must be specified for each layer. The injection rate for each layer is
then allocated as fellows:

Water injectioq rate:
[wicd, +4,+4,)]
0, =0, 4 ply (4202)
é[WI(ﬂ.ﬂ +A,+ 1,}],;
Sas ipjecti :
0,= [wra, +1,+ J.!,},],r @203

PILTRENCE)




s.42 Gil Production Rate Specified
In this case, the oil production rate, £, | is specified. The production rates of layer

k are:
Oil:
Qp,t =Qu [{Pn‘a'd.l'llrgn {4.2[]4]
Z[(HMJ‘E«];

Waier:

Qe = Q,.(i ﬁ”] (4.205)
Qas:

A [B

Q,ﬁQ,{I‘%‘-] (4.206)

4.5.4.3 Totwl Production Rate Specified

When the taral reserveir production rate, . , is specified, we first compute the
phase mobility ratio for sach layer:

Oik mohili -
X A
X, = E[m]. {4.207
W bili o
X A
= —
& g,[ YWYy ]ﬁ {4.208)
G bili o
0. = i L 4.209)
Ir_t-l 1n+ﬂ.w+‘1!k (

The total oil rate then can be compated by
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(4.210}

{4.211)
is the average oil formation volume factor for all layers in which the well is completed.
4.5.4.4 Bottombole wel) pressure specified

In this case, the injection or production rate for each layer is:

Qu =FID-[A(F, - £,)], @.212)

where PID is production index for a producer and injection index for a injector.
4.5.5 Simulator Verification

As mentioned earlier, the simolater can simulate both single-porosity and dual
porosity reservoirs. Both cases are verified in this section.

s 5.1 Sicole Porosity Waterfload;

The Buckley-Leverrett problem is a typical one-dimensional incompressible
waterflooding case. No capillary pressure is considered. To simulate this problem:, only
the fracture system of the simulator is used, The input data is listed in Table 4,13, Figure
4.58 shows a comparison of the analytical solution with the simulation resolts. A linear
madel with 500 gridblocks is used. The simulation tesults match the analytical solution
well except for some numerical smearing at the displacement front

3.5.7_Single Poosity Hot Waretflood:

Lauwerier (1955} considersd a situation in which hot water is injected into a cold
reservoir. As the hot water flow through the reservoir, heat is lost to the overburden and
underburden as shown in Fig. 4.59. In this case, it is assumed that there are no vertical
temperatire gradients in the reservoir. Hot water is injected at a constant rate and
temperature. Tahle 4.14 gives the input data.

Figure 4.60 illustrates a comparison of the results. Sirmulated resultz matek the
analytical solution very well. Two hundred gridblocks were used in this calculation.

15.5.3 Sinele Porosity Steamfloodi

Marx and Langenhiem (1959) solved the problem of a growing steam zone with
heat losses to an overburden and underburden. As steam is injected into a lateral
formation, the steamn zone spreads laterally. Injected heat increases the heat either stored
in the stearm zone or is lost to the overburden and underburden. A thermal efficiency
factor is used 10 indicate steam zone growth. Heat lost from the reservoir varies overa




large range with dimensionless time as shown in Fig. 4.62. 100% quality stcam was used
in this simulation. Two hundred blocks of size 0.2x2.0x0.5 (m”) were used in simulating
the one-dimensional case. Two-dimensional modeling is shown ia Fig, 4.62. 10 by 10

gridblocks with block sizes of 1.0x1.0x1.0 {m?) were used. We see that the analytcal
solutions are matched in both 1D and 2D cases. The late-time deviation from the
analytical solution is because of the breakthrough of steam becanse of limited reservoir
size.

Waterflooding of an ideal fractured reservoir was also simulated. A detailed
description of the case is listed in Table 4,135, Other data are adopied from Beckner et gl
{1938{ The gridblocks are 5§ by 5. Mo subgridding is wsed in the matrix, The system is
assumed 1o be incompressible, Therefore the main oil recovery mechanism is
countercarrent imbibiton. An excellent march was obtained compared to the results of
the dual porosity simulator developed for this stody. Figure 4.63 shows the water cut
obtained from the twe simulators.

To investigate the efficiency of thermal process in fractured reservoir, the
companision runs was performed. The comparison bebween tharmal process and
isothermal process is shown in Figure 4,64, The two isothermal cases were simmlated in
two different temperatures, One is at the initial temerature of the thermal simulation and
the other is near the final regervoir temperature of the thermal simulation. It is seen that
the recovery of thermal process is higher than both of the isothermal processes. Therefore
it can be concluded that not only does the oil viscosity lowered by thermal processes
increase oil viscosiry, but also the thermal expansion is 2 big contribution.

4.5.5. f ix B i

The effects of matrix block size was investigated. Four different simulation rung
were performed with the blocks of 1, 4, 8 and 16 in rach grid. The results are shown in
Figure 4.65, For the smaller block size, the matrix can be heated faster and the flow path
of oil from matrix to fracture is shorter, therefore, a higher oil recovery is resulted.
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Table 4.1. Input data for Buckley-Levereu problem.

Parameters

Reservoir lcngllL L

Reservoir thickness, h

Regervoir width, W
Porosity, $
Permeability, k

(il viscosity, te

Waler viscosity, ply

Initial water satoration, S,

Final water saturation, S,

Exponent of k

Exponent of kyy

End-point k,
End-point k...

Injection 1ate, Quip




Table 4.2. Warren and Root's data (1963) for prassure buildup test.

Parameters

Fractore permeability, ke 40 md

Reservaoir thickness, h 204

Quter teservolr radius, t. o

Wellbore radius, 1y 0.316 fi

Reservoir storativity, $m cm + s 2.64 x 10-6 psi-

Oil viscosity, I, 20¢cp

(il formaton volume factor, B, 1.23

Initial pressure, py 4000 psix
Production rate, o 115 STB/D

Production time, ¢4 . 21 days

Interporosity parameter, & 5% 10-6

Table 4.3, Calculated input data for simulation mns based on Warren and Root’s data
(1963).

Storativity ratio

| Fracture porosity

. Matrix porosit

135




Table 4.4. Parameters for ideal fractured reservoir.

Parameters

Reservair size

0x5x10ft

Matrix block size

1010 x 10 ft

Matrix porosity, &y,

.30

Fraciore aperivrs, Wy

0.0339 ft

Fracture porosity, ¢;

1.00

Equivalent fracture porosity, Ef

0.0081

Fracture permeability, k¢

100.0 d

Equivalent fractare permeability, k¢

4035.1 md

0.25 STB/D

Oil viscosity,

Water viscosity, Uy




Table 4.5. Kleppe arxt Motse's (1974) experirental data.

Yalues

Matrix permeability, k. 200 md

Matrix porosity, fm 0.225

Core diameter 0.87 cm

Inside diameter of mbe 10.39 cm
Core height, h 122.8 cm

Oil viscosity, |1, 2.3cp

Waler viscosity, [y 1.0cp

Gl density, p, 0.811 glem?

Water density, 1.02 gfeny?

Pore volume of core 2114 em?

Pore volume of frachare 1017 cm?

3.3 co’/min

35 em?fmin
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Table 4.6. Property dependence on primary variables of single matrix block thermal
code.

Po Sw T
Po(Bo) X X
Pw(Bw) X

Table 4.7. Relative permeability and capillary pressure used in single matrix block
thermal studies.

Sw Ko Krw Pc (psi)
0,330 0. 7500 00000 563

0.375 {).5580} 0.0007 195

D.400 0.4050 0.0039 291

0.425 0.2860 0.01310
0.450 0.1950 0.2200
0.475 0.1280 {.0380
0,500 {.0800 0.0600
0.525 L0470 (.0880
0.550 0.0250 0.1230
0.575 00120 ). 1660
Q.60 0.0050 02160
0.625 0.0016 0.2740)
0.650 0.0003 0.3400
0.675 0.00002 0.415%)
0,700 0.0000 0.5000

!:-J
i
-

SLOSODO
SSLEBREREVLE

Note: These data for relative permeability can be repreduced by taking
kopa=0.50, kopo=0.75, nyw=3.2 and ny=1.8.




Table 4.8. Perophysical and PVT data uged in single matrix block thermal studies.

Porosity;
nital 17.6 %
Compressibility Cr 5.076x10-10 Pa-1
Thermal Expansion By 9.72x10-3 K-1
Fock Density 2643.043 k
Ol Density at 6O°F (328R) 316.94 ke/m
Oil Viscosity at S0°F (310K) 4.6x10°3 5
Thermal exponent b 3.73
Tnital Pressure 1172 MPa |
Rock Conductivity (constant) 2.0 Wim.K
trix 1ty 0.0%33 pm2
Fracture Permeability 337 pm2
Trreducible Water Saturabion B Z
| Residual Ol Safuration 30 %)
[Tnihal Reservolr |emperatare 27 C
Hot Waler 1 emperature 127 o
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Table 4.9. Parameters used in Fig. 4.50.

Activation energy, E 62,700 Hinole
Kinetic exponential coefficient, kg 0.025 sec!
Concentration ratio of CO2 in oil vs. water, f, 20
Critical gas samration, S, 0.2

Water saturation, 5., 0.5

Qil saturation, §, 0.5
Porosity, & 02

{00, compressibility factor, z 1.0

Table 4.10. Parameters used in Figs. 4.51 through 4.53.

Initial temperature, T; 500C
Initial water saturation, S, 0.35
Initial il samuration, S, 0.65
Critical gas satoration, S, 0.2
Fracture spacing, d 4m
Matrix bleck porosity, ¢ 0.2
Matrix block permeability, ky 55.3 md
Activation energy, E 62,700 J/mole
Kinetic pre-exponential coefficient, Ky 0.025 sect
CO, compressibility factor, z 1.0
Concentration ratio of COz in oil and watey, f,, 1.0




Table 4.11. Relative permeability parameters used in Figs. 4.51 through 4.53.

K' 0.50 Swi 0.35 By, 3.2
K o 0.75 Sorw 0.30 Now 1.8
K g 0.50 Sorg 0.35 Bog 3.2
K'pg 0.75 Sgr 0.20 ng 1.8
S 0.35

Table 4.12. Capillary pressure vs. oil saturation used for Figs. 4.51 through 4.53.

S Poow (kPa)
0.0 379
0.1 303
0.2 234
0.3 17.2
0.4 11.7
0.5 6.89
0.6 345
0.7 207
0.8 1.3%
.9 0.69

Table 4.13. Input data for the Buckley-Leverett problem.

Reservoir lengih

Reservoir thickness
Reservoir width
Porosity

Permeability

(il viscasity

Waier viscosity
Initial water satyration
Final water saturation
Exponent of kro
Exponent of krw
Endpoint ko
Endpeint krw
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Reservoir length

Table 4.14. Input data for Lauwerier (1955) problem.

305 m

Reservoir thickness

3.048 m

Reservoir width

3.048 m

Porosity

0.35

Permeability

10.0d

Thermal conductivity

2.524 w/im K

Vol. heat capacity

2.35 mJ fim*K

Initial temperature

2887 K

Hot water mperatine

366.48 K

Injection rate

Reservolr size

7.36x10°5 m¥s

Table 4.15. Isothermal dval porosity simulation input data.

S0x50x10

Matrix block size 10x10x10 £
Matrix porosity 0,30
Fracture porosity 0.0081
Fracture permeability 405 md
Matrix permeahility 2 md

Water injection rate 0.25

il viscosity 1.0 cp

Water viscosi
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Fig. 4.3. Radial grid systern.
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Fig. 4.4. Schematic of matrix block subgrids.
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Fig. 4.5. Schematic of matrix subgrids in the lateral direction.
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Fig. 4.6. Schematic of matrix subgrids in the vertical direction.
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g. 47b Comparison of water sawration profile of the Buckley-Leveret solution and
UTDUAL resulis with a fracture system using 500 gridblocks.
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Fig. 4.15. Grid system for fine-grid simulation of an ideal fractured reservoir.
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Fig. 4.20b Comparisons of fine-grid single porosity simulation with UTDUAL results
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Fig. 4.21a Comparisen of two matix/fraciune transfer flow calulations: IMPES and
diffusion equation for an ideal fractured reservoir with ky, = 2 nxd,
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Fig. 4.22a Effect of matrix boundary condition on oil recovery, UTDUAL suns with
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Fig. 4.29 CRAY Y-MP CPU time ratio versus the number of subgrids.
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Fig. 4.30 Computer time ratio between IMPES and diffusion equation options of
UTDUAL.
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Fig. 4.38. Schematc of single matrix model.

Fig. 4.39. Water saturation distribution with different grid sizes at late time.
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Fig. 4.52. Companson of gas saturaton and recovery for different temperatures as a
function of time, (Pooz= 5 bars, S,,=0.2).
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Fig. 4.57. Schematic of matrix block subgrids.
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Fig. 4.58. Comparison of water saturation profiles from the Buckley-Leverett (B-L)
analytical solution compazed to the model developed in this study.
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Fig. 4.59. Schematic of the Lauwerier (1933) hot water injection problem.
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Fig. 4.61. Comparison of Marx and Langenheim (1959) solution with simulation.
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Fig. 4.62. Comparison of Marx and Langenheum (1959) solution with simulation, 2D
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NOMENCLATURE

Himanmuwnn

[ IO S |

Shortest length of the rectangular prism matrix block

Arca of cylinder face

Area of cylinder ends

Taotal arca of the imbibitden fromt inside matix block

Total surface area of the matrix block through which imbibition occurs
‘Total surface arca of the imbibition front inside matrix block at distance x
Matrix block area perpendicular to the direction x; at distance x

Mairix block area perpendicular te the direction x, at distance x

Maurix block area perpeadicular te the directions x3 at distance x
Medium length of the rectangular prism matrix block

Formation vehumne factor of phass ¢

COz concentration in water

Longest length of rectangular prism mairix block
Specific heat capacity at constant pressure of phase ¢
Pressare compressibility of il

Specific heat capacity of rock

Fracture spacing

Diffusion coefficient of fluid

Thermal diffusion coefficient

Activation energy

Cutput voltage from the sensor

Generic function

Quartz content in the rock

Volume fraction of matix subgrid j

Ratio of CO. solubility in oil vs. water, dimensionless
Fractional flow

Condluctance in X direction

Conductance in Y direction

Height of cylinder

Specific enthalpy of phase o

Thickness of k th layer of subgrid

Specific enthalpy of saturated vapor

Specific enthalpy of samrated water

Node identification

Jacobian matrix

Aspect ratio

Abselute permeability of the matrix block
Permeability

Kinetic pre-exponential coefficient

Henry's coefficient

Heat conductivity

Relative pemcability

Relative permcability to gas

Relative permeability to water

Relative permeability of phase

Sensor constant

Leagth of the specimen

Limiting distance, half of the shortest distance across the matrix block

196




L = Distance from the fracture face to the leading 2dge of the imbibition front
Ln = Dimensionless imbibition frone distance
Ly or = Half correlation lengths
Ly Ly, = Matrix block dimensions
m = Total CO, concentration
m; = 0Oy concentration in hiquid
A = Unit normal vector
Ho = (il relative permeability #xponent
Ay =  Water relative permeability exponent
P = Pressure
P = Probability of eccurrence of conductors
Pg = Pressure of phase o
P = Capillary pressure
P i = Capillary pressure at the initial water saturation
P = Pressure of the gas
28 = Productivity of well
P ior = Pressure of the water
Gox = [njection or production rate of phase o
Ggas = Total flow rats of gas in all directions
Goasx = Flow rate of gas in x} direction
Fpasx = Flow rate of gas in x2 direction
Gpasx 3 = Flow rate of gas in x3 direction
GgasC = Gas flow rate from cylinder face
d4 = Source term in energy equations
Gwaser = Water flow rate from cylinder face
Goast, = Gas flow rate from cylinder ends
Greaier = Water flow rate from cylinder ends
Gy = Energy injection or production rate
h = Heat loss to the overburden and underburden
dy = Heat flux through the sensor
Gsw = Steam condensation rate
Qearer = Cumnlative water imbibed
Fater = Total filow rate of water in all directions
Guaterz; = Flow rate of water in x] direction
Guaerz, = Flow rate of water in X2 direction
Guaterzy = Flow rate of water in X3 direction
0o = Cumulative water imbibed at the end of imbibition
R = (3as constant
R = Radivs of cylinder
r = Radius
Rbrp) = RG oansformation of p
Foad = Raie of CO, production
s = Saturation, dimensionless
L = Laplace variable in dimensional space
o = Laplace variable in dimensionless space
Sor = Saturation of phase &
3, cier = Water saturation
S, = Initial water saturation
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T = Temperature
Th = Hot (steam} temperature
Ti s Initial reservoir temperature
¢ = Time
r = Time 10 reach the center of the block
TH = Transmissibility in horizental direction of matrix block
Fi = [Initial temperature
TV = Transmissihility in vertical direction of matrix block
TX = Transmissibility in x~direction
TXC = Transmissibility of erergy by conduction in x-direction
TXH = Transmissibility of energy in x-direction
TY = Transmissibility in y-direction
T¥C = Transmissibility of energy by conduction in y-direction
TYH = Transmissibility of energy in y-direction
Tz = Transmissibility in z-direction
TZ0 = Transmissibility of energy by conduction in z-direction
TZH = Transmissibility of energy in z-direction
Ue = Internal energy of phase a
Uy = Internal energy of matrix
v = Volume of the grid block
Wi = Injectivity of welt
Xy = Cartesian coordinates
X = Position
X;,X%3,x3 = Directions
z = (Gax deviation factor, dimensionlasz
Greek Symbols
o = Phaseo
a = ‘Thermal diffusivity
B = tormation volume factor of phase o
Br = Thermal expansion coeficient of rock
Yo = Specific gravity of phase o
Wi = Semivariogram
ful = Change of a parameter
Ay = Node w node distance in X direction
& = Correlation length
e = Block dimension in X direction
@ = Contact angle
Gor @ = Normalized temperature
A = Thermal conductivity
Ao = Mobility of phase ¢
Aoy = Effective thermal conductivity
As = Fluid thersnal conductivity
AL = Lowet bound on thermal conductivity
Ag = Solid thermal conductivity
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Ay = Effective conductivity of formation

il.U = Upper bound on thermal conductivity
Ler = Dynamic viscosity of phass «

Jisy = Viscesity of phase «

Heas = Viscosity of the gas

He = Viscesity of saturated vapor

Hw = Viscosity of sarated water

Hwearer = Viscosity of the water

P = Density

Pa = Density of phase o

Pex = Density of phase ¢t

Pr = Density of matrix

LB = Density of santrated vapor

P, = Density of saturated water

Pse = Density at standard conditions

c = Electrical conductivity

o = Interfacial tension

T = Time

Toonf = Matrix-fracture transfer rate of phase &
Thmf = Matrix-fracture transfer rate of encrgy
v = Kinematic viscosity

&) = Upstoeam weighting factor

J = Differential operator

& = Formation resistivity factor

@ Porosity

14 = Hamilton operator

Subscripts

o = Phase

conw = Capillary pressure for oil and water two phase
eq! = Value at chemical equilibrium

eqe = Value at thermodynamic equiliteium
f = Fracture

£ = Qas

i = Initial

m = Matrix

o = (il

ont = Residual oil in three-phase sysiem
org = Residual 0i} in oil-gas system

orw = Residual oil in oil-water system

r = Relative, rock

rg = Relative permeability of gas
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rgo
rog
rogo

o

rowi

2
il

g
([0 IO O [

Relative permeability of gas at residual oil saturation

Relative permeability of oil in oil-gas system

Relative permeability of oil in oil-gas system at residual gas saturation
and zero water saturation

Relative permeability of oil in oil-water system

Relative permeability of oil in oil-water system at residual water
saturation and 2ero gas sataration

Relative permeability of water

Relative permeability of water at residual oil satration
Steam -

Water

Connate water

Irreducible water

x, y and z diwections

Nommalized value
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APPENDIX A. NEW FUNCTIONAL CORRELATIONS FOR
SATURATED STEAM PROPERTIES

A new set of continuous correlaton functions of saturated steam propertics
(dcnmt}r, enthalpy and viscosity) has been developed. The new correlations cover the
sapuration envelope from 20°C 1o 360°C and are highly accurate and continuous over a
wide termnperature range. In terms of simplicity, accuracy, and continuity, these functions
offer advantages in certain applications over those previously published.

NEW FUNCTIONAL CORRELATIONS

The most canunonly used methods for determining samrated steam properties in
computer applications are 10 use table look-up, or a series of equatienal approximations to
fit the: data. In this study we have developed a set of simple continuous correlation
functions for satarated stcam properties, which have certain advantages over those
previonsly published in termns of combined simplicity and accuracy. These functions cover
a temperatare range from 20°C vo 360°C, the eemperamre range of interest in most thermat
FeCOVETY Operations.

Recent work on steam properties presented seme new polynomial equations for
stearn propertics. Ejiogu and Fiori (1987) presented polynomial interpolations that cover
the high temperatare range from 241°C 10 333°C., Tortike and Farouq Ali (1989) developed
a set of steam properties as polynomials throughont most of the temperature range of
saturated steam from 0°C to 353*C. Chien (1992) presented emnpirical correlations which
are highly accurate but are mostly discontinnous and require a large number of coefficients,
These studies provide a baseline for comparison with our new correlations.

Fheoretically , any data can be fit by a polynomial no matter how complicated.
However, as the degree of a polynomial increases, the fitting curve may include many
changes in derivative. For most applications it is desirable to choose a degree of fit as low
as possible in onder to reduce oscillations, while still retaining desired accuracy. Using
different correlations to fit data in different ranges is another way to obtain more accurate
results. But this may cause discontinuities in the derivatives that could lead to, among -
other things, convergence problems in simulation. The best correlations are accurate
enough to cover the required range, continuous in its derivatve, and simple to use.

The data used in thiz smdy weres tabulated data from the National Bureae of
Standards/National Research Couoncit of Canarla (1984). For sarated water and steam, the
correlations were developed using polynomial and ronlinear regression. Regression
cocfficients and residuals were used w judge the accuracy and suitabilicy of each
cormelation. All comrelations are presented in S units. Temperamre was chosen as the
independent variable, This makes the cormelations sitnple and casy to use in thermal
rescrvoir simulation. Relative residuals were calenlated between the correlations and the
sizam table data, expressed as percentages of actual values. The maximuon: and mean
absolute values of the residuals are also reported.

Samrated watse density

P, = 398,942 + 8,238558~5335.9562 - T'*




Saturated vapor density

P, = EXP[-5.6294 + 0.14564T°% - 2. 1242 x 10T

(A.2)
—~7.4288 x 167°T™* + 4.7323 x 10T
Saturated water enthalpy
h, =2751-212.23333\/170.86 - T°F (A.3)
Satwrated vaper cothalpy
h, = I78.758+ 5.14455T + 119.8224~374.09 =T (a4)
: | o
jt, = EXP[0.484045 = 3.1 115 x 10 T*® 4 1.3192x 107 T"*
(A.5)
~2.2934 x 107 T*¥]
5 | o
#t, = 0.0085 + EXP[-7.0661 + 2,1106 x 10T
(A.6)

—7.2058 X107 T* + LOIIIX 107 T*)

Comparisons of the new correlations to recent siudies are listed in Tables A.1
through A.7 and Figs. A1 throngh A.7. As can be seen, the new correlations generally
have both greater accuracy and fewer coefficients than the equations of Tortike and Faronq
Ali €1989). The equations of Chien (1992) are highly accorate, but have a large nomber of
equations and cosflicients.

For water density and vapor enthalpy, the new correlaiions have a maximurn
residual smaller than 0.25%, The highest residoal among the new correlations is for vapor
density, which reaches nearly 3% at 360°C. All the others have maximum residuals less
than 2%. Absolute residuals between 100°C and 300°C are even smaller.

Comparisons of water and Q\gor viscosities are made only between the new
correlations and those of Chien (1992). The residnals calculated using the correlations of
Tortike & Faroug Ali (1989) are larger than they reported, which leads us to believe that the
published equations may be inconect.
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Table A.1. Comparison of saturated water density equations and residuals.

MNuomber of | Nomberof | Tempesatue Max. Mean
Continuow: | Equastions { Ceefficients | Range (C) Absclute Absolute
Residual % | Residual %
‘This work ¥es 1 3 20-360 .20 007
Chien (1992} 0 2 12 100-370 012 0,03
Tortike arad Farowg Ali you I & 0367 A7 022
{1989)
Table A.2, Comparison of saturated vapor density equations and residuals.
Mumber of | Namberof | Temperanure Max, Mean
Continuons | Equations | Coefficients | Range (C) Absclute Absplpie
Residual % | Resudual %
This waork yes [ 5 20-360 298 0.56
Chien {1992) no 2 15 100-369 o 0.03
Tostike and Faronq Ali yes 1 6 0-3712 7.71 A
1 {198%)
Table A.3, Comparison of saturated water enthalpy equations and residuals.
MNumber of | Numberof | Tempesatuce Max. Mean
Continoous | Equation: | Coefficienis | Range (C) Absolute Absolute
- Residual % | Resicual %
This work yes k a4 H0-360 A 6T 071
Chien {1992) yes 1 12 H0-362 0.a7 .03
[ Toatike and Faroug Ali ves [ 7 0-372 2.93 0.52
| (1989)
Table A.4. Comparison of satrated vapor enthalpy equatiens and residuals.
Mumber of | Namberof | Temperahire Max. Mean
Continoous | Equations | Coefficients |  Ranpe (C) Absolute Absolue
Residual % | Residual %
This work yes l 3 H-360 0.25 0,085
Chisn {1962) yes l 12 H)-365 .10 (1044
Tortikes and Fasoug Ali yes 1 7 0-367 {.50 .08




Table A.5. Comparison of saturated water viscosity equations and residuals.

Number of | Numberof | Temperihm: Max, Mean
Coatinurng | Equations | Coefficients | Range {C) Absolote Absgolute
Residueal % | Residual %
This work yes 1 4 2-360 1.56 .78
Chien {1992} ™o 2 i2 50370 0.22 .06
Tortike and Faroug Al ¥es5 1 ] 0-372 T.H2ET) 1.98(1.0M)
{1989)
Table A.6. Comparison of saturated vapor viscosity equations and residuals,
MNumnber of | Nunberof | TemperatuoreR, Max. Mean
Continucus | Equations | Coefficients | ange (C) Absotute Absolute
Residual 5¢ | Residual %
This work yes 1 5 20-260 A3l 0.43
Chien (19923 no 2 14 T30 0.17 (10
Teatike andFarouq Ali yes 1 [ 0-372 18.2(6.41) | 3.8%1.59)
{198%)
Note: The data in parentheses were reported by Tentike and Farouq Ali (1989).
Table A.7. Comparison of heat of vaporization.
Number of | Numberof | Temperamre Max. Mean
Continuocus | Equations | Coefficients | Range {C) Abeolute Absolude
Resdo % | Residual R
Thiz work yes 1* [ 20-360 0.5 0.2i6
Chicn (1992) yes I 23 20-36% 0.24 0.062
Toctike and Faroug Ali yes [1 6 (-372 0.323 (.14
{1089}

*The heat of vaporization is calculated using the water and vaper enthalpy correlations.
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Fig. A.1. Water density residoal vs. iemperamre
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Fig. A2, Vapor density residual v3. temperature
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Fig. A.3. Water viscosity tesidual vs, temperatne
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Fig. A.4. Vapor viscosity residual vs. temperature
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Fig. A6, Vapor emihalpy residual vs, tempsraiure
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