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Abstract 

The nonlinear behavior of the Toroidal A M n  Eigenmode (TAE) driven unstable by en- 

ergetic ions in TFTR [Phys. Plasmas 1,1560 (1994)] is studied. The evolution of instabilities 

can take on several scenarios: a single mode or several modes can be driven unstable at the 

same time, the spectrum can be steady or pulsating and there can be negligible or anomalous 

loss associated with the instability. This paper presents a comparison between experimental 

results and recently developed nonlinear theory. We find many features observed in experi- 

ment are compatible with the consequences of the nonlinear theory. Examples include the 

structure of the saturated pulse that emerges from the onset of instability of a single mode 

and the decrease but persistence of TAE signals when the applied rf power is reduced or 

shut off. DISCLAIMER 

This report was prepared as an account of work sponsored by an agency of the United States 
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I. Introduction 

The present concept of a tokamak fusion reactor relies on plasma heating by alpha par- 

ticles produced by the deuterium-tritium reaction. These alpha particles form an energetic 

ion distribution whose mean speed is comparable to the Alfven speed, which is much larger 

than the plasma thermal speed. It has been noted that when energetic particles have speeds 

comparable to or above the Ah6n speed, they can excite1t2 shear Ah&-type waves such as 

the Toroidal AlfvGn Eigenmode (TAE).3 If these modes grow to large amplitudes, they can 

eject the fast ions before the ion energy is transferred to the plasma as has been observed 

under several experimental conditions with either neutral beam or icrf formed energetic par- 

ticle di~tributions.**~*~ In a fusion reactor such losses would reduce the alpha particle heating 

efficiency as well as possibly cause local damage to the first wall.7 Evidence of collective 

effects induced by alpha particles has recently been observed in TFTR-DT experiments.8 

The TAE instability threshold has been studied extensively in recent yearsg and it appears 

that instability in some projected regimes of operation is likely in a reactor plasma. Depend- 

ing on plasma parameters the TAE instability can have different consequences. Unstable 

modes may saturate at a low amplitude without causing harm to alpha particle confinement, 

or be of large enough amplitude to cause rapid global diffusive loss of energetic particles. 

Therefore, it is important to investigate the saturation mechanisms of these modes. 

The basic mechanism for mode saturation arises from the nonlinear behavior of the 

resonant particle response.lOJ1 This response has a general character that is applicable to all 

systems where instability is due to kinetic resonances. A basic parameter is the characteristic 

bounce frequency,lo*ll Wb, of a resonant particle trapped in a finite amplitude electromagnetic 

wave (quite generally Wb a All2 where A is the wave amplitude). In addition the response 

depends on the rate, v , ~ ,  particles leave and enter the resonance region due to relaxation 

. 
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processes such as collisions. For example, if us is the 90" pitch angle scattering rate, then 

v e ~  (w2vs)1/3 with w the radian frequency of the mode. Note that VeR can compete with 

wb even when us << wb since typically w >> us. This competition makes. the saturation 

mechanism more subtle than the commonly.used wave trapping concept. It has been shown 

that for a single mode the value of wb at saturation can be expressed in terms of v , ~ ,  - y ~ ,  and 

~ d ,  where ' y ~  is the linear growth rate due to the kinetic drive in the absence of dissipation in 

the plasma, and yd is the plasma dissipation rate in the absence of the kinetic drive. When 

saturation is due to a single resonance, the result is generally benign in terms of the particle 

loss. If there are multiple resonances present, the effect of resonance overlap may greatly 

increase the fluctuation level, and enhance losses can arise due to global transport. 

The purpose of this paper is to establish a framework for interpreting experimental data in 

terms of the nonlinear response of resonant particles. We present some TFTR measurements 

of the evolution of the TAE instability driven by energetic particles and we attempt to relate 

the observations in terms of the recently developed nonlinear theory. 

11. Evolution of Instability 

A. Single Mode Saturation Near Threshold 

There is a variety of data where instability emerges from noise, oscillates somewhat 

and then approaches a steady state. Such a response is indeed predicted over a range of 

parameters in the nonlinear theory. We first discuss this case. 

We study experiments performed in TFTR with plasmas heated by ICRF fast waves 

at the cyclotron frequency of the hydrogen minority ions8 Unless otherwise specified, the 

plasma has the following pameters: toroidal magnetic field B = 3.4 tesla, plasma major 

radius R = 2.62m, minor radius a = 0.96m, plasma current I p  = 1.3MA. Helium is the 

working gas used for breakdown and density feedback control, but there is a substantial 
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amount (up to 50%) of deuterium. ions due to outgas from the carbon limiter. The hydrogen 

minority ions are heated by 3 - 10MW of 46 MHz fast waves. The heating is anisotropic, 

with hot tails of trapped particles formed in the region of phase space where banana tips 

are near the cyclotron resonance. Their energy spread, which increases with rf power is 

shown in Fig. 1 for a deuterium plasma. These measurements were carried out with a charge 

exchange technique12 where Carbon-V is the major electron donor to the escaping protons . 

that have been neutralized by charge exchange. Most of the experimental results discussed 

here will be €or a helium plasma where we expect similar temperature (0.2 - 1.OMeV.) for 

the H minority species. These energetic ions drive the TAE when they fulfill the resonance 

condition 

where w is the mode frequency, a4 is the trapped particle precessional drift frequency &d 

3 8  is the poloidal bounce frequency, n the toroidal mode number and I an integer and E, P4, 

and p, are respectively the energy, angular momentum and magnetic moment of resonant 

particles. 

The magnetic oscillations associated with TAE modes are detected by Mirnov coils lo- 

cated near the plasma edge. In some of the plasma shots, internal measurements of local 

density oscillations associated with TAE modess are carried out with a three channel mi- 

crowave refle~t0meter.l~ Some peaks in the frequency spectrum of the reflectometer signal 

coincide with those in the Mirnov coil data, -indicating that these are internal global modes 

with a s igdcant  edge component. 

Figure 2 shows the waveforms of the plasma current, line-integrated electron density and 

the rf power. Observe from Fig. 2 that the rf is turned on at 2.5 sec. to 2.2 MW, a level 

that does not produce TAE instability in 0.2 sec. as can be seen in Fig. 3. At about 2.7 sec. 

the level of rf heating is increased to 3.1 MW and the onset of TAE activity is observed 
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quite soon thereafter as seen in the Mirnov signal output shown in Fig. 3. Thus, as there 

is no instability observed during the application of the 2.9MW power level, and instability 

is observed at an input power level of 3.1 MW, the unstable state is not likely to be more 

than 10% above the linear stability threshold. Therefore, it is natural to interpret the data 

on the basis of a theory developed in Ref. 14 for the nonlinear dynamics of a single mode 

ne= the instability threshold. 

The corresponding equation for the mode amplitude A(t )  has the forml4 

* A(t - t' - t")A(t - 2t' - t") 

Apart from a numerical coefficient, which is taken to be unity in this analysis, the absolute 

value of A is the square of the characteristic nonlinear bounce frequency, wb, of a typical 

resonant particle trapped in the wave. The linear growth rate 7 on the right-hand side 

of Eq. (1) is the difference between the energetic particle contribution, YL, and the mode 

background damping rate 7 d .  The theory, which is based on closeness to the instability 

threshold, assumes that 'y = ' y ~  - 'yd << YL. 

As the energetic particle distribution formed by the rf heating evolves towards an unstable 

equilibrium, the growth rate 'y changes from negative to positive values. Near the threshold, 

y is generally a linear function of time. In order to compare with experiment, we take the 

growth rate to vary as 7 = ut (with u a constant value) over the entire time interval from 

t = 0 (the moment when the system becomes unstable) to the end of the fitted data set. Since 

y~ and 'yd nearly balance each other, the time dependence of the equilibrium distribution 

affects primarily the difference between the two. Otherwise, we will treat ' y ~  as a constant. 

The effective collision frequency, ud in Eq. (1) is the rate at which collisional processes 

renew the distribution function of the resonant particles. In the case of rf heating, veff can 
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be estimated as 

where uh is the overall heating rate and X a numerical coefficient of order unity. This estimate 

is readily inferred by balancing the mismatch in the resonance condition with the diffusion 

term of the rf Fokker Planck operator. If we now introduce dimensionless variables T = 

and U 3 Ay2/2/05/4, Eq. (1) can be rewritten as, 

with u = v , ~ / Q ~ / ~ .  

Equation (3) can be integated numerically for various values of v and a0 (the initial 

amplitude of a). A set of curves a(r;v,ao) are then obtained. These curves define the 

theoretical signal curve, Stb, given by 

with ~ ( t ;  TO) = a'/'(t - t 1 )  + TO where tl is the time of the first exhibited data point. We 

wish to choose the parameters, Uo, TO; Q, k so that &(ti) is the best fit to the experimental 

signal at specific times, ti ,  shown by the dots in Fig. 4. These points are denoted by Sq( t i ) .  

We then minimize the expression, 

C lSexp(ti> - stk (ti, k, 0, 70,  a0)l2 
a 

where the summation is over the data points. The best fit values are found to be 

= 35, = 5.4 x io4 s - ~ ,  r0 = 5.3, 

with very little sensitivity to a, if it is not too large or too small (this is to be expected 

to the extent the signal is quasi-stationary depending only on the time dependent growth 
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rate). The theoretical curve of ~ ( T ) / Y *  is shown by the solid curve in Fig. 4. We can then 

infer that 

ueff d2 = 8.2 'X 103s-f 

L J ~  A,, ' I2 - - vo5I8 (%) ' I2 /?;I4 = 8.5 x lo3 rad/s. 

The theoretical curve for U(T) exhibits oscillatory behavior and the experimental data also 

shows an overshoot in the response and an indication of further oscillation. Note that in the 

theory, the oscillation frequency is not related to the trapping frequency (indeed the theory 

that is the basis of Eq. (1) assumes that particle trapping does not occur within the time 

We now compare this fit to other independent estimates of the saturation parameters. 

We find that the theoretical estimate for wb, in t e rm of the perturbed magnetic field, is 

From the reflectometer data, an internal level of SB/B E is indirectly estimated. 

Then for n = 2, v = 10Qcm/s, r = 30cm, q = 1.5, B = 3.4T, and R = 260cm, we find 

b4, = lo4 tad/s. This rough estimate for wb is consistent with the numerical value obtained 

with the fitting routine. We now use Eq. (2) to estimate v h  &om the value of v d  found from 

our fitting procedure, and we find vh = O.5/X3s". We expect vh - vw = electron energy 

loss rate which is - 6s-' which requires X - 0.5. Thus, given the considerable uncertainty 

in t.he choice of the system parameters, we have achieved a consistent correlation between 

experiment and theory. A more accurate comparison would require more precise spatially 

resolved experimental data on the distribution function of energetic particles formed during 

rf heating as well as more information on the mode structure and absolute level of the 
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magnetic fluctuations. A refined theory can be easily developed for this comparison, where 

numerical coefficients, which we have taken as unity, ate properly evaluated. 

B. Multiple Modes Above Threshold 

A fine structure in the TAE spectrum also emerges at later time in this run. It usually 

consists of several peaks that correspond to modes with Merent frequencies and different 

toroidal mode numbers. The frequency spectrum is obtained by applying Fourier analysis 

to the Mirnov coil signal obtained over a time interval At. It should be pointed out that the 

width of the frequency resolution, A f is inversely proportional to At, i.e. A f - 1/(27rAt), 

which is a fundamental limitation. However in our experiment, the slow digitizing rate is a 

more severe limitation. 

Figure 5 shows the TAE spectrum at different times for the run analyzed in Sec. A. 

Observe that the modes appear in a particular sequence where the lower frequency modes 

appear first, followed by higher frequency modes. It is generally found that lower frequency 

modes correspond to higher n modes. In this data set the n-number was determined by 

analysis of the Doppler shift due to plasma rotation15 and it w8s determined that the three 

modes correspond to n = 2,3,4. The time sequencing of the different modes reflect the 

difference in the instability threshold, with new modes appearing as the fast ion distribution 

builds up in time due to the continuous rf heating. 

The resonance condition of all these modes appear to be close to where the radian mode 

frequency, w, is comparable to both twice the precessional drift frequency (of a 0.5 Mev 

particle at r = 30cm) and poloidal bounce frequency. Thus the resonance conditions for 

different modes should be quite spread apart in phase space even for modes oscillating 

near the same frequency. Theoretically, an independent mode response is then expected as 

resonances are sufficiently well separated so that the alteration of the distribution function 

along one resonance, determined by the condition On,&) = 0, does not affect the distribution 



along another resonance Q n t , p ( w ! )  = 0, where (w, e,  n) # (w', e', n'). 
There is some evidence for this interpretation in the experimental data. In Fig. 6(a) we 

exhibit raw data from the Mirnov coil signal which exhibits rapid amplitude modulation. 

The amplitude modulation is caused by the beating of two modes with slightly different 

frequencies. Fig. 6(b) depicts the frequency spectrum of the signal shown in Fig. 6(a). The 

two peaks in the spectrum correspond to n = 2 and n = 3 TAE modes, and the frequency 

separation equals the amplitude modulation frequency shown in Fig. 6(a), as is expected 

from the beating of otherwise uncoupled modes. It should also be noted that though the 

frequency of the two modes are close, 6f/f - 3%, the separation of the resonance conditions 

is likely to be considerably larger. , 

By varying the rf power, it is found that the saturated TAE amplitude is approximately 

proportional to rf power as shown in Fig. 7 and that there are several mode frequencies 

present at higher rf power. This observation can be compared with theoretical consideration. 

In this case, if the distribution is steady, and veff is large enough, a steady TAE signal is 

predicted. 

The summary of the theoretical saturation predictions is as follows. Near marginal sta- 

bility, when W b / v &  is small, it follows horn Eq. (1) that for a steady wave the energetic 

particle contribution to the growth rate, YNL, scales as TNL N, 7~ [l - cX(wb/v&)4] with 

CY - 1. However, when wb/v& >> 1, it has been determined previously16 that TNL scales as 

~ N L  N y~ v&/wi. A simple interpolation formula of these two results, that captures scalings 

for large and s m d  wb/vefl that is suitable for arbitrary &ff/Wb, is 

(4) 

The saturated growth rate that can then be inferred from the relation, TNL - ~d = 0, is, 
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These predicted steady levels have been inferred to be stable14Js if, 

Note that according to the theoretical formula, the saturation amplitude, A - wz, scales 

Roughly, we expect the rf diffusion coefficient, which is essentially v h ,  to be propor- as 

tional to the applied rf power. One also finds that in the experiment the number of modes 

increases with rf power. These additional modes may explain why the amplitude scales as 

P'', rather than P;l3, where P'' is the applied rf power. Hence, there appears to be consis- 

tency between the experimental observation and theory to achieve increased saturation level 

with increased rf power. 

C. Variations in the Response 

Sometimes the response of the nonlinear modes differs from that observed in Sec. B. 

Consider the run in Fig. 8. In this case the rf power is turned on at 3 sec to 5.8 MW, 

for 0.17 s. In this section we discuss what happens during this time interval. Notice that 

this case is somewhat different from the previously analyzed case, in that the first TAE 

mode to appear is a higher frequency mode, interpreted here as an n = 4 mode, followed 

by lower frequency modes. As the detailed threshold conditions are sensitive to parameters, 

this may explain the difference from the previously analyzed case. The applied rf power is 

higher and switched on 0.5 sec. later than the previous case. Thus the plasma may have 

a slightly different q(r) profile, probably due to more penetration of the current profile. 

As the thresholds of the three modes are close to each other, the determination of which 

mode should be unstable first can depend on the detailed profiles. Also note that the later 

appearing modes are detected with a stronger Mirnov signal. This could be if the higher 

n-modes are more internally localized than lower n-modes, and then they would be difEcult 

to detect. Thus the magnitude of the different signals should not reflect the relative strength 
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between the different modes. . 

We see from Fig. 8(b) and from Fig. 9(a), that the highest frequency n = 4 mode 

rises to a steady Ievel until the next lower frequency mode (the n = 2 mode) appears at 

t = 3.076sec. From Fig. 9(b) we observe that this mode then rises to a near steady level, 

until the appearance of the next lower frequency mode (n = 2). On the other hand, from 

Fig. 8(a), we see that first mode response is sometimes quenched during the rising phase of 

the second mode. At 3.087 sec. a third mode appeam, and rises to an oscillatory, rather 

than a steady level. During the time when all three modes are excited, they all appear to 

be oscillating. 

It may be possible to interpret the behavior just described within the framework of the 

theoretical picture that we have formulated. In particular the n = 2 mode, which seem closer 

to threshold than the other two, allows finding a good fit, similar to that described in Sec. A. 

Note that a steady response is to be expected for a single mode only if Vh is sufficiently large; 

otherwise oscillations are expected, which can perhaps explain the oscillations in Fig. 8b and 

in more detail in Fig. 9. 

In addition other factors may come in that are beyond the scope of the independent mode 

theory we have developed. Some examples include: 1) Modes do not oscillate independently 

because of the overlap in the resonance response. The assumption of independent modes fails 

if v e ~  > AR, where Af2 is the separation between resonances. Analysis of what happens in 

this case has not as yet been developed, but it is plausible to expect this effect to couple the 

otherwise independent modes and to induce additional oscillations of the mode amplitude. 

For example oscillations could arise if the excitation of one mode depletes the drive for 

another mode. 

Another possibility is that there is mode overlap, that arises when wb > AR. A mode 

overlap situation is difficult to sustain in steady state, but it leads to substantially higher 
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saturation levels than the independent mode case. As the amplitudes for the modes shown 

in Fig. 8 are similar to the mode amplitudes shown Fig. 3, mode overlap as an explanation 

of the oscillations seen in Figs. 8 and 9 is not likely. 

One might invoke fluid mode coupling, proportional to ( c ~ B / B ) ~  as a cause of the os- 

cillations. We do not think that this mechanism is competitive in our case since the mode 

amplitudes are still s m d .  6B/B - 10” - so that such a nonlinear effect is likely to 

’ be insignificant. 

In summary, it is quite likely that a more careful analysis of our basic nonlinear picture 

can explain the saturation levels observed in Figs. 8 and 9. However, to obtain a quantitative 

comparison of theory and experiment, both more careful theoretical calculations need to be 

performed and more precise experimental measurements are required. 

. 

D. Persistence, of Instability After rf Power Reduction 

A feature of several pieces of data, is that TAE activity persists even after the rf power 

is turned down to a level that can not support a stable mode in steady state or when the 

rf power is turned off completely. This persistence is important evidence in support of the 

picture we have of how saturation is determined. 

In the run described in Sec. C the rf is suddenly turned down at 3.17 sec., in a fraction of a 

msec., from 5.8 MW to 3.5 MW. The TAE modes stay in the plasma for more than 10 ms and 

only then disappears. Thus the 3.5 MW power level does not sustain a distribution function 

that is unstable to the TAE mode. Clearly it takes some time for the distribution function 

to relax to a stable state. However, the instability level does not immediately have a large 

change when the power level is lowered. Figure lO(a) shows the fully developed instability 

spectrum before the rf power decrease and Fig. 10(b) shows TAE spectrum immediately 

after the rf power decrease. Note that the n = 3 mode still has an amplitude at a level 

comparable to the previous level. The n = 2 mode is reduced in amplitude, while the first 
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mode is being observed in a phase that it is at a low level. We note that the theory predicts 

that for the same distribution function, that a steady state amplitude scales as u:'~, and we 

expect vh to be proportional to P'r, with Prj the rf power level being applied. Thus a 60% 

decrease in rf power predicts a rapid decrease to about 0.7 of the original TAE amplitude 

immediately after the rf power is lowered. The time scale of this transition is roughly u,.. 

These inferences are consistent with experimental observation. We further note that the 

n = 2 mode is the first to disappear later in time. This is consistent with the observation 

that it was the last to go unstable. The slowing down time of 0.5 MeV hydrogen ions in the 

plasma with 5 kev electron temperature and a density of 3 x 10'3cm'3 is about 300 ms. Thus 

the mode decay is still appreciably shorter than the slowing down time of fast ions. This 

can be understood if the instability is close to threshold, so that the decreasing population 

of the hydrogen distribution in the resonance region causes the mode to stabilize in a small 

fraction of a slowing down time. 

If there is no rf power to diffuse energetic particles in velocity space, the TAE amplitude 

can fall rapidly, to either a lower level or be turned off completely. These two possibilities are 

experimentally depicted in Fig. 11, which show the decay of TAE modes after the rf power is 

purposely completely switched off (within 0.5 ms.). Figure ll(a) is for a 1.8 MA deuterium 

plasma at 4.5 tesla magnetic field with 20 MW of deuterium neutral beam heating. The 

ICRF power was about 5.5 MW and 63 Mhz, near the instability threshold. In this case the 

TAE modes disappear within 1 ms after the rf power is switched off. Figure ll(b) shows 

the results for a plasma with similar parameters and rf heating, but with the addition of 

a 15 MW of neutral tritium beam power which produces 3 MW of fusion power, so that 

there is an alpha particle component that is another drive for TAE modes. The drive of the 

instability is stronger because of the fast alpha particles in the plasma. Low amplitude TAE 

modes last 15 ms after the rf is switched off. 

The above results fit into the nonlinear description as follows. In Fig. ll(a) the rf power is 
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enough to produce instabi ity just above the threshold. When the rf is turned off completely, 

there still remains a diffusion mechanism due to pitch angle scattering, us, which is much 

less than Vh (recd v h  is the heating rate with rf). It is possible for this diffusion mechanism 

to temporarily maintain an unstable distribution with a lower TAE amplitude after a time, 

uea, where now ud 'v ( u , u ~ ) ~ / ~  which is reduced from the case with rf present. At the same 

time the weight of the distribution function at resonance is being reduced by the electron 

drag. For this data, the result is a rapid decay of the TAE noise as observed in Fig. l l(a) 

without an apparent lower-level persistence of the mode. 

When an appreciable drive comes from the alpha particles, (it is estimated that 7~~ - 
(0.1 - 0 . 3 ) ~ ~ ~  where 7~~ is the linear drive from alpha particles and 7~~ the linear drive &om 

protons) we see in Fig. l l(b) that a nearly steady amplitude of TAE noise is established 

at apparently three times the level of Fig. ll(a). (It is not totally clear that the different 

relative amplitudes in Figs. ll(a) and l l (b)  can be calibrated with respect to each other, as 

the internal mode structure of the two modes can be different, since the observed frequencies 

are different.) Before the rf turn-off the steady state level is determined by a weighted 

average of the diffusive processes on the alpha particles and the rf heated trapped particles. 

Now, 7~ = 7~~ + 'y tp , '  is the TAE growth rate (in absence of background damping) due 

to the alpha particle and rf heated pazticles respectively. With alpha particles the system 

should be further above the instability threshold than in the case without alpha particles. 

The steady state instability level can be determined from a straightforward generalization 

of the saturation theory near marginal stability. Now we have two species contributing to 

instability. One is the resonant protons, whose effective collision frequency, u,tl,, is 

VetTpl N (u~v~~)~'~, with rf turned on, 

ueappz ( w ~ v , , ) ~ ' ~ ,  with rf turned off, 

where uw is the 90" scattering rate of the proton, which is much less than vhp. The other 
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drive is the alpha particle, whose effective collision frequency, VeEa, is 

Veffal ‘V ( w ~ v ~ , ) ’ / ~ ,  with rf turned on 

~effa2 ( w ~ v , ~ ) ” ~ ,  with rf turned off 

with v,, the 90” alpha particle scattering rate (Us0  - ~ v ( E p / E a ) ~ / ~  with Ea and Ep the 

me& energies of alphas and protons). Now using Eq. (4) for each species, the structure of 

the stability formula that determines saturation with two species is, 

We now assume that X = (Wh/wbp)(Veffp/Vetfo) >> 1. This SMII~S to be a very good 

approximation. In other unpublished calculations we find that w h / w b  x 10 for parameters 

applicable to the TFTR experiment, where w b  are for toroidally passing alpha particles 

whose energy is - 3 MeV, while the resonant protons have an energy less than 1 MeV. One 

also has vefla < u,ffp. For example, when the rf is turned off vdo/vdp rn (EP/E,J1l2, where 

Ea and Ep are the energy of the resonant alpha particles and protons. Similarly, when the 

rf is turned on, we should have VeEp > uda, as the energetic protons, which are toroidally 

trapped and turn near the cyclotron frequency, interact more efficiently with the rf, than the 

alpha particles, which for the most part are passing rapidly through the second harmonic 

cyclotron resonance. The result is that X 2 25 should typically be satisfied for TFTR 

parameters. 

The solution to Eq. (6) is obtained assuming >> ( T L ~ - Y ~ ) ,  T L ~ .  Hence, in Eq. (6) the 

proton term can be replaced by 7~~[1- ( w b p / ~ e f f P ) ~ ] .  However, because X is large, one usually 

finds that wh/Veffa wil l  be large. Hence in Eq. (6), the alpha term is Y L ~ u & ~ / ( X ~ U & ) .  We 

then solve by interpolation and the saturated level for sufficiently large X is found to be, 
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Note that Eq. (7a) implies, that for large A, the saturation level wpb will be insensitive to 

7 L a  unless 1 - Y d / y L p  is extremely small. 

Now when the rf is turned off, the system is sdciently above marginal stability that 

the reduction of the drive due to drag is not fast enough to stabilize the system, and the 

system reaches its new steady level, for which the amplitude is a factor (vsp/vha)2'3 of the 

original one. Note that for Z e ~  N 2, that uSp x 0.7s'' is appropriate for 500 keV protons and 

vhp M 6.0 s-l is an estimate for the proton heating rate. We then find that - 4.2, 
which is comparable to the decrease in the TAE amplitudes observed in 'Fig. 11 just after 

the rf is turned off. This TAE signal persists for 15 ms., whereupon the drag causes overall 

stabilization of the system. It should be pointed out that alpha particles are not necessary 

for the above phenomenon when the rf power is high enough so that the TAE mode is 

substantially above the instability threshold. Theory then predicts that TAE modes will 

persist after rf turn-off. TAE modes driven by energetic protons have indeed been found in 

other data to persist after the rf is turned off. 

. 

E. Particle Loss Induced by TAE Instability 

When the instability is driven to large enough amplitudes, mode overlap is expected 

to occur. The resonant .particles can then diffuse unhindered over the regions of phase 

space where there are particle-wave resonances, that may include the plasma boundaries. 

Theoretical studies have also established that the mode amplitudes, arising from resonance 

overlap from several modes (say N modes), are substantially larger than when there are N- 

nonoverlapped modes. With overlap, the wave energy release typically scales as W E  - N2, 
where W E  is the wave energy'release of N independent nonoverlapped modes. Frequently the 

- 

instantaneous loss rate is so rapid, that the sources and sinks cannot sustain a steady state, 

16 

.. .;, = . _ .  , _ _  . 1 , .; ._-.- - ~ . .  ..> ,.---. -. -I >- . .  . .  



and pulsation relaxation occurs,. i.e, the instability exhibits a bursting behavior. Pulsations 

have been observed in TFTR that appear consistent with this picture. 

For neutral beam driven TAE mades, the instantaneous fast ion loss rate induced by the 

instability is higher than the neutral beam fueling rate. Therefore, the instability exhibits 

bursting behavior as shown in Fig. 12. TAE modes grow to a large amplitude, much higher 

than the noise level. The mode frequency can be determined from the raw data directly 

without going through Fourier analysis, and the growth rate can also be estimated from the 

raw data. Fast deuterium ions were ejected rapidly as inferred from the reduction of the 

neutron emission rate, and then the modes become stable. Neutral beam fueling continues 

during the quiescent period and restores the fast ion pressure gradient so that the instability 

repeats itself. This process clamps the fast ion population near the instability threshold. The 

quiescent period gets longer at lower neutral beam power as expected. The TAE damping 

rate in this plasma is calculated to be 'yd/w - 1%, and the growth rate from raw data is 

estimated to be 'y/w - 0.7%. Therefore, the driving term is .yt/w - 1.Wo. The density 

oscillation 6n associated with TAE modes driven by neutral beams can be detected by beam 

emission spectroscopy. It is related to the plasma displacement through the density gradient: 

6n = -5 - Vn. From the plasma displacement, we can stimate the magnetic field associated 

with the TAE mode from the relation SB = V x (e x B). For this experiment, we obtain 

6B/B N This quantity is at least one order of magnitude larger than the maximum 

TAE amplitude driven by hot ions produced by ICRF heating. Because of the low plasma 

current and low magnetic field in this experiment, the energetic ions have large orbits. It is 

possible for a passing ion to move into a barely trapped orbit due to interaction with TAE 

modes, and the banana orbit is large enough to escape from the plasma. However, previous 

computer simulations7 indicates that we cannot account for the high (510%) energetic ion 

loss rate shown in Fig. 12, if there is only one TAE mode in the plasma at the level estimated 

here. Note however, that the TAE bursts shown in Fig. 12, show several mode frequencies. 
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Thoug the fequency of the three small bursts at 3. s, 3.697 s and, 3.699 s have one 

dominant peak, there are also additional peaks that are one half to one third weaker than 

the dominant peak in the frequency spectrum. These additional modes could account for 

the particle loss. For the bursts at 3.690 s and 3.701 s, there are two peaks of comparable 

magnitude, and the corresponding drop in neutron rate is more than twice larger, indicating 

an even more efficient diffusion mechanism. Although the variation of coupling strength 

between different TAE modes and the Mirnov coil is not known, the data indicates that 

instability is leading to resonance overlap which plays an important role in the loss process 

that limits the number of energetic ions that can be stored in the plasma. 

In ICRF experiments, TAE bursts are rare but they have also been observed. Figure 13 

depicts the raw data from the Mirnov coil signal which shows the sudden increase of mode 

amplitude. The frequency spectrum hardly changes before, during and after the burst. It 

is found that the burst coincides with a sawtooth crash in the plasma. Figure 14 depicts 

the bursts of TAE modes and sawtooth activity observed in the soft x-ray emission from the 

plasma core. There is excellent correlation between these events. 

Possible explanations are as follows. The first is that there is a transient increase in 

the linear drive due to (a) the sudden change in the energetic particle population of the 

sawtooth crash arising from movement of these particles from the q = 1 surface to larger 

q-values; (b) a possible transient decrease of the TAE damping mechanism arising from the 

change of electron temperature associated with a sawtooth crash. A second possibility is 

that the combination of the perturbed magnetic fields associated with the sawtooth and the 

multiple TAE modes, increase the domain of orbit stochasticity, leading to enhanced loss. 

Further work is needed to clarify this loss phenomenon. 
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111. Discussion 

In this paper, we presented experimental data on the evolution of TAE instability in 

TFTR plasmas. We have been able to show that a wide variety of experimental responses 

are compatible with an analytic nonlinear picture that has recently been developed. The 

experimental evolution of the TAE amplitude at the onset of instability is fitted to analytic 

theory and the saturation levels and relaxation rates predicted by fits are compatible with 

experimental conditions. The rapid decay, but the continued persistence for about 15 msec. 

at a lower level of TAE modes after the rf is switched off, is also explained. Discussion was 

given of why one should have pulsation or steady TAE levels, and why with larger linear 

drives, particle loss due to mode overlap can arise. 

Though we have encouraging correlation between experimental data and the nonlinear 

theory, our understanding is far from complete. Several of our interpretations need further 

scrutiny with additional data. We explained the disappearance of the TAE mode in Fig. 10a 

after the rf was turned off as arising from the reduction of the drive in a system that was 

very close to marginal stability. It is plausible that the reduction of the drive in the vicinity 

of resonance arising from drag and pitch angle scattering of the overall narrow distribution 

can suppress the instability faster than the distribution function in the immediate vicinity 

of the resonance can relax towards an unstable shape through the relatively rapid [on the 

time scale of ( V ~ W ~ ) - ~ / ~ ]  scattering process. In other experimental situations, the rf heating 

prepares a system further above marginal stability, so that upon rf turn-off, the TAE mode 

decreases, but then persists at a lower level, for some fraction of a slowing down time. One 

should also observe cases where the TAE modes persists after turn-off for substantially more 

than the - 1/20 of a slowing down time we have observed in the data set analyzed in this 

paper. 

It is interesting to point out that it should also be possible to see an increase of the TAE 
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amplitude after rf turn-off. The.nonhear theory predicts a steady level for the TAE mode 

given by N v&(l - yd/7~)''~ only if V e ~  is greater or of order YL/'yd. However, if veff is 

less than or 7~ - an explosive instability of the nonlinear state is predi~ted'~ that gives 

rise to & excited pulse that reaches a level 4 which is of order 7 ~ .  Clearly this level can be 

larger than the level the TAE mode achieves when the rf is on. 

Equation (7) has the interesting consequence when the proton drive is slightly destabiliz- 

ing and when there is an additional alpha particle drive, 7 ~ ~ .  It indicates that the saturation 

level, wb, can be insensitive to 7~~ unless the proton drive is just enough to bring the TAE 

instability near the threshold. In rf DT experiments,8 which have additional alpha particle 

drive, it is observed that the TAE amplitude was higher than in similar DD plasmas. An 

apparent interpretation is that this is the direct consequence of having the alpha drive in 

addition to the drive from the rf heated protons. However, for such an explanation to be 

compatible with theory, it is required that 3 ) ~ ~  not exceed Td by more than a 3% or so. In 

the data published in Fig. 2 of Ref. 8 the TAE amplitude is very low in the DD shots and 

it is indeed possible that y~~ - Yd 5 .001i.y~~, thereby allowing the saturation level in DT 

to be enhanced by the alpha component. However, we should also point out that even with 

the same rf power, 7~~ - yd may not exactly be the same in the DT and DD plasmas. A 

slightly higher value of - Td in DT plasmas can contribute to the observed difference in 

the TAE amplitude, compared to the rf heated DD plasma, without alpha particles directly 

causing significant saturation enhancement. It requires precise knowledge of y~~ and yd to 

resolve these mechanisms. 

A major problem preventing us from more detailed analysis is the lack of information on 

the evolution of the fast ion distribution function f(r,v,t). The diagnostics providing this 

information is not sufficiently developed to determine f(r, v, t )  with good enough spatial, 

temporal and velocity space resolution. However, we still have managed to relate our data 

to certain features of nonlinear physics. More analysis will be needed to v e r ~ ,  with addi- 
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tional experimental data, that there is overall consistency of the interpretations and fitting 

parameters given here. If the method we have developed is confirmed by future analysis of 

other experimental data, this method may become the basis of a diagnostic procedure that 

will give new information about f(r, v, t )  and understanding of energetic particle dynamics 

that is an essential aspect of tokamak operation in fusion relevant regimes. 
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FIGURE CAPTIONS 

FIG. 1. Variation of the effective temperature of the hydrogen minority ions vs. applied rf 
power in deuterium plasmas. 

FIG. 2. Wave forms showing time history of plasma current, line-integrated electron density 
and applied rf power. 

FIG. 3. Evolution of the TAE amplitude detected by a Mirnov coil at the plasma edge. 

FIG. 4. Growth of n = 2 TAE mode amplitude showing oscillations near saturation level. 
Only one mode present during this time interval. 

FIG. 5. Frequency spectrum of Mirnov signal at different times of discharge. 

FIG. 6. Mirnov coil signal showing the amplitude modulation resulting from beating of two 
modes with slightly different frequencies. 

FIG. 7. Variation of TAE amplitude with applied rf power. 

FIG. 8. (a) rf power wave form; (b) 3-D plot showing evolution of frequency sp 
the Mirnov coil signal; (c)  Frequency spectrum at 3.092 sec. 

FIG. 9. Evolution of mode amplitudes for the three modes shown in Fig. 8. 

ctrum of 

’ FIG. 10. Frequency spectrum (a) just before and (b) just after the rf power is reduced from 
5.8 MW to 3.5 MW. 

FIG. 11. Decay of TAE mode after the rf power is completely turned off. (a) Deuterium 
plasma; (b) Deuterium-tritium plasma. 

FIG. 12. Correlation between the variation of neutron flux and the TAE amplitude indicating 
energetic ion loss induced by TAE modes. 

FIG. 13. Bursting behavior of TAE modes excited by energetic ions in ICRF H-minority 
heated plasma. 

FIG. 14. Correlation between (a) sawteeth activities and (b) TAE bursts. 
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