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Abstract. Three-dimensional imaging techniques, nu-
merical methods for simulating flow and transport, and
emergent computational architectures are combined to
enable fundamental studies of fluid flow at the pore
scale. High resolution reconstructions of porous media
obtained using laser scanning confocal microscopy re-
duce sampling artifacts to sub-micron features, and si-
multaneously capture multiple grain length scales. How-
ever, the volumetric image data sets are extremely large,
and there are significant computational challenges in
utilising this information effectively. The principal prob-
lem lies in the complexity of the geometry and the re-
tention of this structure in numerical analyses. Lat-
tice Boltzmann (LB) methods provide a direct means
to simulate transport processes in complex geometric
domains due to the unique ability to treat accurately
and efficiently the multitude of discrete boundary con-
ditions. LB methods are numerically explicit as for-
mulated, and this characteristic is exploited through a
mapping of the numerical domain to distributed com-
puting architectures. These techniques are applied to
perform single phase flow simulations in 3D data sets
obtained from cores of Berea sandstone using confo-
cal microscopy. Simulations are performed using both
a purpose-built distributed processor computer and a
massively parallel processer (MPP) platform.

1 Introduction

The microscale flow characteristics of most geologic ma-
terials are not spatially uniform. In particular, the het-
erogeneous nature of the pore space may cause the flow
to be carried nonuniformly, such that it is affected crit-
ically by the local geometry and topology (typically,
there is a distribution of pore and throat sizes, with vari-
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able connectivity and coordination), e.g., David (1993);
Fredrich et al. (1993). Using 2D network models, David
(1993) found that for heterogeneous pore systems, only
a small number of preferential paths carry the majority
of the fluid flow. Earlier, Agrawal et al. (1991) found
indirectly a similar result by artificially obstructing the
first percolating path in Berea sandstone, and then mea-
suring the effect on the bulk permeability. For coupled
multi-phase or multi-physics processes, the geometry of
fluid flow likely becomes even more complex and signif-
icant to the macroscopic behavior.

The purpose of the work described here is to develop a
coupled experimental-computational framework to sim-
ulate pore-scale transport processes in geologic and engi-
neering materials. The intention is to use this system to
gain an understanding of the fundamental nature of flow
and transport in complex porous media to complement
the laboratory-scale experiments on which we rely cur-
rently. The present focus is on single phase, incompress-
ible flows, although we aim to extend this fkamework
to simulate the multiphase flows and coupled processes
that are even less amenable to experimental investiga-
tion.

To capture and understand how the microstructural
geometry tiects the creation of preferential paths and
their topology, high resolution reconstructions of porous
media are obtained using laser scanning confocal mi-
croscopy (LSCM), Fredrich et al. (1995); Fredrich (1999).
This technique provides a means to characterise accu-
rately pertinent microstructural characteristics, includ-
ing first order properties such as porosity and specific
surface area, as well as higher order statistical met-
rics that characterise spatially distributed geometric as-
pects. The accuracy of the representation also facilitates
the examination of scaling properties and the accurate
characterisation of transport processes, e.g. permeabil-
ity, dispersion, and multiphase flow.

Modelling flow in porous media using high resolu-
tion 3D images is a formidable challenge. The geo-
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metric complexity (quantity of detail) oftentimes pre-
cludes the use of numerical techniques such as finite
element (FEM), finite difference (FD), molecular dy-
namics (MD), or network modelling (NM). FEM is con-
strained by the quantity of storage required to discretise
consistently the pore space (in the mathematical sense)
and retain geometric detail. Smoothing (averaging) to
achieve representative continuum elements (and numeri-
cal tractability) may erase the very features that dictate
the evolution of the processes of interest. This is par-
ticularly true for multi-physics systems. While similar
numerically to LB methods both in the manner in which
the domain is discretised and the explicit numerical for-
mulation, FD methods do not provide the mathematical
framework in which to develop the multi-physics that
are sought ultimately. Discretisation using MD requires
meshing the pore geometry in the same manner as FEM,
and then dlscretizing the fluid phase from a molecular
length scale up to multiple pore lengths. The storage
requirement alone is on the order of a terabyte of RAM
per cubic micron of pore space. Using NM, it is possi-
ble to dlscretise the domain in a manner that retains the
topology, but idealizes the geometry. Thus, while NM is
a powerful tool for the qualitative study of flow paths in
complex networks, it is not well suited for quantitative
analysis of real systems.

Lattice Boltzmann (LB) methods are ideally suited
for modelling phenomena at time and length scales in-
termediate to the continuum (macro) and molecular dy-
namics (micro) scales, that is, at the mesoscopic scale.
LB methods do not suffer as severely from the discretisa-
tion constraints of FEM, but still require some ingenuity
to be applied to the scale of real problems such as those
considered here. To appreciate the computational obsta-
cles involved, consider a typical data set obtained using
confocal microscopy that consists of 768x512x128 vox-
els (=50 million sites). In the standard LB formulation
a voxel maps to a single lattice site, and to model the
physics of interest, each site requires w1OObytes of state
information. So while the meshing can be automated aa
a l-to-l mapping, a total of %5 gigabytes of memory is
required. Because of the numerically explicit formula-
tion, an additional constraint is introduced in that state
information from each site must be transmitted to ev-
ery other site before a steady state flow can be reached.
For a data set of the size mentioned, it is not unusual
to require of order 104 – 105 iterations. On a modest
scientific workstation NO.25x 106 sites per second might
be processed, thus a data set of the above size would
require weeks to months of CPU time. Of course this
assumes that the data set can be represented in mem-
ory in the first place; in reality these spatio-temporal
requirements render this technique unfeasible for appli-
cation on a single workstation.

We overcome these constraints through two distinct
but complementary innovations in the treatment of large
data sets. The first is the derivation of a compression
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Fig. 1. Volume rendering of Berea sandstone used in LB sim-
ulation, with pore phase shown ss opaque and solid phase ss
translucent. The image size is 768x512x101 with cubic voxels
of dimension1 #m.

algorithm (a stencil of the pore space) to represent the
geometry and simultaneously reduce the compute time.
The second is the design of a cost effective hardware
platform to store and compute tractably systems of this
size. Combined, the two techniques permit the simula-
tion of transport processes in large data sets over mul-
tiple pore length scales.

2 Three dimensional imaging

Volumetric image data were obtained using confocal mi-
croscopy, Fredrich (1999). To image porous media, the
void space is filled with a fluorochrome-doped epoxy
that is excited under laser illumination, and data con-
sisting of fluorescence intensity are collected in wz space.
Following segmentation into solid and pore phases, the
data are reconstructed to obtain the 3D geometry. In
Fig. 1 we show a data set for Berea sandstone that is
used in the simulations described here.

3 Lattice Boltzmann methods

LB methods are kinetic theory based techniques for sim-
ulating fluid flow that, for appropriate choices of energy
distribution at the microscale, recover the Navier-Stokes
and advection-difision equations at the macroscale. The
microscale (in this modeI) consists of populations of fluid
particles, ni, associated with each site of a regular grid
or lattice. The sites are connected with their neigh-
bors through a set of prescribed numerical links that
describe the paths for particle migration through the
system. The number and spatial orientation of these
links are defined by constraints on the symmetry and
isotropy imposed by the underlying physics being mod-
eled. Here we use the D3Q19 lattice, Qian et al. (1992).

The state of each site, i.e. velocity distribution, evolves
according to the Boltzmann equation:

ni(x + ei, t + 1) = Kl(ni(x, t)) + n~(x, t) (1)
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Fig. 2. Schematic illustration of LB method: (upper left) velocity
distribution, (upper right ) collision step, showing current versus
equilibrium particle distribution along eight links in 2D (there are
18 links and a rest particle in 3D), (lower left) translation step,
showing particle streaming along links to correct net imbalances,
and (lower right) boundary condition at solid-fluid interface.

where x denotes a position in the lattice, ei is the direc-
tion of link i, i! is time, and S2 is a Boltzmann collision
operator. Eq. 1 can be decomposed into two parts, a
collision term and a streaming (translation) term (Fig.
2). The collision term seeks to relax the local popula-
tion of particles to equilibrium, and the streaming term
migrates any net imbalance in the population to neigh-
boring sites along the prescribed links. Repeating these
two steps over time allows the global system to evolve
to an equilibrium or steady state condition.

In practice we use the
and Krook (LBGK) form
Bhatnagar et al. (1954):

ni(X, t+ l)=

linearised Bhatnagar, Gross
of the Boltzmann equation,

ni (x, t) + ~ [nfg (x, t) – ni (x, t)]+ Fi(x, t) (2)

As before ni describes the particle populations at each
site i, but the collision operator Sl has been reduced to
a linear expression in terms of the current distribution
n~ and a prescribed equilibrium distribution n~g. This
linearisation is described as a single time-step relaxation
where -r is the critical time step. In this expression we
also show the term Fi that describes a forcing compo-
nent used to drive the flow, e.g. gravity. Choosing a
suitable equilibrium distribution, ne’J, allows one to re-
cover Navier-Stokes flow at the macroscale, with stabil-
ity over a range of Reynolds Number that bounds the
flow regimes of interest in our work.

4 Distributed implementation

The porous media simulation framework is shown schem-
atically in the form of a pipeline in Fig. 3. The pipeline
starts with 3D image data acquired using LSCM, statis-

.

Fig. 3. Framework for studying flow in porous media.

tical analysis and characterisation, and geometric recon-
struction of the porous medium as a binary (segmented)
volume, Fkedrich (1999). The reconstructed volume is
the input to the flow simulation proper, that is, the sites
describing the solid and void phases that together define
the geometry of the connected pore space. These data
are mapped onto the lattice in one of two ways.

In the traditional method, each binary voxel from the
imaged domain is mapped onto a fully defined lattice
site. Each voxel designates whether a site is treated as
solid or void (containhg fluid), but regardless of the
phase, each site reserves sufficient memory to repre-
sent the fluid state. As the lattice is fully populated
(defined), the binary data act as a mask designating
whether the fluid physics at that site is included in
the overall system and needs to be updated. So while
this 1:1 mapping is straightforward and creates auto-
matically a mesh of the geometry, it is very wasteful
in terms of storage. Consider that the porosity of en-
gineering materials is rarely > 70% and in the case
of hydrocarbon-bearing sandstones, more typically 5 –
35%. That is, in many cases the majority of the do-
main consists of solid that does not take part in the
flow simulation. Yet the traditional implementation re-
serves memory to represent the state of fluid at every
site. Thus, for sandstone with porosity of say 20Y0, this
approach wastes 80% of the allocated storage.

A second mapping approach, that we refer to as sten-
ciling, was developed to address this problem. Although
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more sophisticated, it nonetheless generates automati-
cally a mesh consistent with the traditional approach.
The essence of our method is to use the binary data set
as a stencil for memory allocation and layout, rather
than as a simple mask. That is, lattice memory is allo-
cated only for sites that correspond to the void phase.
Additionally, the location of the memory associated with
each void voxel is encoded and stored in a corresponding
location in a 3D image map on a site-by-site basis. With
this approach, the algorithm traverses the image, and
only when a site corresponding to void is encountered
are the contents of the associated lattice memory ac-
cessed to determine the physics at that location. Thus,
for Berea sandstone, this method enables the storage of
models up to 5x larger with the same memory resource
as the traditional approach. In the general case, the
increase is equal to I/# where # is porosity. Because
the stencil representation retains the surface descrip-
tion of the solid phase, it does not preclude application
to coupled processes such as dispersion or multiphase
flow. Multi-physics flows involving the solid phase (e.g.,
reactive flowp such as precipitation/dissolution) clearly
require the solid geometry to be mapped explicitly.

For the distributed implementation we developed al-
gorithms to decompose the geometric domain so that
subdomains are computed as separate processes. The
decomposition was facilitated through use of a technique
known as message passing, MPI (1995). SpecificaUy, we
use the MPICH library implementation of the de facto
standard MPI, Gropp and Lusk (1997), to ensure porta-
bility to multiple hardware platforms. Message passing
is a programming method that allows multiple processes
to communicate with one another (whether they are run-
ning on the same processor, or on another processor con-
nected over a network), in a way that makes the com-
putation appear contiguous at the shared boundaries of
the subdomains. A decomposition and communication
pattern in a 2D domain is indicated schematically in
Fig. 4. The arrows connecting the common internal
boundaries show how neighboring processes communi-
cate. The arrows wrapping around the outer boundaries
show the communication pattern for periodic flow condi-
tions as described later. In Fig. 3 we show the message
passing component of the pipeline as a parallel task to
indicate that the simulation framework is independent of
the underlying computer architecture. Message-passing
operations are performed only if the system is computed
on a distributed or parallel computer.

To initialise the system, copies of the shared boundary
geometry and stencil information are sent to neighbori-
ng processes (subdomains). The state of the fluid sites
on the shared boundaries are also initialised by way of
message passing so that consistent information is used
to compute the flow physics.

The flow field is calculated iteratively, with the up-
date loop consisting of two steps (Fig. 2). First the local
physics are calculated for each fluid site using the colli-

L

r

4

Fig. 4. Decomposition of a 2D domain into four subdomains, and
showing communication between neighboring subdomains that is
accomplished by message passing. In the 3D case, subdomains
also communicate along two boundaries that would lie in the im-
age plane. The implementation of periodic flow boundary condi-
tions is shown with the arrows wrapping around the image area.

sion term of Eq. 2. This establishes a new distribution
of particles on each of the links. The second step is to
translate (or stream) the contents of the links to nearest-
neighbour lattice sites. This numerical communication
extends to the boundaries of the subdomain, at which
point an additional message passing step is performed
to transmit information to neighboring subdomains.

The system is computed in this way until a steady
state is reached. This is recognised as a stabilisation
of the local velocity and the decay of long range fluc-
tuations over the domain. At this point the state of
the system is analysed for the physical phenomena of
interest, e.g. intrinsic permeabilityy. An advantage of
the coupled experimental-simulation technique is man-
ifest in the rich data set that is derived. For example,
it is possible to resolve the flow characteristics at a sub-
pore scale (to voxel resolution). Finally, insight can be
gained into the evolution and behaviour of the flow fields
through use of 3D visualization.

5 Flow boundary conditions

Two general forms of flow boundary conditions may
be applied. The first defines sources and sinks at the
boundaries to maintain a constant flow rate through
the system. Realistic inflow conditions require a steady-
state but spatially non-uniform velocity profile to match
the effects of flow emanating from and being absorbed
by neighboring pore space. In general it is not possi-
ble to define this consistently without detailed a priori
knowledge of the flow conditions at boundaries.

In the second form, flow is defined to be periodic at
the boundaries (Fig. 4). Flow exiting the system is
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wrapped around to the ingress. However, this approa.d
is not locally consistent at the boundaries because of th(
inevitable geometric mismatch at the wrapped bound-
aries. To address this issue, the geometry is explicitly
mirrored in the flow direction (doubling the x extent oj
the domain). Mirroring can also be introduced in th[
other two directions, either explicitly as in the flow direc-
tion, or, alternatively, by imposing symmetry boundarJ
conditions. In the absence of a means to define consis-
tent inlet-outlet or source-sink profiles, we have imple-
mented the latter approach. (Note that symmetry anc
mirroring are not shown in either Figs. 4 or 5).

The remaining component of the LB implementation
is the definition of a no-slip boundary condition to de-
scribe how fluid particles behave in the presence of solid
obstacles (e.g., at pore walls). For simplicity the “bounce
back” boundary condition is used. This rule was derived
originally for Lattice Gas Automata, Cornubert et al.
(1991), and is applied in a continuum form for LB. The
premise is to reflect fluid particles impinging upon a
solid wall (Fig. 2). While this is sufficient for modeling
single-phase flow, a more complex treatment is neces-
sary for modelling dispersion or multiphase flow, Noble
et al. (1995); Chen et al. (1996). (For example, for dis-
persion, the carrier fluid is not characterised accurately
in the boundaxy layer between the solid and void phase,
leading to physical anomolies in solute transport.)

6 Distributed computing

As discussed above, the computation is intense and it is
not possible to implement problems of the size consid-
ered here, 768x 512 x128 (s50 million sites), on a stan-
dard scientific workstation. While supercomputing re-
sources are available, regular and uninterrupted access
to such resources is not typical.

To address the latter aspect, we used commercial off-
the-shelf components to construct a 32-node distributed
computer that can perform 9 GTOPS, with 8G of RAM,
O’Connor and Fredrich (1997, 1999). Our system con-
sists of two scalable units (SU) that each contain 16
computational nodes that are controlled by intermediate
servers and 1/0 workstations. Each SU is connected us-
ing two layers of network; the control network is a 100bT
ethernet switch, and the message passing (or compute)
network, is formed using a 16-port Myricom@ gigabit
switch. We use the LINUX operating system, and all
other utilities, libraries, and compilers are likewise pub-
lic domain or freeware. The benefit of a cluster-based
approach is realised clearly as an order of magnitude in-
crease in resources for an order of magnitude decrease
in cost (compared to vendor-specific parallel computing
platforms). More specifically, this architecture can be
used to replace standard commercial workstations (in
terms of cost) while delivering an order of magnitude
increase in resources (speed, memory, and storage).

5

Fig. 5. Volume rendering of fluid velocity (magnitude) from
LB simulation for Berea sandstone volume shown in Fig. 1.
Colours indicate magnitude with red=high, green=intermediate,
and blue=low.

With the cluster, we can run flow simulations for =100
million sites for representative porosities. However, ex-
tending the size of the data set further, or examining
scaling properties requires use of supercomputing re-
sources. We have used 512 nodes of the ASCI-Red (Ter-
aflops) supercomputer to perform flow simulations in a
data set sized (768 x2)x (512 x2) x(128 x2) N 0.25 billion
sites, Fredrich and O’Connor (1998).

7 Application

We have applied our experimental-computational frame-
work to model single phase fluid flow in 3D reconstructed
volumes of Berea sandstone. Simulations have been per-
formed for several data sets; here we show results for
the volume shown in Fig. 1. Note that the flow is being
driven in the x-direction that corresponds to the longest
dimension in our model (i.e., 768 voxels as shown in
Fig. 1). The complexity of flow patterns that arise in
3D “real” geometries prompted development of volume
visualization software. Fig. 5 shows a visualisation of
the fluid velocity (magnitude) through the 3D recon-
structed volume. The simulation reveak clearly accel-
erated flow in localized areas within pore bodies and
through some pore throats, as well as the presence of
low-velocity or “dead” regions within pore bodies where
the flow is more than 10x slower than that observed in
high velocity zones.

The intrinsic permeability k can be calculated based
on the standard Darcy formulation as indicated in Eqs.
3 and 4, where TJD.TCYis the average fluid velocity over
a cross-sectional area A32 orthogonal to the pressure
difference AP driving the flow, p is the prescribed fluid
viscosity, and Q is the volumetric flow rate through the
medium. To drive the flow under gravity conditions one
can define an equivalence between an applied body force
F. and the pressure difference experienced using Eq. 5.
Substituting in Eq. 3 yields Eq. 6 that is used directly
to derive k:

uD.Tcg = -(lc/p)(AP/Az) (3)
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Fig. 6. Plot showing the evolution to a steady state permeability
during the simulation. The simulation is for the reconstructed
volume shown in Fig. 1, with different scaling as indicated.

The results from three simulations are shown in Fig.
6. The lowermost curve corresponds to the simulation
on the basic reconstructed volume shown in Fig. 1. The
uppermost curve corresponds to a simulation where the
volumetric domain is reflected about the y-z plane in
the direction of the flow (i.e., doubling the x-axis to
768 x2). The middle curve is for a simulation where
the volumetric domain has been reflected about the x-y
plane, that is, doubling the minimum dimension of the
model in the z-direction.

The range of k exhibited is approximately a factor
of 3-5x the experimentally determined permeability of
Berea sandstone. Because the data sets used correspond
to a volume of 0.8 mm x 0.5 mm x 0.1 mm, one may
expect the numerically derived permeability to be higher
as there maybe artificially connected flow paths that are
either unconnected or else may not contribute to bulk
flow in a larger sample, i.e. the image volume size may
not capture all of the representative length scales.

These issues are currently being addressed by gath-
ering multiple sample volumes from a single sample, by
statistical analyses of the image data, and by numeri-
cal simulations on the imaged volumes. In addition, we
are performing simulations on imaged volumes obtained
from multiple samples of Fontainebleau sandstone with
porosities that vary from 5% to 25% to compare more
directly the computed versus simulated permeabilities.

8 %munary

We have created a coupled experimental-computational
framework to integrate 3D imaging and numerical flow

6

simulation techniques using approaches conducive for
distributed computing. Our preliminary simulations ex-
amine single-phase flow in Berea sandstone, and our re-
sults, including numerical estimates of permeability, are
encouraging. We achieve the tractable computation of
large 3D data sets through development of a new storage
algorithm to represent complex geometries, and by de-
velopment of a distributed hardware platform. In com-
bination, these advances increase dramatically the time
and length scales over which transport processes can be
simulated using commodity computer components.
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