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ABSTRACT 

In reliability modeling, the term availability is used to represent the fraction of time that a 

process is operating successfully. Several different definitions have been proposed for different 

types of availability. One commonly used measure of availability is cumulative availability, 

which is defined as the ratio of the amount of time that a system is up and running to the total 

elapsed time. During the startup phase of a process, cumulative availability may be treated as 

a growth process. A procedure for modeling cumulative availability as a function of time is 

proposed. Estimates of other measures of availability are derived from the estimated cumulative 

availability function. The use of empirical Bayes techniques to improve the resulting estimates 

is also discussed. 

1. INTRODUCTION 

The purpose of this paper is to describe procedures for estimating different types of avail- 

ability for a system based on the history of uptimes and downtimes. Availability is often modeled 

using cumulative availability, the ratio of the amount of time that a system is up and running 

to the total elapsed time. First, we will discuss the estimation of cumulative availability as a 
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function of time. We will then show how to derive estimates of other measures of availability 

from the estimated cumulative availability function. 

The history of a system may be characterized by the periods of uptime when the system 

is operating successfully and the periods of downtime when the system is halted for repairs or 

other maintenance. The total system time at time t is divided up into irregularly spaced intervals 

corresponding to the periods of uptime and downtime. Let ui denote the length of the ith interval 

of uptime, i = 1,. . . , m(t) ,  where m(t)  denotes the number of intervals of uptime which occur 

prior to time t .  Let dj  denote the length of the j th interval of downtime, j = 1, . . . , n(t), where 

n(t)  denotes the number of intervals of uptime which occur prior to time t .  Then cumulative 

availability, A(t),  at time t ,  may be estimated by the sum of the uptimes divided by the sum of 

the uptimes plus the sum of the downtimes, for all uptimes and downtimes which occur prior to 

time t .  

The numerator represents the time the system is operating successfully. The denoml,iator is the 

total time, which includes both the uptimes and the downtimes. 

Cumulative availability at time t includes all data from a given startup time up until time 

t .  The use of cumulative availability to monitor process performance has the drawback that 

early data which may no longer represent current process behavior is included in estimates at 

subsequent time points. For example, a new process typically improves over time as the process 

is adjusted and fine-tuned. For this reason, other measures of availability besides cumulative 

availability are useful. In particular, a measure of availability which captures how well a process 

is doing at a specific time is desired. 
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Lie, Hwang, and Tillman (1 977) describe several different classes and types of availability 

which have been discussed in the literature and provide numerous references. One classification, 

based on the time period considered, includes instantaneous, interval, and long-run availability. 

Interval availability refers to availability over a given time period. Cumulative availability, 

which measures availability from the starting time to a specified time t ,  is an example of 

interval availability. Long-run availability is the limiting value of the availability at arbitrarily 

long times. For example, if a processes stabilizes at a given level, the long-run availability 

measures the ultimate availability at which the process is capable of performing after it reaches 

a steady state. Instantaneous availability, Al(t) ,  is the probability that a system is up at time 

t . Instantaneous availability measures the availability within an arbitrarily small interval, i.e, 

at a specific time, t .  Instantaneous availability may be thought of as the limit of an interval 

availability, as the length of the interval gets smaller and smaller. 

Following Lie et al, The relationships between these different types of availability may 

be described mathematically. Cumulative availability, A( T ) ,  is the average of instantaneous 

availability from startup time to time 7'. 

Long-run availability, ALR is the limit of the cumulative availability as T grows large. 

A L E =  lim A(T).  
T-iW 

Lie et al. discuss several different approaches for modeling availability. The two main 

classes of models are Markovian models and models which use the ratio of uptime to total 

time. The Markovian approach typically involves the assumption of exponential distributions 
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for failure times and repair times. The use of the Markovian approach leads to a definition of 

instantaneous availability based on the underlying distributional assumptions. 

Models which use the ratio of uptime to total time approach availability more directly than 

the Markovian approaches. Typically, this approach involves the use of cumulative availability. 

An alternative, but closely related, approach expresses availability as a function of the mean 

time between failures and the mean time to repair. 

M T B F  
M T B F  + M T T R ’  A =  

where MTBF is the mean time between failure, and MTTR is the mean time to repair. 

Our approach is to use statistical estimation techniques to fit a cumulative availability model 

as a function of time based on uptime and downtime data. The fitted model is then used to 

estimate cumulative availability, interval availability, and long-run availability. Expressions for 

interval and instantaneous availability are derived from the cumulative availability function to 

allow estimation of availability at any point within the range of data, as well as extrapolation 

beyond the original data range, assuming the model is adequate within the region of interest. 

Further improvements to the different availability estimates may be obtained by imple- 

menting an Empirical Bayes estimation procedure. The Empirical Bayes procedure can yield 

a substantial reduction in the variability of the estimated availabilities. The Empirical Bayes 

procedure provides a mechanism to incorporate historical information about similar systems into 

the availability estimates. 

2. AVAILABILITY CONCEPTS AND RELATIONSHIPS 

In this section, several different types of availability are defined, and relationships between 
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different types of availability are developed. In the next section, procedures for estimating 

availability based on these concepts are proposed. 

Let u(tj represent an underlying uptime function which denotes the total amount of uptime 

which has occurred during the time period [0, t ] .  For simplicity, suppose that this true underlying 

function is continuously differentiable. In reality, the uptime function will be a step function. 

However, for sufficiently long time periods, the continuous approximation will be adequate. 

2.1 Cumulative Availability 

Cumulative availability, the fraction of time the system has been up at time t ,  is given by 

= u( t ) / t ,  

for t > 0. 

2.2 Interval Availability 

Cumulative availability is a special case of interval availability. Interval availability is the 

fraction of time the system is up during a specified interval [tl, t 2 ] ,  where tl < t2. Let A[tl , tz~ ( t j  

denote the availability during the period of time from tl to t 2 .  

Using this notation for interval availability, cumulative availability at time T is given by A[* ,q .  

Availability over a moving time window of width k, A k ( t ) ,  may be obtained by specifying 

interval availability with starting point, t - k ,  and endpoint t ,  i.e., 

u(tj - u(t - I C )  
t - (t  - k j  

u(tj - u(t - k j  

- - 

- - 
k 
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Note that if IC = t ,  then 
= A&) 

u ( t )  - u(t - t j  
t - (t  - t )  

- - 

= u( t ) / t .  
At any time t ,  the moving window is calculated by dividing the change in uptime during the 

past time period of length IC by the length of the time period, IC. 

2.3 Instantaneous Availability 

The definition for moving window availability is now used to derive an expression for 

instantaneous availability. Instantaneous availability, AI( t ) ,  is defined as the limit of the moving 

window availability as the width of the window, k ,  goes to zero. 

Al(t )  = lim A k ( t )  
k+O 

u(tj - u(t - k j  
k 

= lim 
IC-0 

= u'(t) ,  

where u'(t)  is the derivative of the function u( t )  with respective to time. The derivative, u'(t), is 

the rate of change of the uptime function u(t) .  We could approximate the uptime function, u( t ) ,  

by an estimated uptime function, u(t>. Then the derivative function, u'(t) ,  could be evaluated 
- 

either analytically or numerically. Instead, we note that A(t) = u( t ) / t  ===+ u( t )  = t A(t) ,  for 

t # 0. It follows that we can get an expression for Al(t )  by applying the rule for differentiation 

of a product to get 

Al(t)  = u'(t> = t * A'(t) + A(t), 

where A'(t) is the derivative of A(t)  with respect to t .  The difference between instantaneous 

availability and cumulative availability is given by 

Ai(t)  - A(t) = t A'(t). 
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This difference is the amount by which the current availability is underestimated when cumulative 

availability is used instead of instantaneous availability. This difference may be explained by 

the presence of periods of lower availability early in the system’s lifetime when a system’s 

availability is increasing over time. 

2.4 Long-Run Availability 

Once a system reaches a steady state, the availability levels off. In this case, the difference 

between the cumulative availability and the instantaneous availability decreases to zero, and both 

the instantaneous and cumulative availabilities will converge to a long-run availability, AL R . 

lim Ar(t) = lim u’(t) = lim t A’(t) + A(t) = lim (t  . 0 + Aft)) = ALR, 
t i c 0  t+co t i 0 3  t i c o  

provided A’ft) goes to zero faster than t goes to infinity. 

3. AVAILABILITY MODELING 

Many papers in the existing literature on availability assume that processes arise from 

specified probability distributions. For a given distribution, the availability may be predicted 

based on the underlying distributional parameters. An alternative approach is to estimate the 

availability based on the observed data on uptimes and downtimes. This second approach allows 

for changes in the underlying process and provides a more direct measure of the resulting 

availability. 

Modeling the availability based on observed uptimes and downtimes allows for changes in 

the underlying system behavior over time. For example, reliability growth models have been 

proposed to describe the increasing reliability of a system as it is adjusted and improved over 
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time. Tobias and Trindade (1995) discuss reliability growth models in their recent book on 

applied reliability. 

Growth curve models, widely used in diverse statistical applications, are useful candidates 

for empirical availability models. (See, for example Draper and Smith (1981).) In growth curve 

modeling, an analytical function f is used to model the relationship between availability and 

time. 

where I9 represents a vector of growth curve parameters, and E represents an additive error term. 

The parameters of the function I9 may be estimated by least squares. The resulting estimated 

cumulative availability is given by 

A(t) = f (6 , t ) .  

Once an adequate fit is obtained, the formulas from Section 4 may be applied to the estimated 

cumulative availability function to estimate interval availability, instantaneous availability, and 

long-run availability. 

4. EXAMPLE 

As an example, consider a logistic growth curve function model for cumulative availability. 

The availability model using the logistic function is given by 

61 
1 + 62e-83t * 

A(t) = 

The derivative of the logistic cumulative availability model is given by 
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The instantaneous availability is then computed using the forumula from Section 3.3, 

Ai( t )  = ~ ' ( t )  = t A'(t) + A(t)  

5. EMPIRICAL BAYES ESTIMATION 

Empirical Bayes techniques may be used to improve the precision of the estimated avail- 

ability quantities. The classical results obtained from fitting logistic models to individual systems 

can be improved upon by incorporating prior information from similar systems. 

6. SUMMARY 

The approach described here models availability as a function of time using data on uptime 

and downtime history. The concept of instantaneous availability, which has been used in the 

literature on Markov models, is applied to the estimated availability function. This procedure 

is motivated by experience with data which exhibits growth in availability. Instead of deriving 

instantaneous availability from an underlying probability structure which remains stable over 

time, a more direct approach which models availability from uptime and downtime data is 

suggested which allows for changes in the underlying process. 
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