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Abstract 

Sensor technology for use in nuclear facility moni- 
toring has reached an advanced stage of development. 
Research on where to place these sensors in a facility 
and how to combine their outputs in a meaningful fash- 
ion does not appear to be keeping pace. (We note that 
this phenomenon is similar to the computing field 
where advances in hadware technology tend to be sev- 
eral years ahead of similar advances in software 
engineering.) In this paper, we take a global view of the 
problem where sensor technology is viewed as only one 
piece of a large puzzle. Other pieces of this puzzle 
include the optimal location and type of sensors used in 
a specific facility, the rate at which sensors record 
information, and the risk associated with the mate- 
rials/processes at a facility. If the data are analyzed off- 
site, how will they be transmitted? Is real-time analysis 
necessary? Are we monitoring only the facility itself, or 
might we also monitor the processing that occurs there 
(e.g., tank levels and concentrations)? How are we 
going to combine the outputs from the various sensors 
to give us an accurate picture of the state of the facility? 

This paper will not try to answer all these ques- 
tions, but rather it will attempt to stimulate thought in 
this area by formulating a systems approach to the 
problem demonstrated by a prototype system and a sys- 
tem proposed for an actual facility. Our focus will be on 
the data analysis aspect of the problem. Future work in 
this area should focus on recommendations and guide 
lines for a monitoring system based upon the type of 
facility and processing that occurs there. 

1. Facility Monitoring 

We define facility monitoring as the detection of 
unauthorized or anomalous events in and around a safe 
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guarded facility that may indicate an attempt to illegally 
acquire material or to use a facility for something other 
than its stated purpose. We want to accomplish this 
using as little manpower as possible; therefore, we will 
utilize available sensor technology, remote data com- 
munications, and automated data analysis. 

We also view facility monitoring as a staged effort 
that begins with physical protection. This stage is the 
cornerstone of safeguards at any facility and can never be 
replaced. (We can, however, imagine the reduction of 
security forces with the addition of unattended monitor- 
ing.) The next stage uses systems to continuously 
record information about the activities in a facility. An 
example of this kind of system is in use at the JOY0 
and MONJU prototype fast breeder reactors in Japan 
where radiation sensors monitor the movement of fuel 
bundles at the fresh-fuel input, the reactor core, and 
underwater spent fuel storage.' Periodically, IAEA 
inspectors visit these facilities and scan the recoFded 
information (possibly aided by computer tools) to 
ensure no diversion of materials or undeclared use since 
the last inspection. We are now in the realm of 
unattended monitoring, but no automated analysis is 
taking place. This brings us to the stage which is to 
detect obvious anomalies or breaches of security. An 
example of a tool that can provide some of this func- 
tionality is an image processing system that detects 
motion in critical areas of a vault. Certainly, this stage 
adds value, but it is not sufficient to cover scenarios 
involving insider threat (i.e., potentially malevolent 
acts by individuals with authorid access to sensitive 
materials or processes.) The real challenge is distin- 
guishing between authorized and potentially unauthor- 
ized activities when an individual's actions may not be 
illegal but are certainly anomalous. This paper will 
focus on the detection of anomalous activities. 



II. The Next Generation 

The next-generation nuclear facility monitoring 
system will not only be able to deal with varying back- 
ground levels of radiation, but will also be able to iden- 
tify the type of nuclear material being carried 
(characterization) and who the person is carrying the 
material (face recognition, smart badges, etc.). The 
monitoring system will be able to use this data to 
determine each individual’s patterns of activity and will 
immediately recognize activities that differ from that 
pattern. The information from materials accounting 
systems (which will include transaction authorization 
tables) will be linked into the monitoring system, so 
that deviations from a scheduled special nuclear mate- 
rials (SNM) movement can be detected and challenged 
by the physical protection team if deemed serious. 

As the database from the set of sensors in the facil- 
ity grows, modem techniques designed to enhance the 
“discovery of knowledge” from the database will be 
implemented. The purpose will be to establish patterns 
in the data that characterize acceptable activity within 
the facility and to be able to set up an anomaly recogni- 
tion program that can detect variances from that activ- 
ity. Knowledge discovery will be a continuing, ongoing 
process that is able to follow the changes in facility 
operation. 

An Example 
Jack approaches a vault containing SNM to which 

he has authorized access. He swipes his badge through a 
reader, then a face recognition system conectly verifies 
that this is indeed Jack. Much to Jack‘s surprise, the 
door to the vault remains locked; the facility monitoring 
system has determined that it is highly unusual for Jack 
to be accessing the vault at this time. (It is 530 p.m. 
on Friday and Jack stays this late at work on Fridays 
less than 1% of the time.) A guard is notified of the 
situation and arrives to question Jack as to why he is 
trying to gain access to the vault. Jack explains that he 
is working on an urgent DOE request for an inventory 
of the facility’s SNM and has had to work late to finish 
the task. The guard is aware of this request and provides 
access to the vault. 

111. Systems Approach 

Facility monitoring is a problem that will not be 
solved by simply installing the latest sensor technology 

in a facility. Careful, logical decisions need to be made 
that consider numerous factors. 

1. 

2. 

3. 

4. 

What is the type of facility? 
The type of facility that is monitored should be a 
large factor in the kinds of sensors installed, their 
locations, and the rate at which information is 
recorded. For example, a nuclear reactor will cer- 
tainly require different sensors than a waste storage 
facility. We foresee the need for guidelines, organ- 
ized by facility type, that help system implemen- 
tors make smart choices for sensor types and 
locations. 

Process Monitoring 
The kind of processing that occurs in a facility will 
also have a strong influence on the location and 
type of sensors chosen. For example, assume that 
we have two reprocessing facilities; one facility 
takes the spent fuel from a reactor and converts it 
for use in another type of reactor, and the other 
takes the same spent fuel and extracts u9Pu for 
weapons use. Although both facilities are reproc- 
essing facilities, the processing that occurs is 
significantly different and requires diffmnt 
monitoring. 

Risk Analysis 
It is important to understand the level of risk asso- 
ciated with a particular facility and the processing 
that occurs there. What are the consequences if 
some of the safeguarded materials are diverted or a 
facility is used in some fashion to assist in the 
development of weapons? Certainly, a facility with 
a vault containing plutonium pits from disassem- 
bled weapons is a very attractive target. On 
the other hand, a research reacto~ may not need as 
high a level of safeguards. Any automated tech- 
niques used to analyze data from a facility should 
account for high levels of risk by severely 
penalizing false positives when determining algo- 
rithm effectiveness. 

Financial Considerations 
How much money is available to safeguard the 
facility? Certainly, this will influence what can be 
done. The idea is to prioritize and apply the most 
critical and effective safeguards first, and then do as 
much of the rest as finances allow. Unattended 
monitoring can reduce the requirement for expen- 
sive physical protection, thereby decreasing cost 
while maintaining a certain level of safeguards. 



. 
5 .  Data Analysis 

Once we have determined the type of facility, the 
processes that go on there, the level of risk, and the 
amount of money available, we are in a position to 
install sensors and start recording data. We then 
have to determine what to do with it. The next sec- 
tion will discuss this very complex data analysis 
problem and present our approach 

I V . Data Analysis 

The general framework from which we approach 
data analysis segments the process into four primary 
stages: data gathering, information preparation, analy- 
sis, and presentation of results. An ongoing effort at 
Los Alamos National Laboratory’ focuses on the devel- 
opment of tools td help system designers make intelli- 
gent decisions concerning the processing of their 
application-specific data. 

A .  Data Gathering 
The first of these stages, data gathering, sounds 

trivial but is often the most time-consuming of all. ?he 
data is frequently not directly accessible on-line and may 
be in a format that is not compatible with the systems 
performing the analysis. Organizations (or different 
factions within the same organization) may hesitate to 
provide the necessary data because of its sensitivity or 
classification. These kinds of problems are usually 
unavoidable and sufficient time needs to be budgeted for 
data gathering. 

B . Information Preparation 
The preparation of information is a critical compo- 

nent of all analysis systems. The ability to manage and 
effectively transform raw data into meaningful features 
is a prerequisite €or analysis by any methodology, 
regardless of the problem domain. The situation is fur- 
ther complicated when the data is in disparate formats; 
in facility monitoring, we are dealing with, for exam- 
ple, images from video cameras, numerical readings 
from detectors (e.g., a neutron detector), and character 
data (e.g., the name of an operator who entered a record 
in a materials accounting database). Information prepara- 
tion must take all the data and process it into a form 
that is ideal for the candidate analysis methodology. 

Here is a list of some of the major components of 
information preparation. - 

Pursing: Each source of data must be separated into 
syntactic units (tokens) so that they can be accessed 
using an appropriately named variable. The parser 
must be able to handle virtually any type of data. 
Rationalization: Obvious data errors need to be 
eliminated (e.g., sensor readings that exceed the 
maximum range given in the sensor’s manual), and 
missing data must be properly treated. 
Fusion: Because we are required to handle multiple 
sensors simultaneously, we must be able to merge 
the data to obtain information that can only be 
derived from several data sources. To do so, diffm- 
ences in labeling must be resolved and related vari- 
ables from different sources combined to avoid 

Feature Extruction: Even after the raw data has 
undergone the processing mentioned above, the 
resulting features may not be useful to the analysis 
component of the system. As a result, other features 
may need to be derived by various transformations of 
existing features. Examples include computing the 
average rate of flow of a material given readings col- 
lected at regular intervals, summarizing material 
movements made over an entire shift, and standardiz- 
ing continuous features to unit variance by dividing 
all the values for that feature by its standad 
deviation. 
Value Clustering: If a feature has a large range (for 
continuous features) or domain size (for categorical 
features), we may wish to cluster its values into bins 
to produce a smaller number of possible values. For 
example, the feature “time-ofday” when reported in 
hh:mm:ss using a 24-hour clock has 24*60*60 
unique values. Some statistical techniques will not 
work well with a feature having such a large range. 
We would perform clustering on the values of this 
numeric feature to convert it to a categorical feature 
with a small domain size. 
Feature Statistics: Statistics of features, such as the 
mean, variance, standard deviation, correlation, and 
covariance, can provide an analyst with useful 
insights into the nature of the data and help deter- 
mine an effective approach to analysis. Feature sta- 
tistics may also be a part of feature extraction 
because the statistics can be used to create new fea- 
tures (e.g., centering the values for a continuous fea- 
ture around the mean). 

redundancy. 



Feature Selection: Feature selection is a method of 
experimentally determining the most effective sub- 
set(s) of an initial set of features. We define an effec- 
tive feature subset to be one that is not only small, 
in that it contains only a small fraction of the f a -  
tures present in the initial set, but also highly prs 
dictive. If the feature subset is small, the time it 
takes to train an analyzer and classify examples is 
decreased If the feature subset is highly predictive, 
the analyzer may do a better job at recognizing the 
appropriate classes for new examples, resulting in a 
lower error rate. 
Feature extraction and feature selection do not neces- 
sarily occur sequentially. That is, we may go back to 
feature extraction and construct new features that 
necessitate performing feature selection again, and so 
forth. 
Prioritimtion: Some features can be of more rele 
vance than others. For this reason, we need the capa- 
bility of assigning some features a higher priority 
than others. 

C .  Analysis 
Information preparation, if done carefully, can pro- 

vide us with useful information to analyze. However, 
before doing any kind of analysis and choosing a spe- 
cific analysis technique, a decision needs to be made as 
to how the data from the various sensors is to be ana- 
lyzed. We present below three possible options for ana- 
lyzing sensor data, although specific facilities will 
likely require variations not considered here. 

Multiple Time-Series Data 
The output of each sensor can be viewed as a time- 
dependent sequence of data. Some fusion of the 
results after analysis of each time series individu- 
ally may need to occur. Examples include the auto- 
regressive, integrated moving average (ARIMA) 
model and curve smoothers. 

Vector-Based Data 
One can create transactions by taking snapshots of 
all the sensors at specific time intervals. It is likely 
that not all the sensors will record information at 
the same time intervals. For example, if Sensor 1 
records information every two seconds and Sensor 2 
records information every half second, we may want 
to sum the information from Sensor 2 so that the 
information in the tr~sactions represents the same 
two-second interval. Another consideration is deal- 
ing with data in formats, such as video data 

(images), that does not lend itself to representation 
as a feature in vector-based data. One solution that 
has been employed is to do some preprocessing of 
these types of data to transform them into features. 
For example, we can calculate the pixel difference 
from frame to frame for a video camera and create a 
feature that can be used in a vector-based format. 
Examples include machine learning algorithms 
(e.g., nearest neighbor), expert systems, and dis- 
criminant analysis. 

Alarm-Based Data 
Some sensors can act as alarms that trigger further 
analysis using data from other sensors. One exam- 
ple is a door to a vault that opens, triggering the 
recording of images by a video camera. 

D . Presentation of Results 
The communication of intermediate and final 

results to appropriate individuals (most often physical 
protection personnel) is an invaluable aspect of a facil- 
ity monitoring system. A guard will want to be imme- 
diately notified of any unusual activity; he may want to 
know the status of a material transfer; and he may want 
a recommendation of appropriate action in response to 
an unauthorized activity. For this type of application, 
some type of immediate notification, such as dialing the 
pagers of a couple of onduty guards, is certainly 
required. 

V .  EVTRAP 

The Enhanced VTRAP (Video and Time Radiation 
Analysis Program) demonstration* used four neutron 
detectors and a video camera to monitor the movement 
of a nuclear source in an enclosed room. (The pixel 
difference between successive images from the video 
camera was calculated to convert the video imagery into 
a vector-based data format.) Although the radiation 
detectors were set in positions for historical reasons 
(rather than optimized for monitoring the room), we 
found that we could simply train a classifier (neural 
network) to use the radiation and video signals to deter- 
mine where in the room the source was and which way 
it was moving. By using each of the 26 locations and 
directions as “letters,” we could derive “words” describ- 
ing longer sequences of positions. Concatenating simi- 
lar letters allowed us to be insensitive to the speed of 

* E W  is a direct follow-on to VTRAP? The primary 
enhancement is the addition of real-time analysis. 
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the motion. The words were then examined by a simple 
rule-based system to differentiate between legal and 
illegal activities. 

VI.  Los Alamos National Laboratory Tech- 
nical Area 18 

The Los Alamos Criticality Experiments Facility 
(TA- 18) is a prime example of a completely “attended” 
monitoring situation. Category I levels of SNM are 
moved regularly inside the facility, and with each 
movement one or more armed guards are with the mate- 
rial at all times. This has proven to be not only disrup- 
tive to the work at the facility but also extremely 
expensive. We are preparing a demonstration facility 
monitoring system with the long-term goal of “moving 
the guards back to the perimeter fences.” In order to 
achieve this goal, we must show that we can monitor 
and “protect” the movement of the SNM at least as well 
as the guard does. We will do this with several types of 
monitoring systems that interact with each other and 
share data with an analysis program that can detect 
illegal activities, warn the guards, and inform guards 
what has happened. 

We are working on a modified version of the mate- 
rial accounting system called LANMAS (Local Area 
Network Material Accounting System)! This system 
will use bar-code readers to identify the SNM sources 
being handled and biometric systems (initially the Labo- 
ratory standard badgdpalm d e r )  to determine (and 
verify) the identity of the person doing the movement. 
In addition, there will be an authorization portion of the 
accounting system that will keep track of all upcoming 
materials movements within the facility. As material is 
actually moved, the movement can be checked against 
this authorization table. 

The movement of SNM will be monitored by radia- 
tion sensors, movement detection systems, and biomet- 
ric systems for identifying the participating individuals. 
Portal radiation monitors at the entrances to storage 
vaults and safes will detect passage of any SNM into or 
out of the vaultdsafes. Movement detection systems 
(e.g., video and inh-red) will detect any activity at the 
entrances to vaults and safes, and passive biometric 
systems (e.g., face recognition) will identify the per- 
sonnel. Access to the vaults and safes will be through 
badge readers and biometric verification systems (e.g., 
palm reader, fingerprint scanner, speaker verification, 
and iris scanner), and before doors are unlocked the 

authorization table will be checked. Sources will be 
scanned, initially by bar-code readers, but eventually by 
 smart^' radiation detectors that will check the source 
characteristics against stored information for validation. 
Once the SNM is outside the vault, an array of radiation 
and movement sensors (e.g., EVTRAP) will be used to 
follow and characterize the movement of the material. 
Again, this will be constantly checked against the 
movement authorization tables, and alarms sounded if 
the movement doesn’t match that expected. The check- 
in of the SNM to its destination will happen in a simi- 
lar manner. 

These monitoring and authorization systems will 
work together to monitor the activity inside TA-18 that 
is connected to the movement of SNM; this informa- 
tion will be relayed to the security/protection force. 
Video images of regions where SNM is being hdled 
will be routed to monitors, and annotated logs of activi- 
ties (and expected activities) will be available for imme- 
diate perusal. 

A large database of SNM movement will be gener- 
ated by this system. The advanced facility monitoring 
part of the project will be the design and implementa- 
tion of tools to examine and characterize the activities 
contained in this database. The bottom line is that we 
are attempting to design a system that will allow us to 
detect that “once-in-a-lifetime” attempt by an insider to 
move nuclear material out of the facility or to an area of 
the facility more susceptible to external attack 

VII. Summary 

Unattended facility monitoring can provide many 
benefits, including cost reduction and enhanced safe 
guards. The next-generation facility monitoring system 
(amixture of modern sensor technology and advaned 
data analysis techniques) may even be able to detect 
insider sabotage through anomalous activity. To assist 
designers of such monitoring systems, we feel that there 
should be some general recommendations guiding the 
choice of sensors and their locations for the specific 
characteristics of a facility. Designers also need to con- 
sider how the data from sensors will be processed, 
especially during information preparation and analysis, 
to most accurately predict the state of the facility. Some 
of our ideas for facility monitoring were demonstmted 
with the EVTRAP activity; the Los Alamos Critical 
Experiments Facility will give us our first opportunity 
to test these concepts in an actual facility. 
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