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Exceptional progress has been made in mathematical algorithm research
leading to optimized mesh partitions for the highly unstructured grids occurring
in finite element applications in solid mechanics, Today another research
challenge presents itself. Research is needed to include boundary conditions
into the algorithms for partitioning meshes. We describe below two methods we
use currently to accomplish this and propose a more general approach be
developed which would apply to our problems today as well as to the coupled
models we envision for the future. Finally, we suggest research be considered
that would incorporate partitioning methods into parallel mesh generation.

Contact boundary conditions
In solid mechanics, contact boundary conditions prevent the interpenetration

of surfaces at material interfaces and can be characterized by whether the
problem involves predictable motion of surfaces or whether large deformation
and motion on the grid results in arbitrary interactions among the surfaces in the
problem. In the first case contact is treated by defining pairs of surfaces which
are expected to interact with each other and the search for material
interpenetration can be limited to neighborhoods on these surfaces. We refer to
this as local contact. The more general case occurs for problems in which the
motion of the surfaces is arb~trafy. A ball rolling on a plane is an example. In
this case a localization technique, referred to as bucketing, is used. A novel
aspect of our original implementation of a parallel algorithm for arbitrary contact
was the notion of using more than one partitioning for the problem, one for the
finite-element mesh and a second one for the contact boundaty conditions.

Conceptually, there are several useful ideas for implementing parallel
algorithms for local contact. Each of these methods involves developing
techniques for partitioning the boundary condition and then generating the data
structures for connecting the contact boundary partition with the partitioning for
the full mesh. We describe one of these ideas for treating local contact. This
method allocates a contact surface pair entirely into one processor and then
distributes all surface pairs among as many processors as possible.

We use the METIS’ software to partition our meshes. The new idea we have
developed to treat the surface-pair allocation to processors is based on the
notion of condensing the contact into a superelement containing all of the
elements with a facet on the surface pair and assigning appropriate vertex and
edge weights to each superelement. Then the graph for the mesh is replaced by



a graph with the superelements and the remaining elements in the mesh, and
the result is partitioned with METIS. This is a very advantageous approach
because it automatically finds an optimal load balance for the two partitions
needed for the problem. Another advantage is that all of the required shared
node communication for both the contact forces and the deformation forces is
known in advance at this preprocessing step.

The steps in the arbitrary contact algorithm implemented in the DYNA3D2
program include: (1) an algorithm for generating the faces on every surface in
the problem domain, (2) bucketing methods to localize the search for contact
onto a cease grid, (3) a local search to find contact nodes and penetrated
facets, and (4) contact force calculation. Parallel arbitrary contact is treated in
ParaDyn, the parallel version of DYNA3D, with a geometric partitioning of the
contact surfaces into one-dimensional strips along the longest axis on the
problem domain. The strip widths are adjusted to roughly equalize the number
of contact buckets allocated to a strip and each strip is associated with a
processor. Because the contact is arbitrary new buckets are computed every 10
steps during the calculation. At these same times, the partitioning strips used in
the parallel algorithms are recalculated and the contact buckets are
redistributed among the processors. The use of these techniques localizes the
contact search and load balances the parallel calculation.

Results demonstrating these methods will be presented.

Figure Captions:

Figure 1. This is a metal forming application in which a spinning plate is formed
by two rollers of different size and shape. The shading shows the partitioning
for four and eight processors with the surface ring under the rollers fully
contained in one processor,

Figrue 2. This shows the parallel performance for a shipping container
application. The problem input included 50,000 elements, 27 contact sutiaces,
28,000 contact-related elements, and 3,200 elements in the largest contact
surface pair. As a result of combined mesh/contact partitioning, the optimal
number of processors for the problem changed from 8 to 32.

References:
1. Karpis, G. and Kumar, V., A4ETIS: Unstructured Graph Partitioning and
Sparse Matrix Ordering System, University of Minnesota, Department of
Computer Science, available via W at http://www.cs.umn. edu/-karpis.
2. Whirley, R.G. and B.E. Engelmann (1993), DYA/A3D: A Nonlinear, Exp/icit,
Dimensional Finite Element Code for Solid and Structural Mechanics—User



Manua/, Lawrence Livermore National Laboratory, Livermore, California,
UCRL-MA-1 07254 Rev. 1.

This work was performed under the auspices of the U.S. Department of
Energy by Lawrence Livermore National Laboratory under contract
No. l&7405-Eng-48.



co



—

03 cd Iv

el
em

en
t

st
ep

s
p

er
se

co
n

d

\\
Ln

z (D -. a- (-
)

g

3

1C
i5

-. C
tl



T
echnical Inform

ation D
epartm

ent  • Law
rence Liverm

ore N
ational Laboratory

U
niversity of C

alifornia • Liverm
ore, C

alifornia  94551


