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ABSTRACT

Nine operational events that affected eleven commercial light-water reactors (LWRs) during 1994 and that are considered
to be precursors to potential severe core damage are described. All these events had conditional probabilities of subsequent
severe core damage greater than orequalto 1.0 x 10™. These events were identified by computer-screening the 1994 licensee
event reports from commercial LWRs to identify those that could be potential precursors. Candidate precursors were then
selected and evaluated in a process similar to that used in previous assessments. Selected events underwent engineering
evaluation that identified, analyzed, and documented the precursors. Other events designated by the Nuclear Regulatory
Commission (NRC) also underwent a similar evaluation. Finally, documented precursors were submitted for review by
licensees and NRC headquarters and regional offices to ensure that the plant design and its response to the precursor were
correctly characterized. This study is a continuation of earlier work, which evaluated 1969-1981 and 1984-1993 events.
The report discusses the general rationale for this study, the selection and documentation of events as precursors, and the
estimation of conditional probabilities of subsequent severe core damage forevents. This document is bound in two volumes:
Vol. 21 contains the main report and Appendices A-H; Vol. 22 contains Appendix I.
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PREFACE

The Accident Sequence Precursor (ASP) Program was established by the Nuclear Operations Analysis Center at Oak Ridge
National Laboratory (ORNL) in the summer of 1979. The first major report of that program was published in June 1982
and received extensive review. Twelve reports documenting the review of operational events for precursors have been
published in this program (see Chap. 5). These reports describe events that occurred from 1969 through 1993, excluding
1982 and 1983. They have been completed on a yearly basis since 1987.

The current effort was undertaken on behalf of the Office for Analysis and Evaluation of Operational Data of the Nuclear
Regulatory Commission (NRC). The NRC Project Manager is P. D. O’Reilly.

The methodology developed and utilized in the ASP Program permits areasonable estimate of the significance of operational
events, including observed human and system interactions. The present effort for 1994 is a continuation of the assessment
undertaken in the previous reports for operational events that occurred in 1969-1981 and 1984-1993.

The preliminary analyses of the 1994 events were sent for review to NRC staff and licensees for those plants for which
potential ASP events were identified. This is similar to the review process used for the 1992 and 1993 events. In addition,
the 1994 events were also independently reviewed as part of NRC’s policy regarding probabilistic risk assessment (PRA)
activities. All comments were evaluated, and analyses were revised as appropriate.

Reanalyses typically focused on and gave credit for equipment and procedures that provided additional protection against
core damage. These additional features were beyond what was normally included in ASP analyses of events prior to 1992,
Therefore, comparing and trending analysis results from prior years is more difficult because analysis results before 1992
may have been different if additional information had been solicited from the licensees and incorporated.

For 1994 the total number of precursors identified is less than that of past years. This is due at least in part to incorporating
feedback on equipment, systems, procedures, etc., such that events initially identified as potential precursors with a

: conditional core damage probability somewhat greater than 10" were reanalyzed resulting in a value less than 10'6, which
is the threshold for rejection. In addition, new models were used for the analysis of 1994 events. These models utilize ASP
class-based event trees and plant-specific linked fault trees. The models are based on previous work performed by ORNL.
The modgls were converted into the Integrated Reliability and Risk Analysis System software by the Idaho National
Engineering Laboratory. These new models, which obviously influence the calculation of conditional core damage
probabilities for events, represent another factor for consideration when comparing results for 1994 with those from previous
years,

The operational events selected in the ASP Program form a unique data base of historical system failures, multiple losses
ofredundancy, and infrequent core damage initiators. These events are useful in identifying significant weaknesses in design
and operation, for trends analysis concerning industry performance and the impact of regulatory actions, and for PRA-related
information.

Gary T. Mays, Director

Nuclear Operations Analysis Center
Oak Ridge National Laboratory

P. O. Box 2009

Oak Ridge, Tennessee 37831-8065
(423) 574-0394
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FOREWORD

This report provides the results of the review and evaluation of 1994 operational experience data by the Nuclear Regulatory
Commission’s ongoing Accident Sequence Precursor (ASP) Program. The ASP Program provides a safety significance
perspective of nuclear plant operational experience. The program uses probabilistic risk assessment (PRA) techniques to
provide estimates of operating event significance in terms of the potential for core damage. The types of events evaluated
include initiators, degradations of plant conditions, and safety equipment failures that could increase the probability of
.postulated accident sequences.

The primary objective of the ASP Program is to systematically evaluate U.S. nuclear plant operating experience to identify,
document, and rank those operating events which were most significant in terms of the potential for inadequate core cooling
and core damage. In addition, the program has the following secondary objectives: (1) to categorize the precursor events
for plant specific and generic implications, (2) to provide a measure which can be used to trend nuclear plant core damage
risk, and (3) to provide a partial check on PRA-predicted dominant core damage scenarios.

This year marked the completion of the initial development of improvements in the methods used for the ASP analysis of
operational events. The ASP analyses of 1994 operational experience were performed using the staff’s recently developed
simplified, plant-specific, train-level models for analyzing operational events. These models are based on the staff’s
Integrated Reliability and Risk Analysis System (JRRAS), which uses fault tree linking techniques to quantify accident

sequences.

In recent years, licensees of U.S. nuclear plants have added safety equipment and have improved plant and emergency
operating procedures. Some of these changes, particularly those involving use of alternate equipment or recovery actions
in response to specific accident scenarios, can have a significant effect on the calculated conditional core damage
probabilities for certain accident sequences. In keeping with established practice, the 1994 preliminary ASP analyses were
transmitted to the pertinent nuclear plant licensees and to the NRC staff for review. The licensees were requested to review
and comment on the technical adequacy of the analyses, including the depiction of their plant equipment and equipment
capabilities, Bach of the review comments received from licensees and the NRC staff was evaluated for reasonableness and
pertinence to the ASP analysis in an attempt to use realistic values. All of the preliminary precursor events were reviewed,
and the conditional core damage probability calculations were revised where appropriate. The objective of this review
process was to provide as realistic an analysis of the significance of the event as possible. In addition, consistent with the
recommendations of the NRC’s interoffice PRA Working Group, each of the analyses has been independently peer
reviewed. This review provided a quality check of the analysis, ensured consistency with the ASP analysis guidelines, and
verified the adequacy of the modeling approach and appropriateness of the assumptions used in the analysis.

The total number of precursors (9) identified for 1994 is less than last year. The two most important precursor events for
1994 consisted of an intersystem loss-of-coolant accident (LOCA) which occurred at a PWR during shutdown, and the
unavailability of both pressurizer power-operated relief valves (PORVs) for an extended period of time, which was
discovered at another PWR.

Charles E. Rossi, Director

Safety Programs Division

Office for Analysis and Evaluation
of Operational Data
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Introduction

1. Introduction

The Accident Sequence Precursor (ASP) Program involves the review of licensee event reports (LERs) for operational
events that have occurred at light-water reactors (LWRs). The ASP Program identifies and categorizes precursors to
potential severe core damage accident sequences. The present report is a continuation of the work published in
NUREG/CR-2497, Precursors to Potennal Severe Core Damage Accidents: 1969-1979, A Status Report, ! as well as
in earlier versions of this document.2*? This report details the review and evaluation of operational events that occurred
in 1994. The requirements for LERs are described in Title 10 of the Code of Federal Regulations, Part 50.73
(10CFR50.73). Guidance on complying with these qumrements is contained in NUREG-1022, Licensee Event Report
System, Description of System and Guidelines for Reporting. 2l

1.1 Background

The ASP Program owes its genesis to the Risk Assessment Review Group,16 which concluded that “unidentified event
sequences sigm'ﬁcant to risk might contribute... a small increment...[to the overall risk].” The report continues, “It is
important, in our view, that potentially s1gmﬁcant [accident] sequences, and precursors, as they occur, be subjected to
the kind of analysis contained in WASH-1400. »17 Byaluations done for the 1969-1981 period were the first efforts in
this type of analysis.

This study focuses on accident sequences in which, if additional failures had occurred, inadequate core cooling would
have resulted and, as a consequence, could have caused severe core damage. For example, a postulated loss-of-coolant
accident with a failure of a high-pressure injection (HPI) system may be examined or studied. In this simple example,
the precursor would be the HPI system failure.

Bvents considered to be potential precursors are analyzed, and a conditional probability of subsequent core damage is
calculated. This is done by mapping the event onto .ASP aoc1dent sequence models. Those events with conditional
probabilifies of subsequent severe core damage = 1.0 x 10°S are identified and documented as precursors.

1.2 Current Process

The current process for identifying, analyzing, and documenting precursors is described in detail in Chapter 2.
Preliminary precursor analyses were reviewed by licensees and Nuclear Regulatory Commission (NRC) headquarters
and regional office staff. Each documented precursor analysis also received an independent review by an NRC
contractor.

In addition to the events selected as accident sequence precursors, events involving (1) loss of containment function,
(2) unusual faiture modes or initiators, and (3) events that are impractical to analyze were identified. These events are
also documented in this report.

The primary source of event information is the NRC’s Sequence Coding and Search System (SCSS) data base. It
contained 1374 LERs for 1994, and the ASP computer search algorithm selected 586 of these for two-engineer review
as potential precursors. In addition, the NRC independently screens a number of data sources for potential precursors,
including emergency notifications (asrequired by 10CFR50.72), LERs, inspectionreports, Augmented Inspection Team
(AIT) reports, and NRC-designated Significant Events. As a result of this process the NRC identified 36 events for
review. From all of these sources for event information, the two-engineer review process identified 58 events (culled
from 77 reports such as LERs and their revisions, AITs, etc.) as potentially significant events. Twenty-three of these
events were rejected after detailed review, 12 events were determined to be impractical to analyze, 1 event was
documented as a containment event, and 9 events were documented as “interesting” events. The remaining 13 events
were found to be significant. Of these 13 events, 1 event was determined to be a shutdown precursor, 7 events were

1-1 NUREG/CR-4674, Vol. 21




Introduction

found to be individual at-power precursors, and the remaining 5 events were combined and analyzed as one precursor
event. The results of these analyses are tabulated in Chapter 3.

Chapter 2 describes the selection and analysis process used for the review of 1994 events. Chapter 3 provides a tabulation
of the precursor events, a summary of the more important precursors, and insights on the results. The remainder of this
report is divided into nine appendices: Appendix A describes the process used to model events, Appendix B describes
the ASP models, Appendix C contains the at-power precursors, Appendix D contains shutdown precursors, Appendix
E contains potentially significant events considered impractical to analyze, Appendix F contains the containment-related
event, Appendix G contains the “interesting” events, Appendix H contains the resolution of licensee and NRC staff
review comments, and Appendix I includes the LERs, Inspection Reports, and Augmented Inspection Team reports
cited in Appendices C-G.

NUREG/CR-4674, Vol. 21 1-2



Selection Criteria and Quantification

2. Selection Criteria and Quantification

2.1 Accident Sequence Precursor Selection Criteria

The Accident Sequence Precursor (ASP) Program is concerned with the identification and documentation of operational
events that have involved portions of core damage sequences and with the estimation of associated frequencies and
probabilities.

Identification of precursors requires the review of operational events for instances in which plant functions that provide
protection against core damage have been challenged or compromised. Based on previous experience with reactor plant
operational events, it is known that most operational events can be directly or indirectly associated with four initiators:
trip [which includes loss of main feedwater (LOFW) within its sequences], loss-of-offsite power (LOOP), small-break
loss-of-coolant accident (LOCA), and steam generator tube rupture (SGTR) (PWRs only). These four initiators are
primarily associated with loss of core cooling. ASP Program staff members examine licensee event reports (LERs) and
other event documentation to determine the impact that operational events have on potential core damage sequences.

2.1.1 Precursors
This section describes the steps used to identify events for quantification. Figure 2.1 illustrates this process.

A computerized search of the Sequence Coding and Search System (SCSS) data base at the Nuclear Operations Analysis
Center (NOAC) of the Oak Ridge National Laboratory was conducted to identify LERs that met minimum selection
criteria for precursors. This computerized search identified LERs potentially involving failures in plant systems that
provide protective functions for the plant and core-damage-related initiating events. Based on areview of the 1984-1987
precursor evaluations and all 1990 LERs, this computerized search successfully identifies almost all precursors within
a subset of approximately one-third to one-half of all LERs.

Events were also selected for review if an Augmented Inspection Team (AIT) or Incident Investigation Team (IIT)
report was written regarding the event. In addition, the Nuclear Regulatory Commission (NRC) screens a number of
other data sources to identify events for review. These sources include Significant Events for the NRC’s Performance
Indicator Program, events documented in NRC inspection reports, events reported in emergency notifications (as
required by 10CFR50.72), as well as LERs.

Those events selected for review underwent at least two independent reviews by different NOAC staff members. Each
LER was reviewed to determine if the reported event should be examined in greater detail. This initial review was a
bounding review, meant to capture events that in any way appeared to deserve detailed review and to eliminate events
that were clearly unimportant. This process involved eliminating events that satisfied predefined criteria for rejection
and accepting all others as potentially significant and requiring analysis. Events also were eliminated from further review
if they had little impact on core damage sequences or provided little new information on the risk impacts of plant
operation; for example, short-term single failures in redundant systems, uncomplicated reactor trips, and LOFW events.

' Events were eliminated from further consideration as precursors if they involved, at most, only one of the following:
- a component failure with no loss of redundancy,
-a :short-term loss of redundancy in only one system,
- a seismic design or qualification error,
- an environmental design or qualification error,
- a structural degradation,
- an event that occurred prior to initial criticality,
- a design error discovered by reanalysis,
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Selection Criteria and Quantification

- an event bounded by a reactor trip or LOFW,
- an event with no appreciable impact on safety systems, or
+ an event involving only post core-damage impacts.
Events identified for further consideration typically included the following;:

- unexpected core damage initiators (LOOP, SGTR, and small-break LOCA);
- all events in which a reactor trip was demanded and a safety-related component failed;

- all support system failures, including failures in cooling water systems, instrument air, instrumentation and
control, and electric power systems;

- any event in which two or more failures occurred;

- any event or operating condition that was not predicted or that proceeded differently from the plant design
basis; and

- any event that, based on the reviewers” experience, could have resulted in or significantly affected a chain of
events leading to potential severe core damage.

Events determined to be potentially significant as a result of this initial review were then subjected to a thorough, detailed
analysis. This extensive analysis was intended to identify those events considered to be precursors to potential severe
core damage accidents, either because of an initiating event or because of failures that could have affected the course
of postulated off-normal events or accidents. These detailed reviews were not limited to the LERs; they also used final
safety analysis reports (FSARSs) and their amendments, individual plant examinations (IPEs), and other information
available at NOAC and from the NRC, related to the events of interest.

The detailed review of each event considered the immediate impact of an initiating event or the potential impact of the
equipment failures or operator errors on the readiness of systems in the plant for mitigation of off-normal and accident
conditions. In the review of each selected event, three general scenarios (involving both the actual event and postulated
additional failures) were considered.

1. Ifthe event or failure was immediately detectable and occurred while the plant was at power, then the event
was evaluated according to the likelihood that it and the ensuing plant response could lead to severe core
damage.

2. Ifthe event or failure had no immediate effect on plant operation (i.e., if no initiating event occurred), then the
review considered whether the plant would require the failed items for mitigation of potential severe core
damage sequences should a postulated initiating event occur during the failure period.

* 3. Ifthe event or failure occurred while the plant was not at power, then the event was first assessed to determine
whether it could have occurred while at power or at hot shutdown immediately following power operation. If
the event could only occur at cold shutdown or refueling shutdown, or the condition clearly did not impact
dt-power operation, then itsimpact on continued decay heat removal during shutdown was assessed; otherwise
it was analyzed as if the plant were at power.

For each actual occurrence or postulated initiating event associated with a selected operational event, the sequence of
operation of various mitigating systems required to prevent core damage was considered. Events were selected and
documented as precursors to potential severe core damage accidents (accident sequence precursors) if the conditional
probability of subsequent core damage was at least 1.0 x 10°6 (see Sect. 2.2) and the event satisfied at least one of the
four precursor selection criteria: (1) a core damage initiator requiring safety system response, (2) the failure of a system
required to mitigate the consequences of a core damage initiator, (3) degradation of more than one system required for
mitigation, or (4) a trip or loss-of-feedwater with a degraded mitigating system. Events of low significance were thus
excluded, allowing attention to be focused on the more important events. This approach is consistent with the approach
used to define 1988-1993 precursors, but differs from that of earlier ASP reports, which addressed all events meeting
the precursor selection criteria regardless of conditional core damage probability.

Nine operational events with conditional probabilities of subsequent severe core damage >1.0 x 10 were identified
as accident sequence precursors. Eight of these were analyzed as at-power events, while the remaining event was
analyzed as a shutdown event.
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2.1.2 Potentially Significant Events Considered Impractical to Analyze

In some cases, events are impractical to analyze due to a lack of information or the inability to reasonably model the
event within a probabilistic risk assessment (PRA) framework, considering the level of detail typically available in PRA
models and the resources available to the ASP Program.

Several events identified as potentially significant were considered impractical to analyze. It is thought that such events
are capable of impacting core damage sequences. However, the events usually involve component degradations in which
the extent of the degradation could not be determined or the impact of the degradation on plant response could not be
ascertained. Descriptions of events considered impractical to analyze are provided in Appendix E.

2.1.3 Containment-Related Events

' In addition to accident sequence precursors, events involving loss of containment functions, such as containment cooling,
containment spray, containment isolation (direct paths to the environment only), or hydrogen control, were identified
in the yearly review of 1994 events and are documented in Appendix F.

2.1.4 “Interesting” Events

Other events that provided insight into unusual failure modes with the potential to compromise continued core cooling
but that were determined not to be precursors were also identified. These are documented as “interesting” events in
Appendix G.

2.2 Precursor Quantification

Quantification of accident sequence precursor significance involves determination of a conditional probability of
subsequent severe core damage, given the failures observed during an operational event. This is estimated by mapping
failures observed during the event onto the ASP accident sequence models, which depict potential paths to severe core
damage, and calculating a conditional probability of core damage through the use of event trees and linked fault trees
modified to reflect the event. The effect of a precursor on accident sequences is assessed by reviewing the operational
event specifics against system design information. Quantification results in a revised conditional probability of core
damage, given the operational event. The conditional probability estimated for each precursor is useful in ranking .
because it provides an estimate of the measure of protection against core damage that remains once the observed failures
have occurred. :

Two important changes were made this year to the calculation approach used in the ASP Program. Linked fault trees
are used instead of the earlier event tree based models. The use of linked fault trees allows the impact of individual
component failures to be correctly addressed; this could only be approximated in the earlier models. In addition, the
probability calculated for condition assessments (events in which components are unavailable for a period oftime during
which an initiating event could have occurred) has been modified. In the current report, the conditional core damage
probability (CCDP) during the time period given the failures observed is used to rank the condition assessment events.
In previous reports, the difference between the CCDP and the core damage probability (CDP) was used. This difference
was referred to as the conditional core damage probability in previous reports (although this is actually an importance
measure). To determine the importance measure, the conditional core damage probability given the failures that were
observed was calculated. Then the CDP was calculated for the same time period by assuming nominal failure rates for
all components, even those that were failed during the event. The difference between these values was used to rank the
condition assessments. For most of the condition assessments that meet the ASP selection criteria, the observed failures
significantly impact the core damage model. In these cases, there is little numeric difference between the CCDP and the
importance measure that was previously used (CCDP-CDP). For some events, however, nominal plant response during
the time period dominates the results. In these cases, the CCDP can be considerably higher than the importance measure.
For conditions that involve extended time periods, the CCDP can be quite large, even though the impact of the condition
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on the plant response is minimal. For example, the assessment of LER 250/94-005 (see p. C.5-4) resulted in a CCDP
0f9.7 x 10'5 aCDP of9.5 x 10'5 and an importance measuye of 1.8 x 10", Because the reported event covers a one-year
pemod of time, the assessment of the nominal plant r°sponse over the time period yields a baseline plant CDP of 9.5
x 10'5, The observed failures increase the CCDP09.7 x 10 . By only looking at the CCDP for this event, its importance

» may be overestimated. Therefore, for condition assessments, the CCDP, CDP, and the difference between the two values
are provided for each condition assessment.

For initiating events, the CCDP used in the current report is the same as that used in previous reports. That is, the CCDP
is calculated by setting the initiating event probability to 1.0 and modifying the other basic event probabilities based on
the observed performance of systems and components. Additional discussion concerning the analysis methods used can
be found in Appendix A.

Some of the frequencies and failure probabilities used in the calculations were developed from plant-specific data while
others are derived from data obtained across the light-water reactor (LWR) population. It is the goal of the ASP Program
to make the models as plant-specific as possible, reflecting plant-specific configuration, component reliability, and
operator actions. However, due to programmatic limitations, the current versions of the models still contain some
nonplant-specific data. The conditional probabilities determined using plant-specific data for each event may differ
slightly from those obtained with the current set of data. Appendix B documents the event trees and fault trees used in
the 1994 precursor analyses.

As aresult of the changes made in the processes and the models used for the analysis of the 1994 events, the results are
not directly comparable to the results of previous years.

2.3 Review of Precursor Documentation

This section describes the steps involved in the review of the event analyses. Figure 2.2 illustrates this process.

After completion of the preliminary analyses of the events, the analyses were transmitted to the pertinent nuclear plant
licensees and to the NRC staff forreview. The licensees were requested to review and comment on the technical adequacy
of the analyses, including the depiction of their plant equipment and equipment capabilities. Each of the review
comments was evaluated for reasonableness and pertinence to the ASP analysis. Although all of the preliminary
precursor events were sent out for review, comments were not received from all the licensees. Each of the comments
received was reviewed to determine the effect on the modeling of the events.

As with the 1993 events, the 1994 precursor analyses were also sent to an NRC contractor, Sandia National Laboratories
(SNL), for an independent review. The review was intended to (1) provide an independent quality check of the analyses,
(2) ensure consistency with the ASP analysis guidelines and with other ASP analyses for the same event type, and (3)
verify the adequacy of the modeling approach and appropriateness of the assumptions used in the analyses.

After the preliminary analyses were revised based on licensee, NRC, and SNL comments, the analyses were sent back
to the NRC and SNL for additional comments. The analyses were'revised again, as necessary, based on the additional
NRC and SNL comments.

The comments received on the preliminary analyses fell into three basic categories: (1) additional plant-specific
equipment and event mitigation strategies available for the initiating events of interest, (2) clarification of event
conditions and actual or potential licensee actions in response to the event, and (3) plant-specific probability data. The
comments varied in level of detail and completeness. Due to program limitations, the applicability of the comments was
restricted to the associated analysis and no effort was made to assess the potential applicability of the comments to the
other analyses or the effects of modifying the remaining analyses in a similar manner. Reviewing the applicability of
each comment across all of the events would have affected the conditional core damage probability for some of the
events. It is possible that this would affect the ranking of the events.
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Figure 2.2.ASP review process.
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A summary of the comments received from the licensees and the NRC staff, as well as a response to each comment,
can be found in Appendix H.

2.4 Precursor Documentation Format

The 1994 precursors are documented in Appendices C and D. The eight at-power events are contained in Appendix C,
and the shutdown event is contained in Appendix D. A description of each event is provided with additional information
relevant to the assessment of the event, the ASP modeling assumptions and approach used in the analysis, and analysis
results. A figure indicating the dominant core damage sequence associated with each event is also included.

For most events the conditional core damage probability calculation is documented in a series of tables. The tables
include selected basic event probabilities; sequence logic; probabilities, importance, and system names for higher
probability sequences; and selected cut sets for higher probability sequences. For the remaining events, the calculational
methods are described in the text. Copies of the LERs, NRC inspection reports, and AIT reports relevant to the events
are contained in Appendix I.

2.5 Potential Sources of Error

As with any analytic procedure, the availability of information and modeling assumptions can bias the results. In this
section, several of these potential sources of error are addressed.

1. Evaluation of only a subset of 1994 LERs. For 19691981 and 19841987, all LERs reported during the year
were evaluated for precursors. For 1988-1994, only a subset of the LERs was evaluated in the ASP Program
after acomputerized search of the SCSS database and screening by NRC personnel. While this subset is thought
to include most serious operational events, it is possible that some events that would normally be selected as
precursors were missed because they were not included in the subset that resulted from the screening process.
Since 1993, this likelihood has been reduced due to the augmentation of the LER screening process within the
ASP Program by the NRC’s daily review of other sources of operational event data. ’

2.  Inherent biases in the selection process. Although the criteria for identification of an operational event as a
precursor are fairly well-defined, the selection of an event for initial review can be somewhat judgmental.
Events selected in the study were more serious than most, so the majority of the events selected for detailed
review would probably have been selected by other reviewers with experience in LWR systems and their
operation. However, some differences would be expected to exist; thus, the selected set of precursors should
not be considered unique. With the augmentation of the LER screening process by multiple NRC reviews of
operational data sources, the influence of this error source on the results should be significantly reduced.

3.  Lack of appropriate event information. The accuracy and completeness of the LERs and other event-related
documentation in reflecting pertinent operational information are questionable in some cases. Requirements
associated with LER reporting (i.e., 10 CFR 50.73), plus the approach to event reporting practiced at particular
plants, can result in variation in the extent of events reported and report details among plants. Although the
LER Rule of 1984 has reduced the variation in reported details, some variation still exists. In addition, only
details of the sequence (or partial sequences for failures discovered during testing) that actually occurred are
usually provided; details concerning potential alternate sequences of interest in this study must often be
inferred.

4.  Accuracy of the ASP models and probability data. The event trees used in the analysis are plant-class specific
and reflect differences between plants in the eight plant classes that have been defined. The fault trees are
structured to reflect the plant-specific systems. While major differences between plants are represented in this
way, the plant models utilized in the analysis may not adequately reflect all important differences. Known
problems concern ac power recovery following a LOOP and battery depletion (station blackout issues).
Modeling improvements that address these problems are being pursued in the ASP Program.
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Several problems have been noted with the new IRRAS-based models supplied to ORNL by the NRC that
were used to analyze the 1994 events identified. Not all of these problems could be resolved prior to the
completion of this report. ORNL event analysts identified and corrected those problems that were judged to
have a significant impact on the analysis results. Determining the impact of the remaining problems is currently
beyond the scope of the ASP Program resources. However, it is believed that the remaining modeling problems
will not significantly impact the results presented.

Because of the sparseness of system failure events, data from many plants must be combined to estimate the
failure probability of a multitrain system or the frequency of low- and moderate-frequency events (such as
LOOPs and small-break LOCAS). Because of this, the modeled response for each event will tend toward an
average response for the plant class. If systems at the plant at which the event occurred are better or worse than
average (difficult to ascertain without extensive operating experience), the actual conditional probability for
an event could be higher or lower than that calculated in the analysis.

Known plant-specific equipment and procedures that can provide additional protection against core damage
beyond the features included in the ASP models were addressed in the 1994 precursor analysis. This
information was not uniformly available; much of it was provided in licensee comments on preliminary
analyses and in IPE documentation available at the time this report was prepared. As a result, consideration of
additional features may not be consistent in precursor analyses of events at different plants. However, multiple
events that occurred at an individual plant or at similar units at the same site have been consistently analyzed.

5. Difficulty in determining the potential for recovery of failed equipment. Assignment of recovery credit for an
event can have a significant impact on the assessment of the event. The approach used to assignrecovery credit
is described in detail in Appendix B. The actual likelihood of failing to recover from an event at a particular
plant is difficult to assess and may vary substantially from the values currently used in the ASP analyses. This
difficulty is demonstrated in the genuine differences in opinion among analysts, operations and maintenance
personnel, and others, concerning the likelihood of recovering from specific failures (typically observed during
testing) within a time period that would prevent core damage following an actual initiating event.

6. Assumption of a I-month test interval. The core damage probability for precursors involving unavailabilities
is calculated on the basis of the exposure time associated with the event. For failures discovered during testing,
the time period is related to the test interval. A test interval of 1 month was assumed unless another interval
was specified in the event documentation. See Reference 2 for amore comprehensive discussion of test interval
assumptions.
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3. Results

This chapter summarizes results of the review and evaluation of 1994 operational events. The primary result of the ASP
Program is the identification of operational events with conditional core damage probab1ht1es of 1.0 x 10" that satisfy
at least one of the four precursor selection criteria: (1) a core damage initiator requiring safety system response, (2) the
failure of a system required to mitigate the consequences of a core damage initiator, (3) degradation of more than one
system required for mitigation, or (4) a trip or loss-of-feedwater with a degraded mitigating system. Nine such events
identified for 1994 are documented in Appendices C and D.

Direct comparison of results with those of earlier years is not possible without substantial effort to reconcile analysis
differences. The plant-class event trees and plant-specific fault trees were first used to model the current year’s events.
Additional equipment and procedures (beyond those addressed in the ASP models described in Appendix A of Vol. 17)
were incorporated into the analysis of 1992 and 1993 events. The models used in the analysis of 1988-1993 events
differ from those used in 19841987 analyses. Starting in 1988, the project team evaluated only a portion of the LERs
(as described in Sect. 2.1.1). Before 1988, all LERs were reviewed. Beginning with the review of 1993 events, the
screening and review of LERs in the ASP Program were augmented by the NRC’s screening and review of other
operating event data. Because of the dlﬂ'erences inreview and analysis methods, only limited observations are provided
here. Refer to the 1986 precursor report for a discussion of observations for 19841986 results and to the 1987-1991
reports6 for the results of those years.

3.1 Tabulation of Precursor Events

The 1994 accident sequence precursor events are listed in Tables 3.1-3.6. The following information is included in each
table:

+ Docket/document number associated with the event (Event Identifier)

+ Name of the plant where the event occurred (Plant)

+ A brief description of the event (Description)

- Conditional probability of potential core damage associated with the event [p(cd)]

« Date of the event (Event Date)

+ Plant type (Plant Type)

- Initiator associated with the event or unavailability if no initiator was involved (Event Type)

The tables are sorted as follows:
- Table 3.1—-At-power precursors involving unavailabilities sorted by plant
+ Table 3.2—At-power precursors involving initiating events sorted by plant
- Table 3.3—Shutdown precursors involving initiating events sorted by plant
» Table 3.4—At-power precursors involving unavailabilities sorted by conditional core damage probability .
- Table 3.5—-At-power precursors involving initiating events sorted by conditional core damage probability
» Table 3.6—Shutdown precursors involving initiating events sorted by conditional core damage probability
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Table3.1.  At-power precursors involving unavailabilities sorted by plant

Plant Event identifier Description 1:5::‘;_ ,E]vetrét p(ed) l'izent
Motor Control Center Trips o o ‘
Dresden 2 LER 237/94-018 | Due to Improper Breaker BWR | 6/8/94 | 6.1 x 10% | Unavail.
Settings
Long-Term Unavailability of
Dresden 2 LER 237/94-021 | High Pressure Coolant BWR | 8/4/94 | 3.1x 10| Unavail.
Injection '
12"%1}; 4-004 Power-Operated Relief
Haddam Neck | ‘o 00" 01 | Valves and Vital 480-V ac PWR | 2/16/94 | 1.4x10* | Unavail.
IR 213/9403 | Bus Degraded
Point Beach Both Diesel Generators -5 .
1and?2 ﬂLER 266/94-002 Tnoperable PWR | 2/8/94 | 12x10 Unavail.
Turkey Point ) Load Sequencers Periodically - 6 .
3 andd LER 250/94-005 Tnoperable PWR | 11/3/94 | 1.8 x 10 Unavail.
Unavailability of
. Turbine-Driven Auxiliary 5 .
Zion 2 LER 304/94-002 Feedwater Pump and PWR | 3/7/94 | 23x10 Unavail.
Emergency Diesel Generator
Table3.2.  At-power precursors involving initiating events sorted by plant
Plant Event identifier Description 122:;2_ E]vetl;t p(cd) Et\"g;t
Trip, Loss of 13.8-kV Bus, . o
. and Short-Term Saltwater .5 | Reactor
Calvert Cliffs2 | LER 318/94-001 Cooling System PWR | 1/12/94 | 1.3x 10 Trip
Unavailable
Scram, Main
Turbine-Generator Fails to
. Trip, Reactor Core 5 | Reactor
River Bend LER 458/94-023 Isolation Cooling and BWR | 9/8/94 | 1.8 x 10 Trip
Control Rod Drive
Systems Unavailable
Table3.3. Shutdown precursors involving initiating events sorted by plant
Plant Event identifier Description m_ﬁ‘:t:t p(ed) Et‘;el;]:__
Reactor Coolant System o o
' Blows Down to Refueling -3 | Interfacing
| Wolf Creek IR 482/94-018 Water Storage Tank During PWR | 9/17/94 | 3.0x 10 LOCA
Hot Shutdown
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Table3.4.  At-power precursors involving unavailabilities sorted by conditional core damage probability
p(ed) Plant I;:::lt Event identifier Description l?iw;etl;t li:f)’;t
;’g}; 4-004 Power-Operated Relief
1.4 x 10 | Haddam Neck | PWR -005. 007 ’_013 Valves and Vital 480-V ac 2/16/94 | Unavail.
IR213/04-03 | Bus Degraded
Unavailability of
3 - } Turbine-Driven Auxiliary .
23x10™ | Zion2 PWR | LER 304/94-002 | o o0 oo e 3/7/94 | Unavail.
Emergency Diesel Generator
.5 | Point Beach 1 ] Both Diesel Generators -,
12x107 | 40 PWR | LER 266/94-002 Inoperable 2/8/94 | Unavail.
Motor Control Center Trips
6.1 x 10" | Dresden 2 BWR | LER 237/94-018 | Due to Improper Breaker 6/8/94 | Unavail.
Settings
Long-Term Unavailability of
3.1x 107 | Dresden2 BWR | LER 237/94-021 | High Pressure Coolant 8/4/94 | Unavail.
Injection
-6 | Turkey Point ] Load Sequencers Periodically ]
1.8x107 [ 5044 PWR | LER 250/94-005 Tnoperable 11/3/94 | Unavail.
Table3.5. At-power precursors involving initiating events sorted by conditional core damage probability
p(cd) Plant lgﬂt Event identifier Description j;:’tgt Et:',gl;t
o Scram, Main i
Turbine-Generator Fails to
5| s y ) Trip, Reactor Core Reactor
1.8 x 107 | River Bend BWR | LER 458/94-023 Isolation Cooling and 9/8/94 Trip
Control Rod Drive
Systems Unavailable
Trip, Loss of 13.8-kV Bus,
.5 . ) and Short-Term Saltwater Reactor
1.3 x 10~ | Calvert Cliffs 2 PWR | LER 318/94-001 Cooling System 1/12/94 Trip
Unavailable
Table3.6. Shutdown precursors involving initiating events sorted by conditional core damage probability
p(ed) Plant | P10 | Byent identifier Description Event | Event
i Reactor Coolant System
3 3 Blows Down to Refueling Interfacing
3.0 x 10~ | Wolf Creek PWR | IR 482/94-018 Water Storage Tank During 9/17/94 Ty
Hot Shutdown
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3.1.1 Potentially Significant Events That Were Impractical to Analyze

Twelve potentially significant events were considered impractical to analyze for 1994. Typically, this event category
includes events that are impractical to analyze due to lack of information or the inability to reasonably model the event
within a probabilistic risk assessment framework, considering the level of detail typically available in probabilistic risk
analysis models. These potentially significant events are documented in Appendix E of this report.

3;1.2 Containment-Related Events

One containment-related event was found for 1994. This event category includes losses of containment functions, such
as containment cooling, containment spray, containment isolation (direct paths to the environment only), or hydrogen
control. A description of this event is located in Appendix F.

3.1.3 “Interesting” Events

Nine “interesting” events were found for 1994. This event category includes events that were not selected as precursors
and events rejected on low probability that provided insight into unusual failure modes with the potential for compromise
of continued core cooling. For example, a particularly interesting event occurred at Salem 1. Following an unexpected
reactor trip at Salem 1, two safety injections (SI) were automatically initiated. The first SI was caused by a main steam
pressure pulse and resulted in the pressurizer filling completely with water. This is called a “solid condition.” The second
SI was caused by a rapid decrease in reactor system pressure when a secondary-side safety valve opened with the
‘pressurizer “solid.” The pressurizer power-operated relief valves actuated over 300 times during this event. Complete
descriptions of this event and other “interesting” events are located in Appendix G of this report.

3.2 Important Precursors

Two precursors with conditional core damage probabilities of 210" were identified for 1994. Events with such
conditional probabilities have traditionally been considered important in the ASP Program. For 1994, these events
include the following:

3.2.1 Wolf Creek, RCS Blows Down to Refueling Water Storage Tank During Hot
Shutdown

At 0400 hours on September 17, 1994, Wolf Creek was in Mode 4 preparing to begin a refueling outage with a reactor
coolant system (RCS) pressure of 340 psig and temperature of 300°F. Two reactor coolant pumps (RCPs) were in
service, the steam generators were filled, and the condenser and condensate systems were secured. The safety injection
(SD) pumps and one of two centrifugal charging pumps were out of service with breakers open to prevent low-temperature
overpressurization. Residual heat removal (RHR) train A was in service to provide shutdown cooling.

Maintenance work was being performed on RHR valve 8716A, the A RHR to safety injection system hot leg recirculation
isolation valve, and efforts were in progress to ready RHR train B for use.

RHR train B was being lined up for recirculation back to the refueling water storage tank (RWST) to raise boron
concentration before placing the train in service. This required the opening of valve 8717, a manual valve in the 8-in.
common line from the RHR pump discharge headers to the RWST emergency core cooling systems (ECCS) pump
suction header. A nuclear station operator (NSO) was dispatched to locally open valve 8717. The operators then received
acall from a plant electrician requesting that valve 8716A be stroked (closed and reopened) in support of a test procedure.
Meanwhile, the NSO had arrived at valve 8717 and prepared to open it.
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Approximately 3 ft from the NSO, the electrician was working on valve 8716A, but neither he nor the NSO recognized
the significance of opening valves 8717 and 8716A simultaneously. When opened together, valves 8716A. and 8717
provide a direct pathway from the RHR pump discharge to the RWST ECCS suction header. When the control room
operator closed valve 8716A from the control room, the operator stationed at valve 8717 apparently had only begun
opening it. As water flowed from the RCS to the RWST, pressurizer level dropped about 2%, but this was not noted
until the event was reviewed later. After valve 8716A closed, the control room operator waited about 30 s and then
reopened it.

Valve 8717 was fully open by this time and reactor coolant inventory began rapidly flowing to the RWST. The operator
stationed at 8717 observed loud flow and water hammernoises, called the control roomto report them, and was instructed
to close the valve. This instruction was apparently based on.good operating practice to reclose a valve when unexpected
flow and noise result from opening it, rather than from an understanding of the circumstances of the event. At the same
time, control room personnel received a high RWST level alarm, the pressurizer level high annunciator cleared, and the
\pressurizer level instrumentation “pegged low.”

Operators responded by tripping the RCPs, increasing charging flow, and manually isolating letdown. A relief
supervising operator who was present at the time identified the flow path through valves 8716A and 8717 to the RWST.
Operators closed valve 87164, isolating the blowdown about 66 s into the event.

During the time that the blowdown was in progress, about 9,200 gal flowed from the RCS to the RWST, causing the
RWST to overflow. Approximately 650 gal overflowed from the RWST to the waste holdup tank. The RHR and charging
systems remained in service, and RCS level was gradually restored.

Subsequent analysis determined that, had the blowdown not been quickly isolated, the primary system could have
drained down to the RCS loop elevation in as little as 3 min. The RWST ECCS suction header could have been filled
with steam shortly thereafter. It was further determined that an operating RHR pump could have been damaged by as
little as 0.5 min of operation after the primary system drained down to the RCS loop elevation. Unisolated, the blowdown
could have led to core uncovery in as little as 30 min, based on a Westinghouse analysis of the event.

The Westinghouse analysis, performed after the event, suggests that once the RWST ECCS suction header voided,
operation of the multistage SI pumps would have resulted in their failure. Isolation of the blowdown path would have
allowed water to flow back from the RWST into the suctionheader; however, there is no assurance that the ECCS pumps
could fulfill their functions while drawing water from the RWST following such an event.

The Westinghouse analysis also indicates that if the suction header voided, recovery of the RHR pumps would be
problematic even if they were shut off in time. In less than the time required to fill, vent, and restart an RHR pump,
reactor pressure could exceed the RHR reactor high-pressure shutoff point.

Bvaluation of this event is strongly influenced by assumptions regarding human reliability, the time and degree of effort
required to recover ECCS systems, and the viability of the “reflux” cooling method, wherein steam from a boiling core
may be condensed in the steam generator tubes with the condensate draining back to the reactor. Substantial uncertainty
is associated with each of these assumptions.

Approximately 3 min were available for the operators to diagnose and isolate the blowdown before all RHR and ECCS
pumps were rendered inoperable. Even though procedures did not address the response to this condition, the operators’
understanding of the existing system alignment allowed them to rapidly diagnose and comrect the problem. During the
event, the blowdown was isolated after a period df 66 s.

To estimate the likelihood that operators would fail to isolate the blowdown prior to uncovering the RCS loops, the time
reliability correlation (TRC) models from Human Reliability Analysis (Dougherty and Fragola, Wiley, 1988) were
employed. Operator response within the first 3 min was assumed to be rule-based and without hesitancy. This is
considered appropriate based on the indications available to the operators at the time. Setting the median response time
to the response time observed in this event (~60 s), and using Table 10-8 of Dougherty and Fragola, results in an estimated
crew error probability of 0.06.
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Had operators failed to isolate the blowdown path within 3 min, a direct vent path would have been established from
the RCS through the RWST. Analyses were performed showing that core damage could have occurred as little as 27 min
later.

After the RCS loops voided at 3 min, the ECCS common suction header would have begun to void. Additional
consequences of a failure to terminate the event prior to this point would require more difficult operator actions. These
actions were considered recovery (general diagnosis that must be used in the absence of rules) with hesitancy (due to
conflict, burden and uncertainty) within the context of the TRC model. Based on Table 10-11 in Dougherty and Fragola,
a crew failure probability of 0.05 is estimated for the 27-min time period.

If the blowdown had been isolated after the loops voided (after 3 min, but before 30 min), substantial time and effort
would have been required to refill and vent the RWST ECCS suction header and the ECCS pump suctions, which are
aligned to it. An analysis performed by Westinghouse indicates that significant voids entrained in the suction supply
(5-20%) would guarantee a loss of ECCS prime, and other analyses have shown that operation in that condition for
more than a minute or two would cause pump failure.

Without extensive venting and priming, the high-pressure pumps would be expected to fail after loop voiding. The
high-pressure ECCS pumps were, therefore, assumed in this analysis to be unavailable once the RWST ECCS suction
header voided.

A conservative analysis (without consideration of steam generator secondary side inventory that existed during the
event) showed that, without some form of decay heat removal, pressure in the RCS could exceed the RHR pump shutoff
head within as little as 15 min. This is less than the time that would likely be required to restore the RHR system to
service. As the power-operated relief valves (PORVs) were found to be inoperable subsequent to this event, it was
assumed that depressurization of the RCS would have been difficult to achieve. The RHR pumps were, therefore,
assumed to be inoperable once the RWST ECCS suction header voided. The only remaining decay-heat removal path
would be reflux cooling via the steam generators (SGs). The SGs were available during the event, and reflux cooling
was considered a viable core cooling method. In the short term, the water inventory in the SG would provide decay heat
removal. Eventually, SG makeup and the opening of atmospheric vent valves would be required for continued heat
removal via this method. Reflux cooling requires two SGs for success. Assuming both motor-driven auxiliary feedwater
pumps and all four steam generators and their atmospheric dump valves are available, a failure probability of ~ 7.0
x 107* is estimated for reflux cooling based on component failure probabilities used in the IRRAS-based ASP models
for Wolf Creek. It should be noted that this estimate addresses equipment availability only and not the uncertainty in
the viability of the reflux cooling method. Since consideration of such uncertainty is beyond the scope of this analysis,
the potential impact of reflux cooling being unavailable or ineffective was addressed in a sensitivity analysis.

The probability of core damage for this event is 3.0 x 1073, This estimate is probably conservative in that it assumes all
ECCS pumps are unavailable once significant voiding occurs in the ECCS common suction header. Assumptions
concerning the viability of reflux cooling play an important role in the core damage probability estimated for this event.
For example, an assumed fallure probability of ~0.05 for reflux cooling raises the estimated core damage probability
by a factor of 2, to 6.0 x 107,

3.2.2 Haddam Neck, Power-Operated Relief Valves and Vital 480-V ac Bus Degraded

During testing on February 16, 1994, it was discovered that one of two feed breakers to motor control center-5 (MCC-5)
could jam and fail to close when demanded. MCC-5 supplies power to a number of vital components in both safety
system trains. During testing on February 19, 1994, it was discovered that air operators for the pressurizer PORVs were
experiencing control air leaks and that the PORVSs could not be operated properly from their safety-grade control air
supply. Investigation revealed that repairs to fix a prior PORV failure were made incorrectly during the previous
refueling outage. The PORV diaphragms were not seated correctly and were coated with a lubricant rather than a required
sealant. A substantial air leak resulted, and the PORVSs could not be opened more than 50%. The combined conditional
core damage probability estimated for these events is 1.4 x 107,
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Surveillance testing of the PORVs in May 1993 identified that one valve was experiencing leakage from its diaphragm
assembly. This leak, in conjunction with failure of the associated air pressure regulator, resulted in excessive air
consumption. Had the system been demanded, operator action to isolate the leaking PORV would have been required
to ensure an adequate Jong-term supply of control air to the other PORV. Repairs to the system, including replacement
of the PORV diaphragms, were completed prior to the end of the 1993 refueling outage.

The design of the new diaphragms varied somewhat from the original ones, which may have contributed to the difficulties
experienced during the replacement process. Errors were made during the replacement, including the use of a lubricant
instead of a sealant around the diaphragm’s bolt circle. This allowed the diaphragm to extrude out between the sections
of its housing, creating a pathway for air leakage. An NRC inspection team report related to this event indicates that
both valves could only be opened about 50% during testing. The LER for the event indicates that two safety functions
were potentially compromised by the PORYV failures: feed-and-bleed cooling and high-pressure safety injection (HPSI)
makeup during certain small-break LOCAs.

The HPSI pumps at Haddam Neck do not develop sufficient discharge head to force adequate flow for feed-and-bleed
cooling through the pressurizer safety valves. Accordingly, the operators must be able to open a PORV for
feed-and-bleed cooling to succeed. Air is supplied to the PORV's from the containment air compressors. The containment
air compressors, which are located within the containment building, are not rated for the environmental conditions that
could occur during feed-and-bleed cooling, and the compressors could be expected to fail under such conditions. The
PORYVs are also provided with safety-related control air accumulators that maintain a reserve supply of control air in
the event of compressor failure, but these accumulators were inadequate to operate the PORVs during the time that the
air-operator diaphragms were damaged. As a result of their incorrect installation, the PORV air-operator diaphragms
were damaged and subject to leakage from some unknown time after they were replaced during the 1993 refueling
outage until the condition was discovered on February 19, 1994.

During a period of time overlapping the PORV unavailability, the automatic bus transfer (ABT) circuit for MCC-5
failed when tested. At the time of the event, MCC-5 supplied many pieces of important equipment in both trains,
including equipment that would have been required for successful operation of HPSI, low-pressure safety injection
(LPSI), recirculation, long-term cooling, containment spray, reactor coolant (RC) system loop isolation, one PORV
block valve, emergency boration, feedwater isolation, RC pump seal cooling, service water, control air, and the closed
cooling water system. Subsequent to this event, modifications were made to reduce the dependency upon MCC-5.

MCC-5 can be supplied from either 480-V ac bus 5 (emergency train A) or bus 6 (emergency train B). Normally, it is
aligned such that bus 5 is the preferred supply, and bus 6 is the alternate supply. Atthe time of the event, if the preferred
supply was lost, an ABT system aligned MCC-5 to the alternate bus. If power was restored to the preferred bus, the
ABT would realign back to the preferred bus. During a test of the ABT system, bus 5 was deenergized. As designed,
the breaker supplying MCC-5 from bus 5 opened, and the supply breaker from bus 6 automatically closed to restore
power, When bus 5 was reenergized, MCC-5 automatically realigned itself to bus 5. During the second part of the test,
the preferred power source selector switch (PPSSS) for the ABT is moved to make bus 6 the preferred power supply
and bus 5 the alternate. When the PPSSS was moved to the bus 6 position, the bus 5 supply breaker opened as expected
but the bus 6 supply breaker failed to automatically close, deenergizing MCC-5.

Subsequent investigation revealed that a mechanical defect in the MCC-5 feeder breaker from bus 6 prevented it from
closing. This mechanical defect caused the breaker to randomly fail. With bus 6 still energized and selected as the
preferred power source to MCC-5, the bus 5 supply to MCC-5 was prevented from closing by the ABT system logic.

The event was modeled as an unavailability of the PORVs for feed-and-bleed cooling and the bus 6 feeder breaker for
MCC-5. The last successful operation of the PORV's was during an outage in May and June of 1993 following installation
of the new diaphragms. The likely cause of the PORV failure was incorrect installation of the air-operator diaphragms
during the 1993 outage. It was, therefore, assumed that the PORVs were inoperable for feed-and-bleed cooling from
July 1993 until the leakage was discovered on February 19, 1994.

The defect that led to the intermittent failure of the bus 6 feeder breaker was presumed to have existed from the time of
the previous failure during the June 1993 refueling outage until the time of this event in February 1994. The interval
analyzed was the period from July 21, 1993, until February 19, 1994; a period of 234 days (4728 h).
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The analysis of this event is similar to the analysis of LER 213/93-007 and AIT Report 213/93-80 provided in the
1993 ASP Program Annual Report INUREG /CR-4674, ORNL/NOAC-232, Vois. 19 and 20). That analysis also dealt
with failures of PORV c¢ontrol air system components coincident with inoperability of the MCC-5 ABT.

The conditional core damage probability estimated for the combined event is 1.4 x 10~*. Postulated LOOPs contribute
approximately 78% of the core damage probability. The dominant sequence, which contributes about 30% of the total
involves a postulated LOOP, emergency power success, recovery of ac power and MCC-5, and failure of AFW and
feed-and-bleed cooling.

3.3 Number of Precursors Identified

Nine precursors [p(core damage) 210'6] affecting 11 units were identified in 1994. The distribution of precursors as a
function of conditional probability is shown in Table 3.7. The distribution of 1988-1993 precursors is also shown for
comparison purposes.

Table 3.7. ' Number of precursors by year

-3 -4 ’ -3 -5 -4 -6 _5 | Total number of
Year 107 <p(ed)<1 | 107 <p(cd) <10 107 < p(cd) <10 107 <p(ed) <10 precursors
1988 0 7 14 11 32
1989 0 7 11 12 30
1990 0 6 11 11 28
1991 1 12 8 6 27
1992 0 7 7 13 27
1993 0 4 7 5 16
1994 1 1 4 3 9

As described previously, differences in the ASP models and the analysis methods from year to year preclude a direct
comparison between the number of events identified for different calendar years. In particular, the conditional core
damage probabilities-estimated for the 1992 through 1994 events are lower for equivalent events in earlier years because
supplemental and plant-specific mitigating systems beyond those included in the ASP models were incorporated into
the analyses. In addition, new modeling techniques were adopted for the analysis of the 1994 events.

3.4 Insights

A review of the analyses for all nine precursors for 1994 revealed the following trends across the different analyses.

1.  Ascanbeseenin Tables 3.4 through 3.6, five of the six events with p(cd) greater than 107> are pressurized-water
reactor (PWR) events. For all 1994 precursors, six were associated with PWRs and three with boiling-water

reactors (BWRs).

2. Only two events involved at-power initiators. Six events involved at-power unavailabilities. The number of
at-power unavailabilities decreased from eight in 1993 to six in 1994. The number of at-power initiators
decreased from eight in 1993 to two in 1994.

3.  Five of the precursors associated with at-power unavailabilities involved the degradation or unavailability of
electrical equipment: (1) the degradation of the bus transfer scheme for MCC-5 at Haddam Neck, (2) the
degradation of the emergency load sequencers at Turkey Point Units 3 and 4, (3) improper breaker settings for
a motor control center at Dresden Unit 2, (4) both emergency diesel generators (EDGs) inoperable at Point
Beach Units 1 and 2 (one removed from service for maintenance, the other had a failed electrical fuel pump
and exciter), and (5) Zebra Mussel shells were found in the lube oil and jacket water coolers for one of the
EDGs at Zion Unit 2. ‘
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Table3.8. Number of precursors by event type

Event category 2107 10 <p(ed) <10 | 10 < p(ed) <10* {10 < p(ed) <105 | Total
unavailabilcie 0 1 2 3 6
ﬁlﬁ’iﬁ? £ 0 2 0 2
ﬁﬂﬁﬁﬁ?ﬁ“ 1 0 0 0o 1

4, Four of the six precursors associated with unavailabilities occurred at PWRs. One of the precursors associated
with the initiating events occurred at a BWR and the other occurred at a PWR.

5.  Six of the nine events (67%) occurred at multiunit sites. This is about the same as the percentage of units at
multiunit sites (71%). Two of the precursor events affected both units at a dual-unit site.

A review of the ASP reports for 1990-1994 indicates the following trends.

1. Long-term unavailabilities and LOOP initiators typically dominate the events with the highest conditional core
damage probabilities.

The events with the highest conditional core damage probabilities are dominated by PWRs.

The number of precursors identified for 1994 is lower than for previous years. This decrease is due in part to
the differences in the ASP models for 1994, In addition, the conditional core damage probabilities estimated
for the 1994 events are lower than equivalent events in earlier years because of consideration of supplemental
and plant-specific mitigating systems beyond those modeled in the ASP models. A number of events that would
have met the precursor criteria for prior years were rejected on low probability following the incorporation of
additional mitigating systems in the models.
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4. Glossary
Accident, An unexpected event (frequently cansed by equipment failure or some misoperation as the result of human
error) that has undesirable consequences.

Accident sequence precursor. A historically observed element or condition in a postulated sequence of events leading
to some undesirable consequence. For purposes of the ASP Program, the undesirable consequence is usually severe core
damage. The identification of an operational event as an accident sequence precursor does not of itself imply that a
significant potential for severe core damage existed. It does mean that at least one of a series of protective features
designed to prevent core damage was compromised. The likelihood of severe core damage, given the occurrence of an
accident sequence precursor, depends on the effectiveness of the remaining protective features and, in the case of
precursors that do not include initiating events, the probability of such an initiator.

Availability. The characteristic of an item expressed by the probability that it will be operational on demand or at a
randomly selected future instant in time. Availability is the complement of unavailability.

Common-cause failures. Multiple failures attributable to a common cause.

Common-mode failures. Multiple, concurrent, and dependent failures of identical equipment that fails in the same mode.
Components. Items from which equipment trains and/or systems are assembled (e.g., pumps, pipes, valves, and vessels).
Conditional probability. The probability of an outcome given certain conditions.

Core damage. See Severe core damage.

Core-melt accident. An event in a nuclear power plant in which core materials melt.

Degraded system. A system with failed components that still meets minimum operability standards.

Demand. A test or an operating condition that requires the availability of a component or a system. In this study, a
demand includes actuations required during testing and because of initiating events. One demand is assumed to consist
of the actuation of all redundant components in a system, even if these were actuated sequentially (as is typical in testing
multiple-train systems).

Dependent failure, A failure in which the likelihood of failure is influenced by the failure of other items. Common-cause
failures and common-mode failures are two types of dependent failures.

Dominant sequence. The sequence in a set of sequences that has the highest probability of leading to a common end
state,

Emergency-core-cooling systems. Systems that provide for removal of heat from a reactor following either a loss of
normal heat removal capability or a loss-of-coolant accident.

Engineered safety features. Equipment and/or systems (other than reactor trip or those used only for normal operation)
designed to prevent, limit, or mitigate the release of radioactive material.

Event, An abnormal occurrence that is typically in violation of a plant’s Technical Specifications.
Event sequence. A particular path on an event tree.

Event tree. A logic model that represents existing dependencies and combinations of actions required to achieve defined
end states following an initiating event.
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FEailure. The inability to perform a required function. In this study, a failure was considered to have occurred if some
component or system performed ata level below its required minimum performance level without human intervention.
The likelihood of recovery was accounted for through the use of recovery factors. See Nonrecovery factor.

Failure probability. The long-term frequency of occurrence of failures of a component, system, or combination of
systems to operate at a specified performance level when required. In this study, failure includes both failure to start
and failure to operate once started.

Failure rate. The expected number of failures of a given type, per item, in a given time interval (e.g., capacitor
short-circuit failures per million capacitor hours).

Faulttree. A logic model that represents the combinations of events that can lead to system failure. Typcially, fault trees
consist of basic hardware-related events and operator actions linked with logic gates to define sets of events that result
in failure of the system.

Front-line system. A system that directly provides a mitigative function included on the event trees used to model
sequences to an undesired end state, in contrast to a support system, which is required for operability of other systems.

Immediately detectable. A term used to describe a failure resulting in a plant response that is apparent at the time of the
failure,

Independence. A condition existing when two or more entities do not exhibit a common failure mode for a particular
type of event.

Initial criticality. The date on which a plant goes critical for the first time in first-cycle operation.

Initiating event. An event that starts a transient response in the operating plant systems. In the ASP Program, the concern
is only with those initiating events that could lead to severe core damage.

Licensee Event Reports (LERs). Those reports submitted to the Nuclear Regulatory Commission (NRC) by the utilities
that operate nuclear plants as required by 10CFR50.72. Guidance on complying with these requirements is contained
in NUREG-1022. LERs describe abnormal operating occurrences that generally involve violation of the plant’s
Technical Specifications. .
Multiple failure events. Events in which more than one failure occurs. These may involve independent or dependent
failures.

Operational event. An event that occurs in a plant and generally constitutes areportable occurrence under NUREG-1022
as an LER.

Postulated event. An event that may happen at some time in the course of a plant’s operation.

Potential severe core damage. A plant operating condition in which, following an initiating event, one or more protective
functions fail to meet minimum operability requirements over a period sufficiently long that core damage could occur.
This condition has been called in other studies “core melt,” “core damage,” and “severe core damage,” even though
actual core damage may not result unless further degradation of mitigation functions occurs.

Precursor. See Accident sequence precursor.

Reactor years. The accumulated total number of years of reactor operation. For the ASP Program, operating time starts
when a reactor goes critical, ends when it is permanently shut down, and includes all intervening outages and plant
shutdowns.

Recovery factor (recovery class). A measure of the likelihood of not recovering from a failure. Failures were assigned
to a particular recovery class based on an assessment of likelihood that recovery would not be affected, given event
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specifics. Considered in the likelihood of recovery was whether such recovery would be required in a moderate- to
high-stress situation following a postulated initiating event.

Redundant equipment or system. A system or some equipment that duplicates the essential function of another system
or other equipment to the extent that either may perform the required function regardless of the state of operation or
failure of the other.

Reliability. The characteristic of an item expressed by the probability that it will perform a required function under stated
conditions for a stated period of time.

Risk. A measure of the frequency and severity of undesired effects.

Sensitivity analysis. An analysis that determines the variation of a given function caused by changes in one or more
parameters about a selected reference value.

Severe core damage. The result of an event in which inadequate core cooling was provided, resulting in damage to the
reactor core. See Potential severe core damage.

Technical Specifications. A set of safety-related limits on process variables, control system settings, safety system
settings, and the performance levels of equipment that are included as conditions of an operating license .

Unavailability. The probability that an item or system will not be operational at a future instant in time. Unavailability
may be a result of the item being tested or may occur as a result of malfunctions. Unavailability is the complement of
availability.

Unit. A nuclear steam supply system, its associated turbine generator, auxiliaries, and engineered safety features.
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A.1 Introduction

This appendix describes the approach used in the Accident Sequence Precursor (ASP) Program to estimate the
significance of an operational event. The process used to screen the operational event data base for potential precursors
and the characteristics of events ultimately selected as precursors are described in Chapter 2 of this report.

The ASP Program performs retrospective analyses of operating experience. These analyses require that certain
methodological assumptions be made to estimate the risk significance of an event. If one assumes, following an
operational event in which core cooling was successful, that components observed failed were “failed” with probability
1.0, and components that functioned successfully were “successful” with probability 1.0, then one can conclude that the
risk of core damage was zero and that the only potential sequence was the combination of events that occurred. To avoid
such trivial results, the status of certain components must be considered latent. In the ASP Program, this latency is
associated with components that operated successfully—these components are considered to have been capable of failing
during the operational event.

Quantification of precursor significance involves the determination of a conditional probability of subsequent severe
core damage given the failures and other undesirable conditions (such as an initiating event or an unexpected relief valve
challenge) observed during an operational event. The effect of a precursor on basic events in the core damage models
is assessed by reviewing the operational event specifics against plant design and operating information, and translating
the results of the review into arevised model for the plant that reflects the observed failures. The precursor’s significance
is estimated by calculating a conditional probability of core damage given the observed failures. The conditional
probability calculated in this way is useful in ranking because it provides an estimate of the measure of protection against
core damage remaining once the observed failures have occurred.

The accident sequence models used to estimate the significance of 1994 precursors consist of fault-tree models that
depict the logical combination of component failures (basic events) that would result in failure of each system that
provides protection against core damage. The fault trees are linked together in a logical structure based on event trees
that describe potential combinations of system successes and failures that would result in core damage following
postulated initiating events. The resulting Boolean equations, when reduced to their simplest form, consist of a series
of combinations of basic events (cut sets), any of which would result in core damage if all of the basic events in the cut
set occurred. A detailed description of the use of linked fault trees in probabilistic risk assessment (PRA) analysis is
included in Reference 1. The current ASP models are described in Appendix B. These models are constructed and solved
using the SAPHIRE suite of PRA software2

A.2 Types of Events Analyzed

Two different types of events are addressed in precursor quantitative analysis. In the first, an initiating event such as a
loss-of-offsite power (LOOP) or small-break loss-of-coolant accident (LOCA) occurs as a part of the precursor. The
probability of core damage for this type of event is calculated based on the required plant response to the particular
initiating event and other failures that may have occurred at the same time. The assessment of an observed initiating
event is referred to as an Initiating Event Assessment.

The second type of event involves a failure condition that existed over a period of time during which an initiating event
could have, but did not, occur. The probability of core damage is calculated based on the required plant response to a
set of postulated initiating events, considering the failures that were observed. Unlike an initiating event assessment,
where the analysis uses a probability of 1.0 to account for the given failure in the sequence cut set equations, each
initiating event is assumed to occur with a probability based on the initiating event frequency and the failure duration.
The assessment of failed equipment over a period of time is referred to as a Condition Assessment.
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A.3 Modification of Basic Event Probabilities to Reflect Observed Failures

The ASP models describe sequences to core damage in terms of combinations of basic events (cut sets). Each basic
event represents the failure of a particular component or group of components in a system at a plant, an occurrence such
as arelief'valve lift, or an operator action. Failures observed during an operational event must be represented in amodel
in terms of changes to one or more of the basic events.

If a failed component is included as a basic event in a model, the failure is reflected by setting its basic event probability
to 1.0 (failed). In actuality, such a basic event must be set to the logical state “true” if a new minimum set of cut sets
reflecting the conditional state of the plant is to be generated

In addition to revising the basic events associated with failed components, basic events related to the common-cause
failure (CCF) of similar components may also have to be revised to reflect the observed failures. In addition to revising
the status of basic events for failed components (to failed), the failure probabilities of basic events that represent CCFs
associated with the failed components may also need revision. In particular, if the failure could have occurred in similar
components during the same time interval, the failure probability of the CCF basic event will be changed to reflect this
situation. If the failure could not simultaneously occur in the other components (for example, if a component was
removed from service for preventive maintenance), then the CCF probability is also revised, but only to reflect “removal”
of the unavailable component from the CCF model. The Multiple Greek Letter MGL) method is used to quantify the
common cause basic events (see Reference 3 for a description of the MGL model).

I afailed component is not specifically included as a basic eventin amodel, then the failure is addressed by appropriately
modifying the basic events impacted by the failure. For example, support systems are not completely developed in the
current ASP models. A breaker failure that results in the loss of power to a group of components would be represented
by setting the basic events for each component in the group to “true.”

Occasionally, a precursor occurs that cannot be modeled by modifying existing basic event probabilities. In such a case,
the model is revised as necessary to address the event, typically by adding basic events to a fault tree or by addressing
an unusual initiating event through the use of an additional event tree.

Ad Recovery from Observed Failures

If recovery of a system is dominated by operator response time, and if information concerning the time available for
recovery is provided in the event report, then the probability of failing to recover from the failure is estimated using a
Time-Reliability Correlation (TRC) model. The available time to respond, the underlying type of response (rule- or
knowledge-based), and whether unusual conflict or burden would exist in response to an actual initiating event are
addressed when developing an estimate of the operator (crew) error probability. The basic model structure is described
in Reference 4. The probability of operator error is described using a log normal distribution with the following
parameters:

Type of action Median Error factor
Rule-based, unburdened 2 3.2
Rule-based, burdened 2 6.4
Knowledge-based, unburdened 4 32
Knowledge-based, burdened 4 6.4

*Practical considerations in the solution of large linked fault trees, primarily the use of the DeleteTerm process to solve sequences involving system
success, also require failed basic events to be represented as “true” if correct sequence probabilities are to be calculated.
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For an available time tavajl, the probability of operator error is estimated as
1 - ®(In tayail - m)/c]
where @ is the normal distribution, m = In(median), and ¢ = In(error factor)/1.645.

The potential for recovery from observed failures considers the time available and the nature of the failures. If
information concerning response time is unavailable, then the likelihood of not recovering system failures is determined
by assigning the failure to one of four broad recovery classes.

This is a carryover from the earlier event tree based ASP models (cut-set-based recovery may be added to the models
in the future). In the current approach, the potential for recovery is addressed by assigning a recovery action to each
system failure and initiating event. Four classes are currently used to describe the different types of recovery that could
be involved:

Likelihood of s
Recovery class T LT Recovery characteristic
R1 1.00 The failure did not appear to be recoverable in the required period, either

from the control room or at the failed equipment.

The failure appeared recoverable in the required period at the failed
R2 0.34 equipment, and the equipment was accessible; recovery from the control
room did not appear possible.

The failure appeared recoverable in the required period from the control

R3 g2 room, but recovery was not routine or involved substantial operator burden.

The failure appeared recoverable in the required period from the control

R4 0.04 room and was considered routine and procedurally based.

The assignment of an event to a recovery class is based on engineering judgment, which considers the specifics of each
operational event and the likelihood of not recovering from the observed failure in a moderate- to high-stress situation
following an initiating event.

It must be noted that the actual likelihood of failing to recover from an event at a particular plant is difficult to assess
and may vary substantially from the values listed. This difficulty is demonstrated in the genuine differences in opinion
among analysts, operations and maintenance personnel, etc., concerning the likelihood of recovering specific failures
(typically observed during testing) within a time period that would prevent core damage following an actual initiating
event,

A.5 Conditional Probability Associated with Each Precursor

As described earlier in this appendix, the calculation process for each precursor involves a determination of initiators
that must be modeled, plus any modifications to system probabilities necessitated by failures observed in an operational
event, Once the basic event probabilities that reflect the conditions of the precursor are established, the sequences leading
to core damage are calculated to estimate the conditional probability for the precursor. This calculational process is
summarized in Table A.1, on page A.1-9.

Several simplified examples that illustrate the basics of the precursor calculational process follow. It is not the intent of
the examples to describe a detailed precursor analysis, but instead to provide a basic understanding of the process. The
examples are presented in terms of branch probabilities that are multiplied to calculate sequence probabilities. Readers
familiar with the use of linked fault trees for PRA can readily exfrapolate the process illustrated in the example
calculations to analyses employing fault trees.

The hypothétical core damage model for these examples, shown in Figure A.1.1, consists of initiator I and four
single-component systems that provide protection against core damage: systems A, B, C, and D. In Figure A.1.1, the
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up branch represents success and the down branch failure for each of the systems. (In an accident sequence model for
a real reactor plant, the fault tree logic for each system could involve hundreds of components, and thousands of cut
sets could be required to represent the basic event failure combinations that constitute the core damage sequences.)
Three sequences result in core damage if completed: sequence 3 [I /A (*/” represents system success) C D], sequence
6 @ A /B C D), and sequence 7 (I A B). In a conventional PRA approach, the frequency of core damage would be
calculated from the initiating event frequency of Il’ A() and the failure probabilities for A, B, C, and D [p(A), p(B), p(C),
and p(D), respectively]. Assuming A(D) = 0.1yr" and p(A 1) =0.003, p@ | 14) = 0.01, p(C | T) = 0.05, and p(D | IC) =
0.1, the frequency of core damage is determined by calculating the frequency of each of the three core damage sequences
and adding the frequencies:

0.13r! x (1 - 0.003) x 0.05 x 0.1 (sequence 3) +-
0.1 yr'l % 0.003 x (1 -0.01) x 0.05 x 0.1 (sequence 6) +
0.1 yr'1 % 0.003 x 0.01 (sequence 7)
=4.99 x 10'4yr'1 (sequence 3) + 1.49 x 10°° yr'l (sequence 6) + 3.00 x 10°% yr'l (sequence 7)
=5.03x104yrl.
In a nominal PRA, sequence 3 would be the dominant core damage sequence.

As described earlier, the ASP Program calculates a conditional probability of core damage, given an initiating event or
component failures. This probability is different than the frequency calculated above and cannot be directly compared
with it.

*The notation p(B IIA) means the probability that B fails, given I occurred and A failed.
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I A B c D Sequence End

No. State
1 OK
- 2 OK
3 CD
4 OK
5 OK
6 CD
7 CcDh

Figure A.1.1. Hypothetical core damage model.

A.5.1 Example 1: Initiating Event Assessment

Assume that a precursor involving initiating event I occurs. In response to I, systems A, B, and C start and operate
correctly, and system D is not demanded. In a precursor initiating event assessment, the probability of I is set to 1.0.
Although systems A, B, and C were successful, nominal failure probabilities are assumed. Since system D was not
demanded, anominal failure probability is assumed for it as well. The conditional probability of core damage associated
with precursor I is calculated by summing the conditional probabilities for the three sequences:

1.0 x (1-0.003) x 0.05 x 0.1 (sequence 3) +
1.0 x 0.003 x (1-0.01) x 0.05 x 0.1 (sequence 6) +
1.0 x 0.003 x 0.01 (sequence 7)
=5.03x 10,

If, instead, B had failed when demanded following I, its probability would have been set to 1.0. The conditional core
damage probability for precursor IB would be calculated as

1.0 x (1 - 0.003) x 0.05 x 0.1 (sequence 3) + 1.0 x 0.003 x 1.0=7.99 x 10> .

Since B is failed, sequence 6 cannot occur.
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A.5.2 Example 2: Condition Assessment

Assume that during a monthly test, system B is found to be failed, and that the failure could have occurred at any time
during the month. The best estimate for the duration of the failure is one-half of the test period, or 360 h. To estimate
the probability of initiating event I during the 360-h period, the yearly frequency of I must be converted to an hourly
rate. If I can only occur at power, and the qlant is at power for 70% of a year, then the frequency for I is estimated to be
0.1y /(8760 /yr x 0.7) = 1.63 x 10> b

If, as in example 1, B is always demanded following I, the probability of I in the 360-h period is the probability that at
least one I occurs (since the failure of B will then be discovered), or

1 - e-m) x failure duration = 1 - e‘1.63E-5 % 360 = 5.85 X 10-3 .

Using this value for the probability of I, and setting p(B) = 1.0, the conditional probability of core damage for precursor
B is calculated by again summing the conditional probabilities for the core damage sequences in Figure A.1.1:

5.85x 10 x (1 - 0.003) x 0.05 x 0.1 (sequence 3) + 5.85 x 10™ x 0.003 x 1.0=4.67 x 10™ .

As before, since B is failed, sequence 6 cannot occur. The conditional probability is the probability of core damage in
the 360-h period, given the failure of B. Note that the dominant core damage sequence is sequence 3, with a conditional
probability of 2.92 x 10°. This sequence is unrelated to the failure of B. The potential failure of systems C and D over
the 360-h period still drive the core damage risk.

To understand the significance of the failure of system B, another calculation, an importance measure, is required. The
importance measure that is used is equivalent to risk achievement worth on an interval scale.” In this caloulation, the
increase in core damage probability over the 360-h period due to the failure of B is estimated: p(cd | B) - p(cd). In this

_example, the value is 4.67 x 10°-2.94%x10° =173 x 10° , where the second term on the left side of the equation is
calculated using the previously developed probability of I in the 360-h period and nominal failure probabilities for A,
B,C,and D.

The importance measure for unavailabilities (condition assessments) like this event was referred to as the conditional
core damage probability in earlier annual precursor reports. For most conditions identified as precursors in the ASP
Program, its value and the conditional core damage probability are numerically close, and the conditional core damage
probability can be used as a significance measure for the precursor. However, for some events—typically those in which
the components that are failed are not the primary mitigating plant features—the conditional core damage probability
can be significantly higher than the importance (i.e., LER 250/94-005). In such cases, it is important to note that the
potential failure of other components, unrelated to the precursor, are still dominating the plant risk (i.e., the impact of
the precursor on plant risk is not substantial). Condition assessments documented in this report include both an estimate
of the conditional core damage probability and the importance of the event.

A.5.3 References

1. PRA Procedures Guide, NUREG/CR-2300, January 1983, Section 6.3.2.

2. Systems Analysis Programs for Hands-on Integrated Reliability Evaluations (SAPHIRE) Version 5.0,
NUREG/CR-6116, Vols. 1-10.

3. Procedures for Treating Common Cause Failures in Safety and Reliability Studies, NUREG/CR-~4780, January
1989, Appendix C.

E. M. Dougherty and J. R. Fragola, Human Reliability Analysis, John Wiley and Sons, New York, 1988.

5. W.E. Vesely, T. C. Davis, R. S. Denning, and N. Saltos, Measures of Risk Importance and Their Applications,
NUREG/CR-3385, July 1983.
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Table A.1. Rules for Precursor Calculation

Event sequences requiring calculation. If an initiating event occurs as part of a precursor (i.e., the precursor
consists of an initiating event plus possible additional failures), then use the accident sequence model associated
with the initiator; otherwise, use all accident sequence models impacted by the observed unavailability.

Initiating event probability. If an initiating event occurs as part of the precursor, then the initiating event
probability used in the calculation is 1.0. If an initiating event does not occur as part of the precursor, then the
probability used for the initiating event is developed assuming a constant hazard rate. Event durations (the period
of time during which the failure existed) are based on information included in the event report, if provided. If the
event is discovered during testing, then one-half of the test period (15 d for a 30-d test interval) is typically
assumed, unless a specific failure duration is identified.

Component failure probability estimation. For components that are observed failed during the precursor, the
associated basic event is set to “true.” Associated common-cause basic events are revised to reflect the type of
failure that occurred. For components that are observed to operate successfully, or are not challenged during the
event, a failure probability equal to the nominal component failure probability is utilized.

Nonrecovery probability. If an initiating event or a total system failure occurred as a part of the precursor, the
basic event representing the probability of not recovering from the failure is revised to reflect the potential for
recovery of the specific failures observed during the event. For condition assessments, the probability of
nonrecovery is estimated under the assumption that an initiating event has occurred.

Failures in Support Systems. If the support system is not included in the ASP models, the impact of the failure is
addressed by setting impacted components to failed. The modeling of a support system failure recognizes that as
long as the failure remains unrecovered, all impacted components are unavailable; but if the support system
failure is recovered, all impacted components are also recovered. This can be modeled through multiple
calculations which address the impact of failure and success of the failed component. Calculated core damage
probabilities for associated cut sets for each case are normalized based on the likelihood of not recovering the
support system failure. (Support systems, except for emergency power, are not modeled in the current ASP
models.) .

Al9 NUREG/CR-4674, Vol. 21




oo




Appendix B

Appendix B:

ASP Models

B.1-1 NUREG/CR-4674, Vol. 21







Appendix B ASP Models

B.1 Introduction

This appendix describes the modelsused to estimate the significance of 1994 precursors. These models include important
changes from those previously used in the Accident Sequence Precursor (ASP) Program—linked supercomponent-based
fault trees are utilized, additional systems capable of providing protection against core damage are addressed, and
sequences associated with steam generator tube ruptures (SGTR) [in pressurized water reactors (PWRs)] and anticipated
transients without scram (ATWS) [both PWRs and boiling water reactors (BWRs)] are included in the base models.

B.2 Overview of ASP Event Tree and Fault Tree Models

Models used to rank the 1994 precursors by significance consist of system-based, plant-class event trees and
plant-specific fault tree system models. These models describe mitigation sequences for the following initiating events:
anonspecific reactor trip [which includes loss of feedwater (LOFW) within the model], loss-of-offsite power (LOOP),
small-break loss-of-coolant accident (LOCA), and SGTR (PWRs only). The models are developed using the SAPHIRE
suite of probabilistic risk assessment (PRA) software (Ref. 1).

Plant classes were defined based on the use of similar systems in providing protective functions inresponse to transients,
LOOPs, and small-break LOCAs. System designs and specific nomenclature may differ among plants included in a
particular class; but functionally, they are similar in response. Plants where certain mitigating systems do not exist, but
which are largely analogous in their initiator response, are grouped into the appropriate plant class. ASP plant
categorization is described in the following section.

The event trees consider two end states: success (OK), in which core cooling exists, and core damage (CD), in which
adequate core cooling is believed not to exist. In the ASP models, core damage is assumed to occur following core
uncovery. It is acknowledged that clad and fuel damage will occur at later times, depending on the criteria used to define
“damage,” and that time may be available to recover core cooling once core uncovery occurs but before the onset of
core damage. However, this potential recovery is not addressed in the models. Each event tree describes combinations
of systems that will prevent core cooling—and makeup if required—in both the short and long term. Primary systems
designed to provide these functions and alternate systems capable of also performing these functions are addressed. The
event trees are described in Section B.4.

The fault trees used to model system failure are supercomponent-based and address those components such as pumps,
motor-operated and manual valves, and check valves that must function for successful operation of the system.
Common-cause failures of like components are-addressed, as are operator actions required to start a system when no
automatic actuation is expected and to recover a failed system. Additional information concerning the fault tree models
is provided in Section B.7.

The system fault trees are combined (linked) based on the sequences included in each event tree. Conceptually, this
involves describing the sequence in terms of a single fault tree “and” gate, with each branch of the sequence an input
to the gate. For example, if a CD sequence involved the success of system A, failure of system B, success of system C,
and failure of system D, it would be logically represented as SEQ =/A A B A/C A D, where “/” implies success and
“A” is the logical “and” operator. A fanlt tree logic solver could then combine the logic from the fault trees for systems
A-D and generate a set of component failure combinations (cut sets) that, if any occurred, would result in core damage.

This approach is often impractical, however, when success branches exist in a sequence. The requirement to logically
invert fault trees to represent system success is computationally intensive, and many cut sets with component successes
as well as failures are generated, making it difficult to understand the set of component failures that can lead to core
damage. This problem can be avoided through the use of an approach often called DeleteTerm (see Ref. 2 for a
description of this approach). Using this approach, only component failure combinations that will result in core damage
are generated.

Changes made to models used to analyze 1994 precursors include the use of linked fault trees instead of the earlier event
tree based models (the earlier models are described in Ref. 3). The use of linked fault trees allows the impact of individual
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component failures to be correctly addressed; this could only be approximated in the earlier models. The linked fault
tree models will also allow the impact of support system failures to be easily addressed once support systems are added
to the models. The new models also address additional systems that can provide core protection and initiating events
not included in the earlier plant-class models. Response to a failure to trip the reactor is now included, as is a SGTR in
PWRs. In PWRs, the potential use of the residual heat removal system following a small-break LOCA (to avoid sump
recirculation) is addressed, as is long-term recovery of secondary side cooling following the initiation of feed and bleed.
In BWRs, the potential use of venting for containment heat removal is addressed, as is the use of reactor core isolation
cooling (RCIC) and the control rod drive (CRD) system for makeup if a single relief valve sticks open. The new models
better reflect the capabilities of plant systems in preventing core damage and result in lower calculated conditional core
damage probabilities for certain types of precursors.

B.3 Plant Categorization

It was recognized early in the ASP Program that plant designs were sufficiently different that multiple models would
be required to correctly describe the impact of an operational event in different plants. In 1985, substantial effort was
expended to develop a categorization scheme for all U.S. light water reactors (LWRs) that would permit grouping of
plants with similar response to a transjent or accident at the system or functional level and subsequently to develop eight
sets of plant-class specific event tree models. Much of the categorization and early event sequence work was done at
the University of Maryland > The ASP Pro gram has generally employed these categorizations; however, some
modifications have been required to reflect more closely the specific needs of the precursor evaluations.

In developing the plant categorizations, each reactor plant was examined to determine the systems used to perform the
following plant functions required in response to initiating events to prevent core damage: reactor subcriticality, reactor
coolant system (RCS) integrity, reactor coolant inventory, short-term core heat removal, and long-term core heat
removal.

Functions solely related to containment integrity (containment overpressure protection and containment heat removal)
and post-accident activity removal are not included in the present ASP models (which only concern core damage
sequences) and are not addressed in the categorization scheme,

For each plant, systems utilized to perform each function were identified. Plants were grouped based on the use of
nominally identical systems to perform each function, that is, systems of the same type and function without accounting
for the differences in the design of those systems.

Three BWR plant classes were defined. BWR Class A consists of the older plants, which are characterized by isolation
condensers (ICs) and feedwater coolant injection (FWCI) systems that employ the main feedwater (MFW) pumps. BWR
Class B consists of plants that have ICs but a separate high-pressure coolant injection (HPCI) system instead of FWCI.
BWR Class C includes the modern plants that have neither ICs nor FWCI. However, they have an RCIC system that
Classes A and B lack. The Class C plants could be separated into two subgroups: those plants with turbine-driven HPCI
systems and those with motor-driven high-pressure core spray (HPCS) systems. This difference is addressed instead in
the fanlt tree models of the different plant systems.

PWRs are separated into five classes. One class represents most Babcock & Wilcox Company plants (Class D). These
plantshave the capability of performing feed and bleed without the need to open the power-operated relief valve (PORV).
Combustion Engineering plants are separated into two classes: those that provide feed and bleed capability (Class G)
and those that provide for secondary-side depressurization and the use of the condensate system as an alternate core
cooling method and for which no feed and bleed is available (Class H).*

& Maine Yankee Atomic Power Plant was built by Combustion Engineering but has a response to initiating events more akin to the Westinghouse
Electric Corporation design, so it is grouped in a class with other Westinghouse planfs. Davis-Besse Nuclear Power Station was also placed in
a Westinghouse plant class because its high-pressure injection (HPI) system design requires the operator to openthe PORV for feed and bleed,
as in most Westinghouse plants. The requirement to open the PORV for feed and bleed is a primary difference between event trees for
Westinghouse and Babcock and Wilcox plants. The requirement to open PORVs for feed and bleed is addressed in the feed and bleed fault tree
in the current models. Because of this, the event trees for PWR Class D are similar to those for PWR Class B. Plant response differences
resulting from the use of different steam generator designs are not addressed in the models.
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The remaining two classes address Westinghouse plants—Class A is associated with plants that require the use of spray
systems for core heat removal following a LOCA, and Class B is associated with plants that can utilize low-to-high
pressure recirculation for core heat removal.

Table B.1 lists the plant class associated with each plant.

B.4 Event Tree Models

The plant class event trees describe core damage sequences for four initiating events: nonspecific reactor trip, LOOP,
small-break LOCA, and SGTR (in PWRs only). A separate event tree describes ATWS sequences. Failure to trip
sequences on the transient event tree are transferred to this tree. The event trees constructed are system-based and include
an event tree applicable to each plant class defined. For operational events that cannot be described using existing models,
unique models are developed to describe sequences to core damage.

This section (1) describes the potential plant response to the initiating events listed above, (2) identifies the combinations
of systems required for the successful mitigation of each initiator, and (3) briefly describes the criteria for success of
each system-based function. The sequences are considered first for PWRs and then separately for BWRs. PWR Class
B event trees are described first, along with those for Class D, which are similar. The event trees for the combined group
apply to the greatest number of operating PWRs and therefore are discussed first, followed by those for PWR Classes -
G, H, and then A. For the BWR event trees, the plant Class C models are described first, because these are applicable
to the majority of the BWRs, followed by discussions for the Classes A and B BWRs, respectively.

The event trees are constructed with branch success as the upper branch and failure as the lower branch [unlike earlier
ASP models, relief valve opening and the occurrence of a reactor coolant pump (RCP) seal LOCA are indicated by
down branches in the current models]. Each sequence path is read from left to right, beginning with the initiator and
followed by subsequent systems required to preclude or mitigate core damage. Each sequence represents a series of
branch successes and failures required to reach the sequence end state (OK or CD). The sequence as depicted on the
event tree represents the logical combination of successes and failures required to reach the end state; it does not
necessarily represent the actual sequence in which systems and functions would respond to an initiating event. However,
short-term plant response is generally presented earlier in the sequence than long-term plant response.

The event trees can be found following the discussion sections and are grouped according to plant classes, beginning
with the PWR classes and followed by the BWR classes. The trees are presented in the order shown in the following
list. The abbreviations used in the event tree models are defined in the event tree branch descriptions in this section.
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Tigure No. Event tree
Figure B.1 PWR Class A nonspecific reactor trip
Figure B.2 PWR Class A loss-of-offsite power
Figure B.3 PWR Class A small-break loss-of-coolant accident
Figure B.4 PWR Class A steam generator tube rupture
Figure B.5 PWR Class A anticipated transient without scram
Figure B.6 Classes B and D nonspecific reactor trip
Figure B.7 Classes B and D loss-of-offsite power
Figure B.8 Classes B and D small-break loss-of-coolant accident
Figure B.9 Classes B and D steam generator tube rupture
Figure B.10 Classes B and D anticipated transient without scram
Figure B.11 PWR Class G nonspecific reactor trip
Figure B.12 PWR Class G loss-of-offsite power
Figure B.13 PWR Class G small-break loss-of-coolant accident
Figure B.14 PWR Class G steam generator tube rupture
Figure B.15 PWR Class G anticipated transient without scram
Figure B.16 PWR Class H nonspecific reactor trip
Figure B.17 PWR Class H loss-of-offsite power
Figure B.18 PWR Class H small-break loss-of-coolant accident
Figure B.19 PWR Class H steam generator tube rupture
Figure B.20 PWR Class H anticipated transient without scram
Figure B.21 BWR Class A nonspecific reactor trip
Figure B.22 BWR Class A loss-of-offsite power
Figure B.23 BWR Class A small-break loss-of-coolant accident
Figure B.24 BWR Class A anticipated transient without scram

Figures B.25-28
Figures B.29-32

Figure B.33
Figure B.34

Figures B.35-36
Figures B.37-38

Figure B.39
Figure B.40

BWR Class B nonspecific reactor trip

BWR Class B loss-of-offsite power

BWR Class B small-break loss-of-coolant accident
BWR Class B anticipated transient without scram
BWR Class C nonspecific reactor trip

BWR Class C loss-of-offsite power

BWR Class C small-break loss-of-coolant accident
BWR Class C anticipated transient without scram
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B.S PWR Event Tree Models

The PWR event trees describe the impact of the availability and unavailability of front-line systems in each plant class
on core protection following four initiating events: reactor trip, LOOP, small-break LOCA, and SGTR. The systems
modeled in the event trees are those associated with the generic functions required in response to an initiating event.
The systems that are assumed capable of providing these functions are as follows:

Function System
Reactor subcriticality Reactor trip and boration (following ATWS)

Reactor coolant system integrity ~ Addressed in small-break LOCA, SGTR, and ATWS models plus trip and
LOOP sequences involving failure of primary relief valves to close and RCP
seal LOCA

Reactor coolant inventory High-pressure injection (assumed required only following a LOCA)
Short-term core heat removal Augxiliary feedwater
Main feedwater

Feed and bleed (high-pressure injection and PORV, PWR Classes A, B, D,
and G)

Secondary-side depressurization and use of condensate system (PWR Class H)
Long-term core heat removal Auxiliary feedwater
Main feedwater

RCS cooldown and the use of the residual heat removal (RHR) system
(following a LOCA with successful high pressure injection).

High-pressure recirculation (PWR Classes B and D) (also required to support
RCS inventory for all classes)

Secondary-side depressurization and use of condensate system (PWR Class H)
Containment spray recirculation (PWR Classes A and G)

B.5.1 PWR Nonspecific Reactor Trip

The PWR nonspecific reactor trip event tree constructed for plant Classes B and D is shown in Figure B.6. The event
tree branch descriptions follow {event tree branch designations are shown in brackets].

1. Initiating event (transient) [IE-TRANS]. The initiating event for the tree is a transient or upset event that
requires or is followed by a rapid shutdown of the plant. LOOP, small-break LOCA, and SGTR initiators are
modeled in separate event trees. Medium- and large-break LOCA. and steam-line break (SLB) initiators are
not addressed in the models described here.

2.  Reactor trip [RT]. To achieve reactor subcriticality and thus halt the fission process, the reactor protection
system (RPS) is required to insert control rods into the core. If the automatically initiated RPS fails, a reactor
trip may be initiated manually. Failure to trip results in ATWS response, described later.

3.  Auxiliary feedwater [AFW]. AFW flow to the steam generators (SGs) must be provided following trip to
remove the decay heat still being generated in the reactor core. Successful AFW operation requires flow from
one or more AFW pumps to one or more SGs over a period of time ranging from 12 to 24 h (typically, one
pump to one SG is adequate).

4. Main feedwater [MFW]. In lieu of AFW, MFW can be utilized to remove the post-shutdown decay heat.
Depending on the individual plant design, either MFW or AFW may be used as the primary source of
secondary-side heat removal.
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11.

12.

PORYV challenged [PORV]. For sequences in which both reactor trip and steam generator feedwater flow (MFW
or AFW) have been successful, the pressurizer PORV may or may not lift, depending on the peak pressurizer
pressure following the transient. (In most transients, these valves do not lift.) The lower branch indicates that
the valve or valves were challenged and opened. Because of the multiplicity of relief and safety valves, it is
assumed that a sufficient number would open if the demand from a pressure transient exists.

The upper branch indicates that the pressurizer pressure was not sufficiently high to open a relief valve. For
the sequences in which AFW fails following a reactor trip, PORVs are assumed to open for overpressure
protection.

PORY reseats [PORV-RES]. Success for this branch requires the closure of any open relief valve once
pressurizer pressure has decreased below the relief valve set point. If a PORV sticks open, PWR Class B and
D plants are equipped with an isolation valve that allows for manual termination of the blowdown. Failure of
a primary-side relief valve to close results in a transient-induced LOCA that is modeled as part of this event
tree.

High-pressure injection [HPI]. In the case of a transient-induced LOCA, HPI is required to provide RCS
makeup to keep the core covered. Success for this branch requires introduction of sufficient borated water to
keep the core covered, considering core decay heat. (Typically, one HPI frain is sufficient for this purpose.)

Feed and bleed [F&B]. If normal methods of achieving decay heat removal via the SGs (MFW and AFW) are
unavailable, core cooling can be accomplished on most plants by establishing a feed and bleed operation. This
operation (1) allows heat removal via discharge of reactor coolant to the containment through the PORVs and
(2) RCS makeup via injection of borated water from the HPI system. Except at Class D plants, successful feed
and bleed requires the operator to open the PORVs manually. At Class D plants, the HPI discharge pressure
is high enough to lift the primary-side safety valves, and feed and bleed can be accomplished without the
operator manually opening a PORV. HPI success for feed and bleed is dependent on plant design but requires
the introduction of sufficient amounts of borated water into the RCS to remove decay heat and provide sufficient
reactor coolantmakeup to prevent core damage PORV success for feed and bleed typically requires all PORVs
at the plant to be opened.

Recovery of secondary-side cooling [SGCOOL]. Secondary-s1de cooling may be recovered following failure
of AFW and MFW and successful initiation of feed and bleed but prior to refueling water storage tank (RWST)
depletion, eliminating the need to use containment sump recirculation for continued core cooling. Successful
long-term recovery of secondary-side cooling (since the steam generators are dry, flow from one motor-driven
AFW or MFW pump is required) and termination of feed and bleed cooling results in core cooling success.

RCS cooldown to RHR initiation pressure [COOLDOWN]. Following initiation of HPI for RCS makeup
following atransient-induced LOCA, substantial time (typically ~6 h) is available before the RWST is depleted
and sump recirculation is required. An RCS cooldown to the RHR initiation pressure [using the turbine bypass
valves (TBVs) and main condenser or the atmospheric dump valves (ADVs), in conjunction with AFW or
MFW] and inifiation of REIR will provide core cooling without the need for sump recirculation. This approach
has been used in the mitigation of all historic PWR small-break LOCAs. Because RCS pressure is significantly
reduced once on RHR, HPI can provide the limited makeup for a substantial period of time. Success for this
branch requires an RCS cooldown to the RHR initiation pressure in time to allow initiation of RHR prior to
RWST depletion.

Residual heatremoval [RHR]. If the RCS can be cooled down and depressurized to the RHR initiation pressure,
then the RHR system can be used for core cooling. Success for this branch requires the operation of one train
of the RHR system. Many PWR Class B and D plants employ a common RHR pump suction line to supply
RCS flow to both RHR trains. Multiple valves in this line must open for RHR success.

High-pressure recirculation [HPR]. Following a transient-induced LOCA or failure of secondary-side cooling
and initiation of feed and bleed, continued core cooling and makeup are required. This requirement is satisfied
by using HPI in the recirculation mode once the RWST is depleted, unless the plant can be placed on the RHR
system beforehand. In this mode the HPI pumps recirculate reactor coolant collected in the containment sump
and pass it through heat exchangers for heatremoval. When MFW or AFW is available, heatremoval is assumed
to be required only to prevent HPI pump damage; if AFW or MFW isnot available, HPR isrequired to remove
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decay heat as well. Typically, at Class B and D plants, the low-pressure injection (LPI) pumps are utilized in
the HPR mode, taking suction from the containment sump, passing the pumped water through heat exchangers,
and providing net positive suction head to the HPI pumps.

The event tree applicable to a PWR Class G nonspecific reactor trip is shown in Figure B.11. Many of the event tree
branches and the sequences leading to successful transient mitigation and core damage are similar to those following a
nonspecific reactor trip transient for plant Class B (those branches are not discussed further). At Class G plants, however,
the HPR system performs both the high- and low-pressure recirculation (LPR) function, taking suction directly from
the containment sump without the aid of the low-pressure pumps. Decay heat removal is accomplished during
recirculation by the containment spray recirculation (CSR) system.

1. Initiating event (transient) [IE-TRANS]. The initiating event is a nonspecific reactor trip, similar to that
described for PWR Classes B and D.

Reactor trip [RT].

Auxiliary feedwater or main feedwater [AFW or MFW].

PORY or SRV challenged/reseats [PORV/PORV-RES].

High-pressure injection [HPI].

Feed and bleed [F&B].

Recovery of secondary-side cooling [SGCOOL].

RCS cooldown to RHR initiation pressure [COOLDOWN].

Residual heat removal [RHR].

Containment spray recirculation [CSR]. When secondary-side cooling and RHR are unavailable to remove
decay heat, the CSR system operates to remove decay heat from the reactor coolant being recirculated. This is
different from PWR Class B and D, where the decay heat removal function can be performed by HPR.

11. High-pressurerecirculation [HPR]. Inthe event of a transient-induced LOCA or feed and bleed, continued HPI
via sump recirculation is needed to provide makeup once the refueling water tank (RWT) is depleted, unless
the plant can be placed on the RHR system beforehand. In Class G plants, initiation of HPR realigns the HPI
pumps to the containment sump. The use of LPI pumps for suction-pressure boosting is not required.

© PN AW

—
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The event tree for the PWR Class H nonspecific reactor trip is shown in Fig B.16. This class of plants is different from
other PWR classes in that PORVs are not included in the plant design and feed and bleed cannot be used to remove
decay heat in the event of MFW and AFW unavailability. IfMFW or AFW cannot be recovered, the atmospheric dump
valves can be used to depressurize the SGs to below the shutoff head of the condensate pumps, and these can be uvsed,
if available, for RCS cooling. The following is a description of event tree branches for PWR Class H that are different
from those described for previous PWR classes.

1. [Initiating event (transient) [IE-TRANS]. The initiating event is a nonspecific reactor trip, similar fo that
described for the previous PWR classes.

2. Reactor trip [RT].
Auxiliary feedwater or main feedwater [AFW or MFW].

4, Safetyrelief valve (SRV) challenged [SRV]. The lower branch indicates that at least one safety valve has lifted
as aresult of the transient. In most transients in which reactor trip has been successful and MFW or AFW is
available, these valves do not lift. In the case where both MFW and AFW are unavailable, at least one SRV is
assumed to lift. The upper branch indicates that the pressurizer pressure was not sufficiently high to cause a
relief valve to open.

5.  SRVreseat [SRV-RES]. Success for this branch requires the closure of any open safety valve once pressurizer
pressure has been reduced below the safety valve set point. Because only safety valves are used on this plant
class, no block valves exist that can be closed fo terminate flow from a stuck-open relief valve.
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6. High-pressure injection [HPT]. In the event of a transient-induced LOCA, HPI is required to provide RCS
makeup to keep the core covered.

7. Condensate pumps [COND]. f MFW and AFW are unavailable, the atmospheric dump valves (or turbine
bypass valves if the main steam isolation valves are open) may be used on Class H plants to depressurize the
SGs to the point that the condensate pumps can be used for SG cooling. Flow from one condensate pump to
one SG is assumed adequate. In the event of MFW and AFW unavailability, failure to depressurize one SG to
the operating pressure of the condensate system or unavailability of the condensate pumps is assumed to result
in core damage.

RCS cooldown to RHR initiation pressure [COOLDOWN].
Residual heat removal [RHR].

10. High-pressure recirculation [HPR]. The requirement for continued core cooling during mitigation of a
transient-induced LOCA. and following depletion of the RWT, if RHR has not been initiated, can be satisfied
by using HPI in the recirculation mode. At Class H plants, initiation of HPR realigns the HPI pumps to the
containment sump. The use of LPI pumps for suction-pressure boosting is not required.

The event tree applicable to PWR plant Class A nonspecific reactor trip is shown in Figure B.1. Many of the event tree
branches and the sequences leading to successful transient mitigation and severe core damage are similar to those
following a nonspecific reactor trip transient for plant Classes B and G.

Like the Class G plants, the Class A plants have a CSR system that provides decay heat removal during HPR. Use of
CSR for decay heat removal was assumed to be required if AFW and MFW were unavailable, unless the plant could be
depressurized and placed on the RHR system. LPI pumps are required to provide suction to the HPI pumps during
recirculation. The event tree branches and sequences are discussed further below.

1. Initiating event (transient) [JE-TRANS]. The initiating event is a nonspecific reactor frip, similar to that
described for the other PWR plant classes.

Reactor trip [RT].

Auxiliary feedwater or main feedwater [AFW or MFW].
PORYV challenged and reseats [PORV and PORV-RES].
High-pressure injection [HPI].

Feed and bleed [F&B].

Recovery of secondary-side cooling [SGCOOL].

RCS cooldown to RHR initiation pressure [COOLDOWN].
Residual heat removal [RHR].

Containment spray recirculation [CSR].

R A o o

[
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. High-pressure recirculation [HPR]. The LPI pumps provide suction to the high-pressure pumps in the
recirculation mode.

B.5.2 Anticipated transient without scram

The eventtrees constructed define potential plant response following an ATWS. Following a failure to scram, significant
AFW flow is required for short-term core cooling, and injection of soluble boric acid is required to shut down the fission
reaction. In addition, the primary relief valves, in conjunction with a negative moderator temperature coefficient, must
limit RCS pressure to prevent the failure of RCS components. Failure to limit RCS pressure, provide adequate AFW to
remove core heat, or inject soluble boric acid isassumed to result in core damage following a failure to trip.
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Similar event trees are used for all PWR classes. These are shown in Figures B.5, B.10, B.15, and B.20, respectively,
for classes A, B and D, G, and H. Descriptions of event tree branches that are unique to the ATWS event trees follow.
Branches on the ATWS tree that are also included on the transient event tree for the class are not further described.

1. Initiating event (ATWS) [ATWS]. The initiating event for this tree is a transient with failure to scram the
reactor through either automatic or manual actuation of the RPS. This initiating event is an effective transfer
from the transient event tree for sequences involying failure to scram (sequence 21 for PWR. Class B).

2.  Primary pressure limited [RCSPRESS]. ATWS analyses assume RCS components will fail unpredictably
above ~3200 psi. If this occurs, core damage is assumed to result. Success for this branch requires RCS pressure
to be limited to no greater than ~3200 psi. Primary pressure is limited by an adequately negative moderator
temperature coefficient and by the operation of the primary safety valves.

3. Auwxiliary feedwater for ATWS [AFW-ATWS]. AFW and the secondary side relief valves are required to
remove core heat. Typically, twice the normal AFW flow is required until the fission process is terminated by
the addition of boric acid.

4. Emergency boration [BORATION]. Injection of concentrated boric acid via the HPI or charging system is
required to terminate the fission process. Emergency boration is manually initiated.

5. SRV and PORYV reseat following ATWS pressure relief [PORV-A or SRV-A]. All primary safety valves and
the PORVs are assumed (1) to lift as aresult of the high RCS pressure that accompanies an ATWS and (2) to
discharge water. As aresult of the passage of water through the valves, the valve failure-to-close probabilities
are considerably higher than in the normal situation when only steam is relieved. Success for this branch
requires the closure of all open safety valves and PORVs (if aPORV fails to close, its block valve can be closed
by the operators).

If a relief valve fails to close (down branch), a transient-induced LOCA results. Systems required to mitigate

the LOCA are similar to those on the transient event tree. HPI is assumed to be successful because emergency
boration is successful.

RCS cooldown to RHR initiation pressure [COOLDOWN].
Residual heat removal [RHR].
High-pressure recirculation [HPR].

B.5.3 PWR Loss-of-Offsite Power

The event trees constructed define representative plant responses to a LOOP. A LOOP (without turbine runback on
plants with this feature) will result in reactor trip due to unavailability of power to the CRD mechanisms and a loss of
MFW because of the unavailability of power to components in the condensate and condenser cooling systems.

The PWR LOOP tree constructed for plant Classes B and D is shown in Figure B.7. Descriptions of the event tree
branches follow. .

1. Initiating event (LOOP) [IE-LOOP]. The initiating event for the tree is a grid or switchyard disturbance to the
extent that the generator must be separated from the grid and all offsite power sources are unavailable to plant
equipment. The capability of a runback of the unit generator from full power to supply house loads exists at
some plants but is not considered in the event tree. Only LOOPs that chatllenge the emergency power system
(EPS) and result in plant trip are addressed in the ASP Program.

2. Reactor trip given LOOP [RT-L]. Unavailability of power to the CRD mechanisms is expected to result in a
reactor trip and rapid shutdown of the plant. If the reactor trip does not occur following a LOOP, the transient
was considered to proceed to core damage (this may be conservative).

3. Emergency power [EP]. Given a LOOP and areactor trip, electric power would be lost to all loads not backed
by battery power. When power is lost, diesel generators (DGs) are automatically started to provide power to
the plant safety-related loads. Emergency power success requires the starting and loading of a sufficient number
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of DGs to support safety-related loads in systems required to mitigate the transient and maintain the plantin a
safe shutdown condition.

Awuxiliary feedwater [AFW-L]. The AFW system functions to remove decay heat via the SG secondary side.
Success requirements for this branch are equivalent to those following a nomspecific reactor trip and
unavailability of MFW. Both MFW and condensate pumps would be unavailable following a LOOP. Because
specific AFW systems may contain different combinations of turbine-driven and motor-driven AFW pumps,
the capability of the system to meet its success requirements will depend on the state of the EPS and the number
of turbine-driven AFW pumps that are available.

PORYV challenged [PORV-L]. The upper and lower states for this branch are similar to those following a
nonspecific reactor trip. While a PORV may or may not lift, depending on the peak pressure following a
particular event, the ASP models typically assume lift occurs following a LOOP (this is conservative for some
plants).

PORYV reseats [PRVL-RES]. The success requirements for this branch are similar to those following a
nonspecific reactor trip. However, for a situation in which emergency power is failed and the PORV fails to
reseat, power.is unavailable for block valve closure.

Seal LOCA [SEALLOCA]. In the event of a loss of emergency power following LOOP, both service water
(SW) and component cooling water (CCW) are unavailable. This results in unavailability of RCP seal cooling
and seal injection (since the charging pumps are also without power and cooling water). Unavailability of seal
cooling and injection may result in seal failure after a period of time, depending on the seal design.

The lower event tree branch represents the situation in which seal failure occurs prior to restoration of ac power.
The upper branch represents the situation in which a seal LOCA. does not occur.

Electric power recovered (long term). Recovery of offsite power in the long term following failure of
emergency power can prevent or allow mitigation of an RCP seal LOCA. If emergency power is successful,
recovery of offsite power can still allow recovery of condenser cooling and facilitate placing the plant on the
RHR system, thereby preventing the use of sump recirculation following a transient-induced LOCA.

For sequences involving emergency power failure in which a seal LOCA has occurred, long-term electric power
recovery success [OP-SL] requires the restoration of ac power (either through recovery of offsite power or
recovery of a DG) prior to core uncovery. For sequences involving emergency power failure in which a seal
LOCA does not occur, electric power recovery success [OP-BD] requires the recovery of ac power prior to
battery depletion, typically 2 to 4 h.

If emergency power is successful, recovery of offsite power within 2 h [OP-2H] will allow sufficient time to
recover the condenser, cool down the plant, and initiate RHR before depleting the RWST following a
transient-induced LOCA, eliminating the need for sump recirculation. Recovery at 6 h [OP-6H] will facilitate
recovery of secondary-side cooling in the event of an initial AFW failure.

High-pressure injection [HPI-L], feed and bleed [F&B-L], residual heat removal [RHR-L] and high pressure
recirculation [HPR-L]. The success requirements for these branches are similar to those following anonspecific
reactor trip. Because the systems use motor-driven pumps, the capability of each system to meet its success
requirements depends on the success of emergency power.

Recovery of secondary-side cooling [SGCOOL] and RCS cooldown to RHR initiation pressure
[COOLDOWN]. Success requirements for these branches are similar to those following a nonspecific reactor
trip. Prior recovery of offsite power is necessary to power secondary side balance of plant loads.

The event tree constructed for the PWR Class G LOOP is shown in Figure B.12. Most of the event tree branches and
the sequences leading to successful mitigation and core damage are similar to those following a LOOP at Class B plants.
However, at Class G plants, decay heat removal during recirculation is provided by the CSR system, not the HPR system.
The event tree branches and sequences different from those for PWR B LOOP are discussed below.

1.

Initiating event (LOOP) [IE-LOOP]. The initiating event is a LOOP similar to that described for PWR plant
Classes B and D. The following branches have functions and success requirements similar to those following
a LOOP at PWRs associated with all of the plant classes defined.
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2. Reactor trip given LOOP [RT-L].

3. Emergency power [EP].

4, Auxiliary feedwatier [AFW-L].

5. PORYV challenged and reseats [PORV-L and PRVL-RES].

6. Seal LOCA [SEALLOCA].

7.  Electric power recovered (long term) [OP-SL, OP-BD, OP-2H, OP-6H].

8. High-pressureinjection, feed and bleed, residual heat removal, and high-pressure recirculation [HPI-L, F&B-L,
RHR-L, HPR-L].

9. Recovery of secondary-side cooling and RCS cooldown to RHR initiation pressure [SGCOOL, COOLDOWN,
RHR-L].

10. Containment spray recirculation [CSR-L]. The success requirements for this branch are similar to those
following a nonspecific reactor trip. The CSR system provides decay heat removal for sequences in which
secondary-side cooling is unavailable.

The event tree constructed for a PWR Class HLOOP is shown in B.17. Many of the event tree branches and sequences
leading to successful mitigation and core damage are similar to those following a LOOP at Class B plants. However,
Class H plants do not have feed and bleed capability and rely instead on secondary-side depressurization and the
condensate system as an alternate decay heat removal method. The condensate system is assumed unavailable following
aLOOP, which limits the diversity of decay heat removal on this plant class following this initiator. The event branches
and sequences are discussed further below.

1. Initiating event (LOOP) [IE-LOOP]. The initiating event is a LOOP similar to that described for BWR Classes
B and D. The following branches have functions and success requirements similar to those following a LOOP
at PWRs associated with all of the plant classes defined.

Reactor trip given LOOP [RT-L].
Emergency power {EP].
Auxiliary feedwater [AFW-L].

SRV challenged [SRV-L]. The function of this branch is similar to that described under the PWR Class H
transient. '

6. SRV reseat [SRV-RES]. Success requirements for this branch are similar to those described under the PWR
Class H transient.

Seal LOCA [SEALLOCAL
Electric power recovered (long term) [OP-SL, OP-BD].
. High-pressure injection, residual heat removal, and high-pressure recirculation [HPI-L, RHR-L, HPR-L].
10. RCS cooldown to RHR initiation pressure [COOLDOWN].

o= PR

The event tree constructed for the plant Class A LOOP is shown in Figure B.2. All of the event-tree branches and the
sequences leading to successful mitigation and core damage are analogous to those following a LOOP at Class B plants
with the addition of the CSR branch [CSR-L], which is required for decay heat removal during HPR if the plant cannot
be cooled down and placed on the RHR system beforehand. Additional information on the use of the CSR system is
provided in the discussion of the PWR Class A nonspecific reactor trip event tree.
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B.5.4 PWR Small-Break Loss-of-Coolant Accident

Event trees were constructed to define the responses of PWRs to a small-break LOCA. The LOCA. chosen for
consideration is one that would require a reactor trip and continued HPI for core protection. Because of the limited
amount of borated water available, the mitigation sequence also includes the requirement to recirculate borated water
from the containment sump, unless the plant can be successfully cooled down and placed on the RHR system prior to
RWST depletion.

The LOCA event tree constructed for PWR plant Classes B and D is shown in Figure B.8. The event tree branches and
the sequences leading to core damage follow.

1. Initiating event (small-break LOCA) [IE-SLOCA). The initiating event for the tree is a small-break LOCA.
that requires reactor trip and continued HPI for core protection.

2. Reactor trip [RT]. Reactor trip success is defined as the rapid insertion of sufficient control rods to place the -
core in a subcritical condition. Failure to trip was considered to lead to core damage in the ASP models (this
may be conservative).

3. Auxiliary feedwater or main feedwater [AFW or MFW]. Use of AFW or MFW was assumed necessary for
some small breaks to reduce RCS pressure to the point where HPI is effective. At Class D plants, the HPI
pumps operate at a much higher discharge pressure and hence can function without secondary-side cooling
from the AFW or MFW systems.

4.  High-pressure injection [HPI]. Adequate injection of borated water from the HPI system is required to prevent
excessive core temperatures and consequent core damage.

5. TFeed and bleed [F&B]. In the event AFW and MFW are unavailable following a small-break LOCA, core
cooling can be provided using the feed and bleed mode. Depending on the size of the small break, opening the
PORVs may not be required for success (opening a PORV is not required for success for Class D).

6. RCS cooldown to RHR initiation pressure [COOLDOWN]. Following initiation of HPI, substantial time
(typically ~6 h) is available before the RWST is depleted and sur”_ recirculation isrequired. An RCS cooldown
to the RHR initiation pressure (using the TBVs and main condenser, or the atmospheric dumps, in conjunction
with AFW or MFW) and initiation of RHR will provide core cooling without the need for sump recirculation.
This approach has been used in the mitigation of all historic PWR small-break LOCAs. Because RCS pressure
is significantly reduced once on RHR, HPI can provide the limited makeup for a substantial period of time.
Success for this branch requires an RCS cooldown to the RHR initiation pressure in time to allow initiation of
RHR prior to RWST depletion.

7. Residualheatremoval [RHR]. If the RCS canbe cooled down and depressurized to the RHR initiation pressure,
then the RHR system can be used for core cooling. Success for this branch requires the operation of one train
of the RHR system. Many PWR Class B and D plants employ a common RHR pump suction line to supply
RCS flow to both RHR trains. Multiple valves in this line must open for RHR success.

8.  High-pressure recirculation [HPR]. The requirement for continued core cooling following aL. OCA is satisfied
by using HPI in the recirculation mode once the RWST is depleted, unless the plant can be placed on the RHR
system beforehand. In this mode the HPI pumps recirculate reactor coolant collected in the containment sump
and passitthrough heat exchangers forheatremoval. When MFW or AFW is available, heatremoval is assumed
to be required only to prevent HPI pump damage; if AFW or MFW is not available, HPR is required to remove
decay heat as well. Typically, at Class B and D plants, the LPI pumps are utilized in the HPR mode, taking
suction from the containment sump, passing the pumped water through heat exchangers, and providing net
positive suction head to the HPI pumps.

The event tree constructed for a small-break LOCA at Class G plants is shown in Figure B.13. The LOCA event tree
for Class G plants is similar to that for Class B and D plants except that long-term cooling is provided by the CSR system
rather than by the HPR system. The event tree branches and sequences are discussed further below.
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1. Initiating event (small-break LOCA) [IE-SLOCA]. The initiating event is a LOCA similar to that described
for PWR plant Classes B and D. The following branches have functions and success requirements similar to
those following a small-break LOCA at PWRs associated with all of the plant classes defined.

Reactor trip [RT].

Auxiliary feedwater and main feedwater [AFW and MFW].

High-pressure injection and feed and bleed [HPI and F&B].

Recovery of secondary-side cooling [SGCOOL].

RCS cooldown to RHR initiation pressure and RHR [COOLDOWN and RHR].

Containment spray recirculation [CSR]. In the event that normal secondary-side cooling (AFW or MFW) is
unavailable following a small-break LOCA, cooling via the CSR system dunng HPR is required to mitigate
the transient.

8. High-pressure recirculation [HPR].

SN NI R O RS

The event tree constructed for a small-break LOCA at PWR Class H plants is shown in Figure B.18. The event tree has
been developed assuming that SG depressurization and condensate pumps can provide adequate RCS pressurereduction
in the event of an unavailability of AFW and MFW to permit HPT and HPR to function in these plants. The event tree
branches and sequences are similar to those following a transient-induced LOCA.

1. Initiating event (small-break LOCA) [IE-SLOCA]. The initiating event is similar to that described above for
PWR Classes B, D, and G. The following branches have functions and success requirements similar to those
discussed previously for this class.

Reactor trip [RT].

Auxiliary feedwater, main feedwater, and condensate [AFW, MFW, and COND].
High-pressure injection [HPI]. ’

RCS cooldown to RHR initiation pressure [COOLDOWN].

Residual heat removal [RHR].

High-pressure recirculation [HPR].

SUNIO NSNS GO

The event tree constructed for a small LOCA at Class A plants is shown in Figure B.3. The LOCA event tree for Class
A plants is similar to that for Classes B and D except that the CSR system is required in conjunction with HPR in some
sequences where secondary cooling is not provided.

As with the PWR transient and LOOP sequences, differences between plant classes are driven by the use of CSR on
plant Classes A and G and by the use of condensate pumps in lieu of feed and bleed on PWR Class H.

B.5.5 PWR Steam Generator Tube Rupture

The event trees constructed define potential plant Tesponse following an SGTR. In the event of an SGTR, the nominal
plant response is to provide RCS mventory makeup using the HPI system; detect and then isolate the ruptured SG by
closing appropriate AFW, MFW, and main steam isolation valves; and depressurize the RCS to below the SG relief
valve reseat pressure using the intact SGs. This allows the relief valves to reseat and terminates flow from the RCS into
the failed SG. If the break cannot be isolated, the RCS must be cooled down further and the RHR system must be placed
in operation before RWST inventory is depleted. Failure to perform these functions is assumed to result in core damage.

The SGTR event tree constructed for PWR plant Classes B and D, G, and A are shown in Figures B.9, B.14, and B4,
respectively. Descriptions of the branches that are unique to SGTR response follow. Branches on the SGTR event tree
that are also included on other event trees are not described further.
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9.

Initiating event (SGTR) [IE-SGTR]. The initiating event is the failure of one SG tube, with resulting RCS flow
from the primary to the secondary side of the SG. Simultaneous rupture of multiple tubes is not addressed.

Reactor trip [RT]. Failure to trip the reactor following an SGTR is assumed to result in core damage (this may
be conservative).

Auxiliary feedwater [AFW-SGTR]. AFW flow to the intact (unimpacted) SGs must be provided to remove
decay heat and cool the RCS to reduce its pressure to below the SG relief valve reseat point. Success for this
branch requires flow from one or more AFW pumps to at least one intact SG.

Main feedwater [MFW]. The MFW system can be used for heat removal if AFW is unavailable. Most MFW
systems isolate on safety injection, and subsequent operability is dependent on the type of pump driver;
turbine-driven MFW pumps require steam from the nonimpacted SGs once the faulted SG is isolated.

High-pressure injection [HPI].
RCS cooldown below SGrelief valve setpoint [RCS-SG]. Success for this branch requires the use of the ADVs
or TBVs to reduce RCS pressure below the SG relief valve reseat pressure.

Ruptured SG isolated [SGISOL]. Success requires the ruptured SG to be isolated by closing open valves
associated with feed, blowdown, and steam flow. This, in conjunction with RCS cooldown to below the SG
relief valve reseat pressure, terminates flow from the tube rupture.

RCS cooldown below RHR pressure [RCSCOOL]. If the ruptured SG cannot be isolated, RCS cooldown is
continned using the TBV's until RHR can be initiated. On plants with large ADV capacity, RCS cooldown may
be accomplished without TBVs. Once on the RHR system, the SGs (which are no longer required for decay
heat removal) can be isolated if necessary.

Residual heat removal [RHR].

The SGTR event tree constructed for PWR Class H is shown in Figure B.19. With the exception of one branch that
addresses the potential use of the condensate system if both AFW and MFW fail, all branches are similar to those on
the previous event trees.

P> 0P

© © N o

10.

B.5.6

Initiating event (SGTR) [IE-SGTR].
Reactor trip [RT].

Auxiliary feedwater [AFW-SGTR].
Main feedwater [MFW].

Condensate [COND]. In the event that both AFW and MFW are unavailable, the ADVs [or TBVs if the main
steam isolation valve (MSIVs) are open] can be used on PWR Class H plants to depressurize the intact SGs to
the point that the condensate pumps can be used for SG cooling. Flow from one condensate pump to one SG
is assumed to be adequate.

High-pressure injection [HPI].

RCS cooldown below SG relief valve setpoint [RCS-SG].
Ruptured SG isolated [SGISOL].

RCS cooldown below RHR pressure [RCSCOOL].
Residual heat removal [RHR].

Alternate Recovery Actions -

The PWR event trees have been developed on the basis that proceduralized recovery actions will be attempted if primary
systems that provide protection from core damage are unavailable. In the event AFW and MFW are unavailable and
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cannot be recovered in the short term, the use of feed and bleed cooling is modeled on all plants except for Class H,
where SG depressurization and use of the condensate pumps is modeled instead.

Alternate equipment and procedures—beyond the systems and functions included in the event trees—may be successful
in mitigating the effects of an initiating event, provided the appropriate equipment or procedure is available at a particular
plant. This may include:

+ the use of supplemental DGs—beyond the normal safety-related units—to power equipment required
for continued core cooling and reactor plant instrumentation. A number of plants have added such
equipment, often for fire protection.

- depressurization following a small-break LOCA to the initiation pressure of the LPI systems to provide
RCS makeup in the event that HPI fails. Procedures to support this action are known to exist at some
plants,

- use of electric power cross-ties among adjacent units.

The potential use of these alternate recovery actions was addressed in the analysis of the 1994 precursots when
information concerning their plant-specific applicability was available.

B.6 BWR Event Tree Models

The BWR event trees describe the impact of the availability and unavailability of front-line systems in each plant class
on core protection following three initiating events: trip, LOOP, and small-break LOCA. The systems modeled in the
event trees are those associated with the generic functions required in response to an initiating event. The systems that
are assumed capable of providing these functions are:

Function System
Reactor subcriticality Reactor scram and standby liquid control (following failure to trip)

Reactor coolant system integrity =~ Addressed in small-break LOCA models and in trip and LOOP sequences
involving failure of primary relief valves to reseat

Reactor coolant inventory High-pressure injection systems [HPCI or HPCS, RCIC, CRD, FWCI]
Main feedwater

Low-pressure injection systems following blowdown [low-pressure coolant
injection (LPCI) (BWR Classes B and C), condensate, low-pressure core
spray (LPCS), residual heat removal service water (RHRSW) or equivalent]

Short-term core heat removal Power conversion system (PCS)
High-pressure injection systems [HPCI, RCIC, CRD, FWCI (BWR Class A)]
Isolation condenser (BWR Classes A and B)
Main feedwater

Low-pressure injection systems following blowdown [LPCI (BWR Classes B
and C), LPCS, condensate]

Note: Short-term core heat removal to the suppression pool (all cases where
power conversion system is faulted) requires use of the RHR system or
containment venting for heat removal in the long term.
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Function System

Long-term core heatremoval . Power conversion system

Isolation condenser (BWR Class A)

Residual heat removal [shutdown cooling or suppression pool cooling modes
(BWR Class C)]

Shutdown cooling (BWR Classes A and B)
Containment cooling (BWR Class A)

Low-pressure coolant injection [containment cooling (CC) mode (BWR Class
B)]

Containment venting

B.6.1 BWR Nonspecific Reactor Trip

The nonspecific reactor trip event tree constructed for BWR plant Class C is shown in Figures B.35 and 36. The event
tree branches and the sequences leading to potential severe core damage follow [event tree branch designations are
shown in brackets]. The Class C plants are discussed first because all but a few of the BWRs it into the Class C category.

1.

Initiating event (transient) [IE-T]. The initiating event is a transient or upset event that results in a rapid
shutdown of the plant. Transients that are initiated by a LOOP or a small-break LOCA are modeled in separate
event trees. Transients initiated by a large-break LOCA. or large SLB are not addressed in the event trees
described here; trees applicable to such initiators are developed separately if required.

Reactor shutdown [RPS]. To achieve reactor subcriticality and thus halt the fission process, the RPS commands
rapid insertion of the control rods into the core. Successful scram requires rapid insertion of control rods with
no more than two adjacent control rods failing to insert. Failure to scram results in sequences associated with
ATWS, which is described later in this section.

Power conversion system [PCS]. Upon successful reactor scram, continued operation of the PCS would allow
confinued heat removal via the main condenser. This is considered successful mitigation of the transient.
Continued operation of the PCS requires the MSIVs to remain open and requires the operation of the condenser,
the turbine bypass system (TBS), the condensate pumps, the condensate booster pumps, and the feedwater
pumps.

SRVs close [SRV]. SRVs are assumed to lift following scram. Success for this branch requires the reseating
of all but one open SRV once the reactor pressure vessel (RPV) pressure decreases below the relief valve set
point. If an SRV sticks open, a transient-induced LOCA is initiated. The response of BWR Class C plants to
a single stuck-open SRV is similar to the response when no SRV sticks open and is represented by the upper
branch. The failure of two valves to close is represented by the middle branch; plant response is similarto a
medium-break LOCA. The lowest branch represents the failure of more than two SRVs to close. This response
is similar to a large-break LOCA.

Feedwater [MFW]. Given unavailability of the PCS, continued delivery of feedwater to the RPV will keep the
core from becoming uncovered. This, in combination with successful long-term decay heat removal, will
mitigate the transient, preventing core damage. For plants with turbine-driven feed pumps, the PCS failure
with subsequent feedwater success cannot involve MSIV closure or loss of condenser vacuum because this
would disable the feed pumps. :

High-pressure coolant injection (or high-pressure core spray) [HCI]. The primary function of the HPCI or
HPCS system is to provide makeup following small-break LOCAs while the reactor is at high pressure (not
depressurized). The system is also used for decay heat removal following transients involving a loss of
feedwater. Some later Class C plants are equipped with HPCS systems, but the majority are equipped with
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10,

11.

12.

13.

14.

15.

16.

HPCI systems. HPCI or HPCS can provide the required makeup and short-term decay heat removal when the
condenser and feedwater system are unavailable.

Reactor core isolation cooling [RCI]. The RCIC system is designed to provide high-pressure coolant makeup
for transients that result in LOFW. Both RCIC and HPCI (or HPCS) initiate when the reactor coolant i mventory
drops to the low-low level set point, taking suction from the condensate storage tank or the suppression pool.

To prevent tripping of HPCI and RCIC pumps on high water level, HPCI is normally secured after HPCI/RCIC
initiation when pressure and water level are restored. RCIC must then be operated until the RHR system can
be placed in service. The RCIC system is also capable of providing successful makeup following a single
stuck-open SRV.

Depressurization via manual actuation of the SRVs or the automatic depressurization system [ADS]. In the
event that the high-pressure systems have failed to provide adequate flow, the RPV can be depressurized to
allow use of the low-pressure, high-capacity injection systems. The ADS will automatically initiate on high
drywell pressure and low-low reactor water level, the availability of one train of the LPCI or LPCS systems,
and following a time delay (which can be reset by the operator). The SRV can also be opened by the operators
to speed the depressurization process or if ADS fails to automatically actuate.

CRD injection [CRD]. In transient-induced sequences where heat removal and minimal core makeup are
required (i.e., no more than one SRV sticks open), the CRD pumps can deliver coolant to the RPV.

Condensate system [CDS]. Low-pressure injection can be provided by the condensate system if it is available
following a loss of feedwater. Condensate is initially drawn from the condenser hotwell.

Low-pressure core spray [LCS). Low-pressure injection can be provided by the LPCS system if required. The
LPCS system performs the same functions as the LPCI system (described below) except that the coolant, which
is drawn from the suppression pool or the condensate storage tank (CST), is sprayed over the core.

Low-pressure coolant injection [LCI]. The LPCI system can provide short-term heatremoval and cooling water
makeup if the reactor has been depressurized to the operating range of the low-head RHR pumps. At Class C
plants, LPCI is a mode of the RHR system; thus, the RHR pumps operate during LPCI. LPCI takes suction
from the suppression pool or the CST and discharges into the recirculation loops or directly into the reactor
vessel. If LPCI is successful in delivering sufficient flow to the reactor, long-term heat removal success is still
required to mitigate core damage.

RHR service water or other injection source [SWS]. This is a backup measure for providing water to the reactor
to reflood the core and maintain core cooling if other injection sources are unavailable. Typically, the
high-pressure SW pumps are aligned to the shell side of the RHR heat exchangers for delivery of water to one
of the recirculation loops.

Residual heat removal [RHR]. Three modes of RHR are represented by this branch. In the shutdown cooling
mode, coolant is circulated from the reactor by the RHR pumps through the RHR heat exchangers and back
to the reactor vessel. In the suppression pool cooling mode, the RHR pumps and heat exchangers are aligned
to take water from the suppression pool, cool it using the RHR heat exchangers, and retumn it to the suppression
pool. In the containment spray mode, water from the suppression pool is first cooled using the RHR heat
exchangers before being sprayed into the containment and returning to the suppression pool. Long-term core
cooling success requires that heat transfer to the environment commence within ~12—24 h of the transient.
RHR success following successful reactor scram and high- or low-pressure injection of water to the RPV will
prevent core damage.

Containment venting [CVS]. If RHR fails, decay heat can be removed by venting the suppression pool or
drywell. Success for this branch requires alignment of the vent header and initiation of venting prior to
exceeding aplant-specific maximum containment pressure. The time to reach this pressure is sequence-specific
in many cases.

CRD injection following venting [CR1]. The steaming that will occur in the suppression pool following venting
is assumed to fail any injection source that draws from the suppression pool. Hence, the feed operation
associated with venting must come from an injection system that operates at low pressure and that has a source
of water other than the suppression pool. If RPV makeup is from the suppression pool prior to venting, then
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17.

another makeup source must be aligned. One potential source of post-venting injection is the CRD system,
represented by this branch. Because venting occurs late, only minimal CRD flow (one pump) is required.

RHRSW injection following venting [SW1]. If the CRD system is unavailable for post-venting makeup, the
RHRSW system can be used instead. This branch represents the success or failure of the RHRSW system for
this purpose.

The event tree constructed for a BWR plant Class A nonspecific reactor trip is shown in Figure B.21. The event tree is
similar to that constructed for BWR Class C plants with the following exceptions: Class A plants are equipped with ICs
and FWCI systems instead of RCIC and HPCI (or HPCS) systems. The isolation condensers can provide long-term core
cooling provided no loss of inventory exists. Class A plants do not have LPCI systems, although they are equipped with
LPCS; suppression pool cooling is provided by a system independent of the shutdown cooling (SDC) system. The event
tree branches different from those for Class C are discussed further below.

1.

10.
11.

12.

13.

Initiating event (transient) [IE~T]. The initiating event is a nonspecific reactor trip similar to that described for
BWR Class C plants. The following branches have functions and success requirements similar to those
following a transient at BWRSs associated with Class C.

Reactor shutdown[RPS].
Power conversion system [PCS].

SRVs close [SRV]. The three branches represent conditions in which (1) all open SRVs close, (2) one valve
fails to close, and (3) more than one valve fails to close. Following a transient with closure of all SRV (upper
branch), the IC can provide core cooling, as can MFW. ¥ one SRV sticks open, MEW is required for RPV
makeup and short-term core cooling, unless the RPV is depressurized so that low-pressure systems can be used.
If more than one SRV sticks open, then the low-pressure systems can be utilized without the need for automatic
or manual depressurization. '

Feedwater [MFW]. MFW or FWCI can provide short-term transient mitigation. MEW is required for makeup
in transient-induced LOCA sequences and for heat removal in sequences when the IC system would have
mitigated the transient but was not available. FWCI is initiated automatically on low reactor level and uses the
normal feedwater trains to deliver water to the reactor vessel. When feedwater is successful, long-term decay
heat removal is required for complete transient mitigation. (PCS unavailability is assumed prior to MFW
demand.)

Isolation condenser and isolation condenser makeup [ISO]. If PCS is not available and significant inventory
has not been lost via the SRV, then the IC system can provide decay heat removal and mitigate the transient.
The IC system is an essentially passive system that condenses steam produced by the core, rejecting the heat
to cooling water and returning the condensate to the reactor. Makeup is provided to the cooling water asneeded.
The system does not provide makeup to the reactor vessel.

Depressurization via SRV or ADS [ADS].
CRD injection [CRD].

Condensate system [CDS].

Low-pressure core spray [LCS].

Fire water injection [FWS]. Fire water or other raw water systems can provide a capability similar to that
provided by the RHRSW connection on Class C BWRs. As a backup source, if all normal core cooling is
unavailable, fire water can be aligned to the LPCS injection line to provide water to the reactor vessel.

Shutdown cooling [SDC). Like the shutdown cooling mode of the RHR system at Class C plants, the SDC
system is a closed-loop system that performs the long-term decay heat removal function by circulating primary
coolant from the reactor through the system’s heat exchangers and back to the reactor vessel. Success requires
the operation of at least one SDC loop.

Containment cooling {CSS]. If the SDC system fails to provide long-term decay heat removal, the CC system
can remove decay heat. The system utilizes dedicated pumps, drawing suction from the suppression pool,
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passing it through heat exchangers where heat is rejected to the service water system, and then either returning
it directly to the suppression pool or spraying it into the dry well.

14. Containment venting [CVS].
15. CRD injection following venting [CR1].

16. Firewater injection following venting [FW1]. This branch is equivalent to RHRSW injection following venting
in BWR Class C.

The event tree constructed for a BWR plant Class B nonspecific reactor trip is shown in Figures B.25 through B.28.
The event tree is most similar to that constructed for BWR Class A plants. In fact, the branches are the same except that
Class B plants are equipped with HPCI systems instead of FWCI systems, and they are equipped with an LPCI system
that represents an additional capability for providing low-pressure injection. Also, at Class B BWRs, the containment
system considered in the event tree utilizes the LPCI pumps rather than having its own dedicated pumps.

B.6.2 Anticipated Transient Without Scram

The event trees constructed define potential plant response following an ATWS. Following a failure to automatically
and manually scram or insert rods, the fission process is terminated by tripping the recirculation pumps and injecting
soluble boron into the RPV. Availability of the PCS at this point terminates the transient. If PCS is unavailable, the
operators further control power by lowering the RPV level to the top of the active fuel and using HPCI or HPCS for
makeup. Failing this, RPV pressure is lowered to allow the low-pressure systems to provide makeup.

Similar event trees are used for each BWR class (differences exist in the systems used for makeup, consistent with the
systems available at each plant class). The event trees are shown in Figures B.34, B.40, and B.32, respectively, for
classes A, B, and C. Descriptions of the event tree branches that are unique to ATWS follow. Branches on the ATWS
trees that are also included on the transient event trees are not discussed further.

1. Initiating event (reactor shutdown) [RPS]. The initiating event is an effective transfer from the transient event
tree for sequences involving failure to scram (sequence 80 for BWR Class C).

2. Recirculation pump trip [RRS]. Success for this branchrequires the automatic or manual trip of the recirculation
pumps to reduce power.

3.  Standby liquid control [SLC]. The operators manually start the standby liquid control system to borate the
RPV. This system is initiated immediately following a failure to scram since it takes some time to be effective.

4.  ADS inhibited and level controlled [AD1]. Failing to shut down the reactor manually or by alternate means,
the operators must attempt to control power using RPV level. The major actions are as follows. First, inhibit
ADS. This both protects the containment (by avoiding a major transfer of hot RPV water to the suppression
pool) and prevents the automatic actuation of LPCS and LPCI. Second, terminate injection. This excludes
standby liquid control system (SLCS) injection and CRD flow. RPV level is deliberately lowered to the top of
the active fuel (TAF). Level lowering reduces reactivity and power. Third, restore injection. If water level were
to fallbelow TAF, there would be no assurance that core damage would be prevented. Hence, level isreinstated.

High-pressure coolant injection [HCI].

Manual reactor depressurization [DEP]. If the high-pressure systems are unavailable, the operators lower RPV
pressure to allow the use of the low-pressure systems for RPV makeup. This must be done carefully to prevent
flushing boron from the core region.

Condensate, LPCS, LPCI (if available) [CDS, LCS, LCI].

8. Residual heat removal or shutdown cooling and containment cooling [RHR or SDC and CSS]. Only the
suppression pool cooling made of RHR is viable because of the time periods and RPV pressures involved.

9. Containment venting [CVS].
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B.6.3 BWR Loss-of-Offsite Power

The event trees constructed define responses of BWRs to a LOOP in terms of sequences representing success and failure
of plant systems. Only L.LOOPs that challenge the EPS and result in scram are addressed in the ASP Program.

The event tree constructed for a LOOP at BWR Class C plants is shown in Figures B.37 and B.38. The event tree
branches associated with sequences leading to core damage are described below (branches that are identical to those for
a BWR Class C transient are not further described).

1. Initiating event (LOOP) [IE-L]. The initiating event for aLOOP corresponds to any situation in which power
from both the auxiliary and startup transformers is lost and scram occurs. This situation could result from grid
disturbances or onsite faults.

2. Reactor shutdown [RP1]. Given a load rejection, a scram signal is generated. Successful scram is the same as
for the transient trees: a rapid insertion of control rods with no more than two adjacent control rods failing to
insert. The scram can be automatically or manually initiated. Failure to scram following a LOOP is assumed
to result in core damage (this may be conservative).

3. Emergency power [EPS]. Emergency power is provided by DGs at almost all plants. The DGs receive an
initiation signal when an undervoltage condition is detected. Emergency power success requires the starting
and loading of a sufficient number of DGs to support safety-related loads in systems required to mitigate the
transient and maintain the plant in a safe shutdown condition.

4. LOOP recovery (long-term) [OEP]. Success for this branch requires recovery of offsite power or diesel-backed
ac power before the station batteries are depleted, typically 2 to 4 h.

5. SRVsclose [SRV].

6. HPCI (or HPCS) or RCIC [HCI and RCI]. Success requirements for these branches are identical to those
following a transient at Class C BWRs. Eitker RCIC or HPCI (or HPCS) can provide themakeup and short-term
core cooling required following most transients, including failure of the EPS. HPCI and RCIC only require dc
power and sufficient steam to operate the pump turbines. HPCS systems utilize a motor-driven pump but are
diesel-backed and utilize dedicated SW cooling.

Depressurization via SRV or the ADS [ADS].

CRD injection [CRDL)]. Given availability of emergency power to the CRD pumps, success requirements for
this branch following a LOOP are identical to those following a transient. Manual restart of the CRD pumps
is required following the LOOP.

9. LPCS, LPCI, and RHR service water injection [LCSL, LCIL, and SWSL]. Given availability of emergency
power, success requirements for these branches following a LOOP are identical to those following a transient.

10. Residual heat removal [RHRL]. Given the availability of emergency power, the success requirements for this
branch are similar to those following a nonspecific reactor trip transient at Class C BWRs. Success for any one
of the three modes associated with RHR can provide the long-term decay heat removal required for transient
mitigation. If emergency power fails, it must be recovered to power long-term decay heat removal equipment.
However, long-term decay heat removal is not required until ~12—24 h after the LOOP (well beyond the time
at which emergency power must be recovered to avoid battery depletion).

11. Containment venting, CRD injection following venting, and RHRSW injection following venting [CVS,
CRIL, and SWIL].

The event tree constructed for a LOOP at BWR Class A plants is shown in Figure B.22. The event tree is similar to that
constructed for BWR Class C plants with the major exception that Class A plants are equipped with ICs and FWCI
systems instead of RCIC and HPCI (or HPCS) systems. However, given a LOOP, FWCI would be unavailable because
it is not backed by emergency power. Also, additional long-term core cooling is not required with IC success, as long
as no transient-induced LOCA exists. In the emergency power failure sequences, the IC system is the only system that
can provide core cooling because FWCI would be without power. The event tree branches that are different from those
for a BWR Class A transient and a BWR Class C LOOP (LOOP-related branches only) are further discussed below.
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1. Initiating event (LOOP) [IE-L]. The initiating event is a LOOP similar to that described for Class C BWRs.
2. Reactor shutdown [RP1].

3. Emergency power [EPS].

4. LOOP recovery (long-term) [OEP].

5.  SRVsclose [SRV].

6. Feedwater [MFW]. The feedwater system can provide short-term core cooling and makeup for transient

mitigation. However, MFW success requires normal power supplies on most plants. If emergency power can
be supplied to the MFW pumps (from a gas turbine, for example), then MFW can provide short-term core
cooling and makeup.

Isolation condenser and isolation condenser makeup [ISO].
Depressurization via SRV or ADS [ADS].

CRD injection [CRDL]. Given availability of emergency power to the CRD pumps, success requirements for
this branch following a LOOP are identical to those following a transient. Manual restart of the CRD pumps
is required following the LOOP.

10. LPCS and fire water injection [LCSL and FWS]. Success requirements for these branches are similar to those
following a nonspecific reactor trip at Class A BWRs. With interim high-pressure cooling unavailable, either
LPCS or, as a last resort, fire water or another water source can be used to provide low-pressure water for core
makeup and cooling. LPCS pumps and valves require emergency power to operate. Plants typically have one
engine-driven fire pump that can run during a LOOP without emergency power.

11. SDC and containment cooling [SDCL and CSSL]. Given the availability of emergency power or recovery of
offsite power, success requirements for these branches are similar to those following a nonspecific reactor trip
transient at Class A BWRs.

12. Containment venting, CRD injection following venting, and firewater injection following venting [CVS,
CRI1L,FW1].

The event tree constructed for a BWR plant Class B LOOP is shown in Figures B.29 through B.32. The event tree is
most similar to that constructed for BWR Class A plants. The branches are the same, except that Class B plants are
equipped with HPCI systems instead of FWCI systems and are equipped with a LPCI system, which represents an
additional capability for providing low-pressure injection. At Class B BWRs, the containment cooling system utilizes
the LPCI pumps rather than having its own dedicated pumps. In emergency power failure sequences, either the IC or
HPCI system can provide the required core cooling for short-term transient mitigation. However, if an SRV sticks open
(transient-induced LOCA), then the IC cannot provide the makeup needed, and HPClisrequired. The IC can also provide
long-term cooling, but when only HPCI is operable, recovery of emergency power is necessary to power SDC-related
loads.

B.6.4 BWR Loss-of-Coolant Accident

The event trees constructed define the response of BWRs to a LOCA in terms of sequences representing success and
failure of plant systems. The LOCA chosen for consideration is a small-break LOCA that would require a reactor scram
and confinued operation of high-pressure systems. A large-break LOCA would require operation of the
high-volume/low-pressure systems and is not addressed in the models.

The LOCA event tree constructed for BWR Class C plants is shown in Figure B.39. The event tree branches associated
with core damage sequences follow (only branches that are different from BWR Class C transient sequences are
described).

1. Initiating event (small LOCA) [JE-SL]. Any breach in the RCS on the reactor side of the MSIVs that results
in coolant loss in excess of the capacity of one CRD pump and a reactor scram is considered to be a LOCA.
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A small-break LOCA is considered to be one in which losses are not great enough to reduce the system pressure
to the operating range of the low-pressure systems.

Reactor shutdown [RPS].

MFW, HPCI or HPCS, and RCIC [MFW, HCI and RCI].
Depressurization via SRV or ADS [ADS].

Control rod drive injection [CRD].

Condensate, LPCS, LPCI, or RHR service water [CDS, 1.CS, LCI, and SWS].
Residual heat removal [RHR].

Containmentventing, CRD injection following venting, and RHRSW injection following inj ecﬁon [CVS,CR],
SWI1].

® NN AW

" The small-break LOCA event tree constructed for BWR Class A plants is shown in Figure B.23. The event tree branches
associated with sequences leading to core damage follow (only branches that are different from BWR Class A transient
branches are described).

1. Initiating event (small-break LOCA) [IE-S]. The initiating event is a small-break LOCA similar to that
described for BWR Class C plants.

Reactor shutdown [RPS].

Feedwater [MFW].

Depressurization via SRV or ADS [ADS].

CRD injection [CRD].

Condensate, low-pressure core spray, and fire water injection [CDS, LPCS, and FWS].

Shutdown cooling and containment cooling [SDC and CSS].

Containment venting, CRD injection following injection, and firewater injection following venting [CVS,
CRI, and FW1].

ol PO G ol o

The small-break 1.OCA event tree constructed for BWR Class B plants is shown in Figure B.33. The event tree is most
similar to that constructed for BWR Class A plants. In fact, the branches are the same, except that (1) some Class B
plants are equipped with HPCI systems instead of FWCI systems and (2) Class B BWRs have a LPCI system, which
provides an additional capability for low-pressure injection. At Class B BWRs, the containment cooling system uses
the LPCI pumps rather than having its own dedicated pumps.

B.6.5 Alternate Recovery Actions

The BWR event trees have been developed on the basis that proceduralized recovery actions will be attempted if primary
systems that provide protection against core damage are unavailable. If feedwater, HPCI, and RCIC are unavailable
(FWCI and ICs on BWR Classes A and B) and cannot be recovered in the short term, the use of ADS (to depressurize
below the operating pressure of low-pressure systems) and the CRD pumps is modeled. In addition, the potential for
short-term recovery of a faulted system is also included in the appropriate branch model.

Alternate equipment and procedures, beyond the systems and functions included in the event tree, may be successful in
mitigating the effects of an initiating event, provided the appropriate equipment or procedure is available at a particular
plant. This may include:

- the use of supplemental diesel generators, beyond the normal safety-related units, to power equipment
required for continued core cooling and reactor plant instrumentation. A number of plants have added.
such equipment, often for fire protection.
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the use of electric power cross-ties among adjacent units. The potential use of these alternate recovery
actions was addressed in the analysis of the 1994 precursors when information concerning their
plant-specific applicability was available.

B.7 Fault Tree Models

Fault tree models were developed for each branch included in the accident sequences represented on the plant-class
event trees. While a single fault tree could be used to model the failure logic for some systems, others required multiple
models to represent the different success criteria applicable to different sequences.

The system fault tree models consider (1) failures of active components that must start and run or change position when
a system is demanded and (2) components such as manual valves that must remain in a preset condition. The common
cause failure of redundant components that can directly result in system failure (a subset of all potential common cause
failures) is also included. Operator actions required to actuate a manually actuated system are also addressed, as are
actions to recover an initially failed system.

Each fault tree was developed using “supercomponent” basic events that include grouped failures associated with a
major component such as a pump or a train of a system. The use of supercomponents provides the same logic structure
as amodel developed with individual component basic events but facilitates computer solution of the logic models. As
an example of a supercomponent, consider a train of a system that includes a motor-operated valve that must open, two
manual valves that must remain open, a check valve that must open, and a pump that must start and run. If none of these
components and failure modes are included elsewhere in any other fault tree, except perhaps in the same grouping, then
they can be combined into a single supercomponent, The supercomponent, which should have engineering meaning, is
then used as a single basic event representing the potential failure of the five components.

Basic event failure probabilities for each sugercomponent are developed using individual component failure
probabilities, primarily from the ASP data base,® earlier ASP program data, and NUREG-1032.7 A 24-h mission time
is used for most components with hourly failure rates, such as a pump failing to run (one exception was the mission
time for emergency diesel generators, which is based on the 90th percentile LOOP recovery time).

In the example supercomponent, probabilities for failure of the motor-operated valve to open (3.0 x 10'3), failure of
both manual values to remain open (2 x 10'4), failure of the pump to start and run for its mission time [3 x 103 (start) +
24 h x3 x 10-°/h (run)], and failure of the check valve to open (1 x 10'4) would be added to estimate the supercomponent
failure probability (7.0 x 10'%).

Common cause failure probabilities are quantified using the Multiple Greek Letter (MGL) method with data from
Procedures for Analysis of Common Cause Failures in Probabilistic Safety Analysis, NUREG/CR-5801.%

At the present time, the only support system failures that are modeled are emergency ac power failures following a
LOOP. The models may be expanded in the future to include other support system failures, such as those in the service
water system.

An example ASP fault tree is included in Figure B.41. Additional information concerning the development of the fault
tree models is provided in Ref. 9.
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Table B.1. ASP Reactor Plant Classes
Plant name Plant class
ANO - Unit1 PWR ClassD
ANO - Unit 2 PWR Class G
Beaver Valley 1 PWR Class A
Beaver Valley 2 PWR Class A
Browns Ferry 1 BWR Class C
Browns Ferry 2 BWR Class C
Browns Ferry 3 BWR Class C
Braidwood 1 PWR Class B
Braidwood 2 PWR Class B
Brunswick 1 BWR Class C
Brunswick 2 BWR Class C
Byron 1 PWR Class B
Byron 2 PWR Class B
Callaway 1 PWR Class B
Calvert Cliffs 1 PWR Class G
Calvert Cliffs 2 PWR Class G
Catawba l PWR Class B
Catawba 2 PWR Class B
Clinton 1 BWR Class C
Comanche Peak PWR Class B
Cook1 PWR Class B
Cook 2 PWR Class B
Cooper Station BWR Class C
Crystal River 3 PWR Class D
Davis-Besse PWR Class B
Diablo Canyon 1 PWR Class B
Diablo Canyon 2 PWR Class B
Dresden 2 BWR Class B
Dresden 3 BWR Class B
Duane Arnold BWR Class C
Farley 1 PWR Class B
Farley 2 PWR ClassB
Fermi 2 BWR Class C
Fitzpatrick BWR Class C
Fort Calhoun PWR Class G
Ginna PWR Class B
B.1-27 NUREG/CR-4674, Vol. 21
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Table B.1.  ASP Reactor Plant Classes (cont.)
Plant name Plant class
Grand Gulf 1 BWR Class C
Haddam Neck PWR Class B
Harris 1 PWR Class B
Hatch 1 BWR Class C
Hatch 2 BWR Class C
Hope Creek 1 BWR Class C
Indian Point 2 PWR Class B
Indian Point 3 PWR ClassB
Kewaunee PWR Class B
LaSalle 1 BWR Class C
LaSalle 2 BWR Class C
Limerick 1 BWR Class C
Limerick 2 BWR Class C
Maine Yankee PWR Class B
McGuire 1 PWR Class B
McGuire 2 PWR Class B
Millstone 1 BWR Class A
Millstone 2 PWR Class G
Millstone 3 PWR Class A
Monticello BWR Class C
Nine Mile Point 1 BWR Class A
Nine Mile Point 2 BWR Class C
North Annal PWR Class A
North Anna 2 PWR Class A
Oconee 1 PWR ClassD
Oconee 2 PWR Class D
Oconee 3 PWR ClassD
Oyster Creek BWR Class A
Palisades PWR Class G
Palo Verde 1 PWR ClassH
Palo Verde 2 PWR Class H
Palo Verde 3 PWR ClassH
Peach Bottom 2 BWR Class C
Peach Bottom 3 BWR Class C
Perry 1 BWR Class C
Pilgrim 1 BWR Class C
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Table B.1.  ASP Reactor Plant Classes (cont.)
Plant name Plant class
Point Beach 1 PWR Class B
Point Beach 2 PWR Class B
Prairie Island 1 PWR Class B
Prairie Island 2 PWR ClassB
Quad Cities 1 BWR Class C
Quad Cities 2 BWR Class C
River Bend 1 BWR Class C
Robinson 2 PWR Class B
Salem 1 PWR Class B
Salem 2 PWR Class B
San Onofre 2 PWR ClassH
San Onofte 3 PWR ClassH
Seabrook 1 PWR Class B
Sequoyah 1 PWR Class B
Sequoyah 2 PWR Class B
South Texas 1 PWR Class B
St. Luciel PWR Class G
St. Lucie 2 PWR Class G
Summer 1 PWR Class B
Surry 1 PWR Class A
Surry 2 PWR Class A
Susquehanna 1 BWR Class C
Susquehanna 2 BWR Class C
Three Mile Island 1 PWR Class D
Turkey Point 3 PWR Class B
Turkey Point 4 PWR Class B
Vermont Yankee BWR Class C
Vogtle 1 PWR Class B
Vogtle 2 PWR Class B
WNP 2 BWR Class C
Waterford 3 PWR ClassH
Wolf Creek 1 PWR Class B
Yankee Rowe PWR Class B
Zion 1 PWR Class B
Zion 2 PWR Class B

B.1-29

NUREG/CR-4674, Vol. 21




Appendix B

ASP Models

v

SMIVL|2e

- a0}z
ao| oz
MO | st
AO| 4
ad {9l
ad ey 1
p (o B3 ||_
aler [ |
dO| e —
MOt W
MO 01
MO| 6
aoq 8
asl 2 | 1
MO} 9 —
asls [}
dO| ¥ —
doj ¢
doj e
MOl b

Awisana |#0a8 | wuen | wso | wm  |Wwouiooo | Toooow |  mwa | W | wmewiod| mod | mm [ | | eweua

PWR Class A nonspecific reactor frip.

Figure B.1.

B.1-30

NUREG/CR-4674, Vol. 21



ASP Models

Appendix B

a |w
as 44
ao |ov
ao |ee
ao |ee
ao |8 —
so | eg |—
ao |se
so |ve H_II_I
s |se
ao k44
Yo | !
ao ot
a2 .14
ao |6z y
%o [& I
ao |9z
Yo |s I|_|||_|
Mo |vz
a |&
Yo |z |
a [z
@ |0z —————
a |e
o o —F—
Mo |
ao (et
T
ao [
MO (48 U|_
o |z
a |4
L |
o |8 b —— _
ao 8
a@ |[&LpF—
o |8 p—
as S
so | UIT
p Lo} €
b [e] [4
o | ¢
SWVISONI[ #03S | THAH [ TS0 | TUHY [NMOTK000[10096S| T8¥d | HdH | Gado | Hedo
| Hedo [ 1sdo [voorivassau-twd] Tavod T Tmav | a3 TN Jdoot:] |;

PWR Class A loss-of-offsite power.

Figure B.2.

NUREG/CR-4674, Vol. 21

B.1-31




ASP Models Appendix B

E

o

G ¥ ¥ 0 ¥ 0 a ¥ ¥ 0o ¥ n o ¥ ¥ n o ¥ n g ¥ a o g a
5 6 6 86 6 6 0 08 06 0 06 06 U 0 o 0 O ©6 © O 6 o o o

§ - 8 ®© + w o N~ ® o 2 ¥ 8§ g F @ o2 & 2 2 § & 8 R &

(7]

:

RHR

| secooL | coou:owul

F&B

HPt

RT

IE-SLOCA I
pasioca.cdr

Figure B.3. PWR Class A small-break loss-of-coolant accident.

NUREG/CR-4674, Vol. 21 B.1-32



Appendix B , ASP Models

CcD
cD
CcD
CD
OK
OK
cD
CD
cD
CcD
CcD
CcD

END STATE
OK
OK

10
1
12
13
14

SEQ#

RHR

RCSCOOL

SGISOL

RCS-SG

HPl

MFW

RT

IE-SGTR
PASGTRCOR

Figure B.4. PWR Class A steam generator tube rupture.

B.1-33 NUREG/CR-4674,Vol. 21




ASP Models

Appendix B

CcD
CcD
CD

OK
cD
Ccb

END STATE
OK
OK
OK

- N N &« W © M~ © O

SEQ#

HPR

RHR

COOLDOWN

PORV-A

AFW-ATWS | BORATION

RCSPRESS

ATWS

PAATWS.COR

Figure B.5.

PWR Class A anticipated transient without scram.

NUREG/CR-4674, Vol. 21 B.1-34



Appendix B

ASP Models

END STATE |

OK
oK
OK
oK
cb
OK
cD
cD
oK
oK
oK

oK

cD

oK

CD

cD

OK

oK

cb
cb
ATWS

"™ N MmO €« W O M O O

10
1

12
13
14
15

186
17
18
19

20
21T

HPR SEQ#

| secoor |coooown] RiR |

F&B

HPI

| aw | wew | Pporv |Porvres |

RT

| ETRans |

Figure B.6.

Classes B and D nonspecific reactor trip.
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Classes B and D steam generator tube rupture.
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BWR Class A anticipated transient without scram.
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Appendix C At-Power Precursors

C.1 At-Power Precursors

C.1.1 Accident Sequence Precursor Program Event Analyses for 1994

This appendix documents 1994 operational events selected as accident sequence precursors that are analyzed with the
plant in an at-power condition.

Licensee Event Reports (LERs) and other event documentation describing operational events at commercial nuclear
power plants were reviewed for potential precursors if

1. the LER wasidentified asrequiring review based on a computerized search of the Sequence Coding and Search
System data base maintained at Oak Ridge National Laboratory, or

2. the LER or other event documentation was identified as requiring review by the Nuclear Regulatory
Commission’s Office for Analysis and Evaluation of Operational Data.

Details of the precursor review, analysis, and documentation process are provided in Section 2 and Appendix A of this
report.

C.1.2 Precursors Identified

Eight at-power precursors were identified among the 1994 events reviewed at the Nuclear Operations Analysis Center.
Events were identified as precursors if they met one of the followmg precursor selection criteria and the condmonal
core damage probability estimated for the event was at least 10°®

the event involved the total failure of a system required to mitigate effects of a core damage initiator,
2. theeventinvolved the degradation of two ormore systemsrequired to mitigate effects of a core damage initiator,

the event involved a core damage initiator such as a loss of offsite power or small-break loss-of-coolant
accident, or

4.  the event involved a reactor trip or loss of feedwater with a degraded safety system.

The at-power precursors identified are listed in Table C.1.

C.1-3 NUREG/CR-4674, Vol. 21
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Table C.1. List of at-power precursors
Event No. Plant Event description Page
LERs 213/94-004, .
-005, -007, -013; Haddam Neck I};?J\;v]e)reOpae;:;ed Relief Valves and Vital 480-V ac Co-1
IR 213/94-03 =
Motor Control Center Trips Due to Improper
LER 237/9}-018 Dresden 2 Breaker Settings C3-1
Long-Term Unavailability of High Pressure
LER 237/94-021 Dresden 2 Coolant Injection C4-1
LER 250/94-005 Turkey Point 3 and 4 Load Sequencers Periodically Inoperable C.5-1
LER 266/94-002 Point Beach 1 and 2 Both Diesel Generators Inoperable C.6-1
. Unavailability of Turbine-Driven Auxiliary
LSRN Z2hng Feedwater Pump and Emergency Diesel Generator C.7-1
, Trip, Loss of 13.8-kV Bus, and Short-Term Salt
LER 318/94-001 Calvert Cliffs 2 Water Cooling System Unavailability C.8-1
Scram, Main Turbine-Generator Fails to Trip,
LER 458/94-023 River Bend Reactor Core Cooling Isolation Cooling and C.9-1
Control Rod Drive System Unavailable

C.1.3 Event Documentation

Analysis documentation and precursor calculation information for each precursor are attached. The precursors are in
docket/LER number order.

For each precursor, an event analysis sheet is included. This provides a description of the operational event, event-related
plant design information, and the assumptions and approach used to model the event, analysis resuits, and references.

A figure is included that highlights the dominant core damage sequence associated with the event. Conditional core
damage calculation information is also provided,including the following tables:
- Probabilities for selected basic events,

- Sequence logic, sequence probabilities and importances and system names for higher probability
sequences, and

- Higher probability cut sets for higher probability sequences.

NUREG/CR-4674, Vol. 21 C.14
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C.2 LER Nos. 213/94-004, -005, -007, -013; IR 213/94-03

Event Description: Power-Operated Relief Valves and Vital 480-V ac Bus Degraded
Date of Event: February 16 and 19, 1994

Plant: Haddam Neck

C.2.1 Event Summary

On February 16, 1994, testing revealed that one of two feeds to motor control center-5 (MCC-5) could jam and fail to
close when demanded. MCC-5 supplies power to a number of vital components in both safety system trains. During
testing on February 19, 1994, it was discovered that air operators for the pressurizer power-operated relief valves
(PORYVs) were experiencing control air leaks and that the PORVs could not be operated properly from their safety-grade
control air supply. Investigation revealed that repairs to fix a prior PORV failure were made incorrectly during the
previous refueling outage. The PORV diaphragms were not seated correctly and were coated with a lubricant rather
than arequired sealant. Substantial air leaksresulted, and the PORVs could notbe opened more than 50%. The combined
conditional core damage probability estimated for these events is 1.4 x 104,

C.2.2 Event Description

During amaintenance outage, an operablhty surveillance test was performed on the pressurizer PORVs on February 19,
1994. This test revealed that both PORV air operators had leaking diaphragms (LER 213/94-005). The PORV
diaphragms had been replaced during the 1993 refueling outage following a diaphragm leak in one of the two PORVs
(LER 213/93-007).

Surveillance testing of the PORVs in May 1993 revealed that one valve was experiencing leakage from its diaphragm
assembly (LER 213/93-007). This leak, in conjunction with failure of the associated air pressure regulator, resulted in
excessive air consumption. Had the system been demanded, operator action to isolate the leaking PORV would have
been required to ensure an adequate long-term supply of control air to the other PORV. Repairs to the system, including
replacement of the PORV diaphragms, were completed prior to the end of the 1993 refueling outage.

The design of the new diaphragms varied somewhat from the original ones, whichmay have contributed to the difficulties
experienced during the replacement process. Errors were made during the replacement, including the use of a lubricant
instead of a sealant around the diaphragm’s bolt circle. This allowed the diaphragm to extrude out between the sections
of its housing, creating a pathway for air leakage. An NRC inspection team report related to this event (50-213/94-03,
April 7, 1994) indicates that both valves could only be opened about 50% during testing. The LER for the event indicates
thattwo safety functions were potentially compromised by thePORV failures: feed-and-bleed cooling and high-pressure
safety injection (HPSI) makeup during certain small-break loss-of-coolant accidents (LOCAs).

The HPSI pumps at Haddam Neck do not develop sufficient discharge head to force adequate flow for feed-and-bleed
cooling through the pressurizer safety valves. Accordingly, the operators must be able to open a PORV for
feed-and-bleed cooling to succeed. Airis supplied to the PORVs from the containment air compressors. The containment
air compressors, which are located within the containment building, are not rated for the environmental conditions that
could occur during feed-and-bleed cooling, and the compressors could be expected to fail under such conditions. The
PORYV5 are provided with safety-related control air accumulators that maintain a reserve supply of control air in the
event of compressor failure, but these accumulators were inadequate to operate the PORVs during the time that the
air-operator diaphragms were damaged. LER 213/94-005 reported that air leakage would have resulted in the eventual
loss of air and closure of the POR Vs for feed-and-bleed conditions. As aresult of their incorrect installation, the PORV
air-operator diaphragms were damaged and subject to leakage from some unknown time after they were were replaced
during the 1993 refueling outage until the condition was discovered on February 19, 1994.

C.2-1 NUREG/CR-4674, Vol. 21




LER Nos. 213/94-004, -005, -007, -013; IR 213/94-03 Appendix C

LER 213/94-005 also identified a concern related to the provision of HPSI minimum flow protection by the PORVs.
During small-break LOCA sequences, the HPSI minimum flow recirculation line to the refueling water storage tank is
isolated, and minimum flow protection is provided by opening the PORVs. With the PORV’s inoperable, this protection
would not be provided, and the HPSI pumps would be subject to damage if reactor coolant system (RCS) pressure
remained above the HPSI pump shutoff head. The LER indicates that an alternate strategy of using charging flow would
be successful in maintaining the RCS filled for small break sizes that would not be large enough to ensure minimum
necessary HPSI flow.

LER 213/94-004 reports that, during a period of time overlapping the PORV unavailability, the automatic bus transfer
(ABT) circuit for MCC-5 failed when tested. At the time of the event, MCC-5 supplied many pieces of important
equipment in both trains, including equipment that may have been required for successful operation of HPSI,
low-pressure safety injection (LPSI), recirculation, long-term cooling, containment spray, RCS loop isolation, one
PORYV block valve, emergency boration, feedwater isolation, reactor coolant pump (RCP) seal cooling, service water,
control air, and the closed cooling water system. Subsequent to this event, modifications were made to reduce the
dependency upon MCC-5.

MCC-5 can be supplied from either 480-V ac bus 5 (emergency train A) or bus 6 (emergency train B). Normally, the
alignment is aligned such that bus 5 is the preferred supply and bus 6 is the altemate supply. At the time of the event,
if the preferred supply was lost, the ABT system aligned MCC-5 to the alternate bus. If power was restored to the
preferred bus, the ABT would realign back to the preferred bus. During a test of the ABT system, bus 5 was deenergized.
As designed, the breaker supplying MCC-5 from bus 5 opened, and the supply breaker from bus 6 automatically closed
to restore power. When bus 5 was reenergized, MCC-5 automatically realigned itself to bus 5. During the second part
of the test, the preferred power source selector switch (PPSSS) for the ABT was moved to make bus 6 the preferred
power supply and bus 5 the alternate. When the PPSSS wasmoved to the bus 6 position, the bus 5 supply breaker opened
as expected, but the bus 6 supply breaker failed to automatically close, deenergizing MCC-5.

Subsequent investigation revealed that a mechanical defect in the MCC-5 feeder breaker from bus 6 prevented it from
closing. With bus 6 still energized and selected as the preferred power source to MCC-5, the bus 5 supply to MCC-5
was prevented from closing by the ABT system logic. NRC inspection report 50-213/94-03 indicated that the likely
cause of the failure of breaker 11C, the feeder from bus 6, was mispositioning of a breaker component (“snap ring”)
during maintenance. The snap ring being improperly located would cause the 11C breaker to have intermittent failures.
Vibrations of the breaker would cause the trip to occur at times and not to occur at other times. This condition would
result in intermittent failures of the MCC-5 ABT. The fraction of time that the breaker may have operated is unknown.

LER 213/94-013 reported the failure of a HPSI common header relief valve discovered during testing on May 5, 1994.
While the actual lift pressure for the valve was not stated, it was reported that it did not lift during operation of the
A pump, which developed a discharge pressure of about 1460 psig; but the valve did lift prematurely during operation
ofthe B pump, which developed about 1510 psig. Leakage flow back to the refueling water storage tank (RWST) through
this valve was limited to a maximum of 35 gpm. The condition is reported to have existed from the time that the B pump
was overhauled in 1993 until discovery on May 5, 1994.

LER 213/94-007 reported the discovery that the chemical volume and control system (CVCS) pump common header
discharge relief valve minimum lift set point was 2653 psig. The maximum charging pump discharge pressure under
accident conditions was estimated to be about 2658 psig. Maximum flow through this relief valve is 30 gpm, which
would be directed to radwaste drain tanks. Since CVCS is utilized to provide high-pressure recirculation, this represents
a potential diversionary flow path from the CVCS during recirculation.

C.2.3 Additional Event-Related Information

The description of this event and the modeling assumptions are based on the plant status at the time of the event.
Subsequent design changes have been made to reduce the likelihood and risk of future failures, such as elimination of
the PPSSS MCC-5 ABT. Some plant modifications initiated after the June 1993 MCC-5 bus transfer failure that were
complete at the time of this event included shifting the power supply from MCC-5 to MCC-12 for one residual heat
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removal (RHR) to charging pump suction valve, the A charging pump main lube oil pump, and one PORYV block valve.
The power supply to PORV PR-AOV-570 was also shifted to another source.

C.2.4 Modeling Assumptions

C.2.4.1 General Modeling Issues

The NRC inspection report related to this event (Ref. 5) indicates that the PORVs are required to remain operable for
30 h and provide a total of four valve strokes during feed-and-bleed scenarios. The measured control air leak rate was
such that, during an actual event involving loss of the containment control air compressors and PORV demand, the
PORYV control air accumulators would have been depleted within minutes. Although the valves were able to partially
open during testing, the valves would not be able to stay open for the required duration. Further, the containment air
compressors are not rated for the containment environment that is expected after initiation of feed-and-bleed cooling.
Therefore, the event was modeled as an unavailability of the PORVs for feed-and-bleed cooling. The PORVs would
still be functional for overpressure protection of the reactor coolant system.

LER 213/94-005 indicates that the last successful operation of the PORVs was during an outage in May and June of
1993 following installation of the new diaphragms. It further indicates that the likely cause of the PORV failure was
incorrect installation of the air-operator diaphragms during the 1993 outage. It was, therefore, assumed that the PORVs
were inoperable for feed-and-bleed cooling from July 1993 until the leakage was discovered on February 19, 1994. This
was modeled by setting the PORV:s as failed for feed-and-bleed conditions at the appropriate places in the model.

The defect, which led to the intermittent failure of the bus 6 feeder breaker, was presumed to have existed from the time
of the previous failure during the June 1993 refueling outage until the time of this event in February 1994. The interval
analyzed was the period from July 21, 1993, until February 19, 1994, a period 0of234 days (4728 h). Although the failure
mechanism was intermittent, the fraction of time the component would have operated is unknown. It was assumed the
breaker was failed throughout the period of interest. This is a conservative assumption.

The potential loss of HPSI minimum flow protection was not modeled because alternate means, such as the charging
system, were available for RCS makeup in event of a small-small-break LOCA.

The potential failure of the HPSI relief valve during operation of train B in recirculation mode after a small-break LOCA
was not modeled because, according to information from the LER, it would probably reseat following initiation of sump
recirculation with secondary side cooling available. In any event, the maximum potential loss estimated for this pathway
during a 24-h demand would be about 50,000 gal, which would still leave adequate sump inventory.

Potential failure of the CVCS relief valve was not modeled because LER 213/94-007 indicated that expected losses
would be much less than the maximum relief valve flow rate of 30 gpm. The potential total diversion within a 24-h
mission time is less than for the HPSI relief valve and would not affect system operability.

This analysis is structured similarly to the analysis of LER 213/93-007 and Augmented Inspection Team (AIT) Report
213/93-80 provided in the 1993 Accident Sequence Precursor (ASP) Program Annual Report (NUREG/CR-4674,
ORNL/NOAC-232, Vols. 19 and 20). That analysis also dealt with failures of PORV control air system components
coincident with inoperability of the MCC-5 ABT. Minor modifications to the 1993 analysis were required to adapt the
approach to the current event. Those modifications are noted.

Challenge Rate for Pressurizer PORVs and Safety Relief Valves (SRVs)

The PORYV block valves are maintained in a closed position at Haddam Neck, and at least one is dependent on MCC-5.
Further, the PORVs are assumed failed in this analysis due to the diaphragm air leaks. Therefore, the PORV/SRV
challenge rate applies solely to the SRVs after a loss-of-offsite power (LOOP) with MCC-5 unavailable. Since the PORV
block valves are normally closed, it wés assumed that the lift rate for SRVs is the same as when both the PORVs and
SRVs are available. Therefore, this value was not modified.
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PORYV/SRYV Reseat of Challenged Pressurizer PORVs and SRVs

It was assumed that the failure to reseat probability for the SRVs is the same as for the PORVSs. The nonrecovery value
was set to 1.0 because the safety valves do not have block valves.

Feed-and-Bleed

Feed-and-bleed requires the operation of HP1 or the charging pumps, the high-pressure recirculation system (HPR), and
the pressurizer PORVs. One HPI or charging pump and one PORYV are required for success. Because the PORVs would
not remain open for the required duration, feed-and-bleed was assumed inoperable.

C.2.4.2 Transient and Small-Break LOCA Sequences

Two cases were used to model the effects of the failed PORVs during transient and small-break LOCA conditions.

In the first case (IRRAS case 1A), the transient initiating probability was set to 1.0 (true), and the PORV' were failed
(set to true). All other initiator probabilities were set to 0 (ignore).

The probability of a transient during the vulnerability period was calculated as follows:
1—exp(-At) =1 —exp [-(1.85 x 10'4/h) x (4728 h)] =0.58 .

In the second case (IRRAS case 1B), the small-break LOCA initiating probability was set to 1.0 (true), and the PORVs
were failed (set to true). All other initiator probabilities were set to 0 (ignore).

The probability of a small-break LOCA during the vulnerability period was calculated as follows:
1—exp(-M)=1-exp [-(1.0x 10'6/h) x (4728 h)} =4.7 x 102,

The initiating event probabilities and TRRAS case conditional probabilities were used to calculate the core damage

probabilities from these initiators (see Table C.2.3 on p. C.2-11).

C.2.4.3 LOOP Sequences

To address the potential loss of MCC-5 and the failed PORVs following a postulated LOOP, a conditioning event tree
was used. This event tree characterized potential plant conditions involving emergency diesel generator (EDG) success
and failure, short-term (30-min) LOOP recovery, and short-term MCC-5 recovery. The event tree, shown in Figure
C.2.1, includes the conditioning sequences shown in Table C.2.1.
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Table C.2.1. Sequences for conditioning event tree in Figure C.2.1

Sequence Description

Initial emergency power (EP) success with short-term recovery of offsite power and MCC-5
following the postulated LOOP. This is similar to a loss of feedwater but with a higher

1 probability of a transient-induced LOCA, because the SRVs would Iift (if necessary) as a result
of the inoperable PORVs. Feed-and-bleed is failed in IRRAS Case 2.1 becanse of the
inoperable PORVs.

Initial EP success and short-term recovery of offsite power but with MCC-5 not recovered at
30 min. This is similar to sequence 1, but with the potential for an RCP seal LOCA if MCC-5

2 is not recovered at 1 h. HPI is assumed unavailable if MCC-5 is not recovered ~0.5 h following
a seal LOCA. HPI following a stuck-open SRV and feed-and-bleed are also assumed to be
unavailable in IRRAS Case 2.2 since MCC-5 is unavailable at 30 min.

3 LOOP with EP initially successful, MCC-5 recovered, and feed-and-bleed unavailable (IRRAS
Case 2.1). Higher probability of a transient-induced LOCA.

LOOP with EP initially successful but neither MCC-5 nor offsite power recovered at 30 min.
There is a higher potential for an RCP seal LOCA if MCC-5 is not recovered. There is also a
4 higher probability of a transient-induced LOCA. HPI following a stuck-open relief valve and
feed-and-bleed are also assumed to be unavailable (IRRAS Case 2.2) since MCC-5 is
unavailable at 30 min.

Station blackout.
Anticipated transient without scram.

LOOP Initiating Event Probability
The probability of a LOOP during the vulnerability period was calculated as follows:
1—exp(=At) = 1 —exp [—(L.6 x 10°/h) x (4728 h)] =7.3 x 102,

The vulnerability period was estimated at 4728 h. This is the operational time between plant restartin 1993 and discovery
of the PORYV problem in February 1994.

Failure to Trip Probability

The failure to trip probability was not modified for this event. The value from the IRRAS model for Haddam Neck is
2 x 10, This includes RPS hardware failures and subsequent operator recovery of the system.

Emergency Power

The probability for emergency power failure was not modified. This probability (2.3 x 10'3) includes operator recovery
following postulated EDG failures.

LOOP Recovery in the First 30 min

The probability for failure to recover the LOOP in the first 30 min was based on LOOP recovery models described in
Revised LOOP Recovery and PWR Seal LOCA Models, ORNL/NRC/LTR-~89/11. These models are based on the results
of the data contained in NUREG-1032, Evaluation of Station Blackout Accidents at Nuclear Power Plants.

MCC-5 Failure and Restoration

Based on the condition of breaker 11C (feeder from bus 6 to MCC-5) and the unpredictability of its observed failures,
breaker 11C was assumed to be failed in this analysis. In addition to the failure of breaker 11C, one additional failure
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must occur for MCC-5 to lose power. Either breaker 9C (feeder from bus 5) must fail to reclose, or EDG A must fail to
start and run.

After a LOOP with the PPSSS in the bus 5 (normal) position, power would be lost to buses 5 and 6. Two cases could
then occur.

- Bus 5 is re-energized before bus 6. In this case, breaker 9C will attempt to reclose. If 9C fails to close, the
ABT will automatically try to close breaker 11C once bus 6 is energized. However, since breaker 11C is
assumed to be failed, manual operator action is required to restore power to MCC-5.

- Bus 6 is re-energized before bus 5. In this case, breaker 11C will attempt to close. Assuming 11C fails to
close, the ABT will attempt to automatically reclose breaker 9C after power is restored to bus 5. If breaker
9C fails to reclose, manual operator action is required to restore power to MCC-5. Data collected by the
licensee on EDG performance indicate that the time to rated speed and voltage for both of the EDGs was
essentially the same. This would mean that bus 6 would reach rated voltage first about 50% of the time.
(Circuit timing delays may affect this value somewhat but would have little impact on the analysis results.)
Assuming that breaker 11C will fail fo close on demand, and a beta factor of 0.1 for breaker 9C since it
was subject to the same maintenance procedures as the failed 11C breaker, the probability of failure of the
ABT given a LOOP is:

[p(Sbefore6) x p(9C|11C)]+ [p(Sbefore6) x Pp(EDGA)+ p(9C[11C)} =
[p(5before6) x p(9C|11C)]+ p(Sbefore6) X p(EDG A) + p(Sbefore6) X p(9C[11C) =

P(9CJ11C) +[p(Sbefore6) x p(EDG A)] = 01+(05% 0.05) = 0125 *

Thelicensee performed a detailed analysis of MCC-5 failure probabilities. Their assessment indicates that the probability
that MCC-5 fails to supply power is 0.059 for LOOP events. However, this assumed a nominal failure rate for breaker
11C.

To recover MCC-5 following a failure of the ABT, an operator must proceed to MCC-5, diagnose the situation, and
manually close one of the MCC-5 feeder breakers. During the June 1993 event, an operator took 4 min to complete this
action. However, the operator was already stationed at the selector switch, was immediately aware of the ABT failure,
and had a minimum of other distractions and stresses. Similarly, during one of two ABT test failures on February 16,
1994, operators took approximately 3 min to repower MCC-5 from bus 5. The time required to repower MCC-5 during
the second event is not known.

Following a postulated LOOP with the failure of MCC-5, additional delays would be introduced, including detection
time, delays for the control room to contact an auxiliary operator and describe the problem, and operator transit time. -
Unavailability of power on MCC-5 is not directly addressed in procedure E-0, “Reactor Trip or Safety Injection,” until
step 16. A median value was used in the analysis; this assumes 6 min for diagnosis and transit time and the observed
~4 min forrecovery at the equipment. A 6-min diagnosis and transit time is considered possible because of the proximity
of MCC-5 to the control room. [The 10-min median value is somewhat longer than the licensee’s estimate of 5 to 6 min
(2- to 3-min diagnostic time, 1-min transit, and 2 min to operate breakers) and somewhat shorter than a 16-min value
that can be estimated based on a distribution of transit times in response to a faulted EDG (another important component)
included in “Electric Power Recovery Models,” J. W. Reed and K. N. Fleming, Proceedings of the International Topical
Meeting on Probabilistic Safety Assessment, PSA’93, January 26-29, 1993.]

The probability of not recovering MCC-5 was estimated by assuming that the 10-min period was the median of a
lognormal distribution with an error factor of 3.2 (see Dougherty and Fragola, Human Reliability Analysis, John Wiley

* For situations where offsite power is recovered within 30 min, the probability for MCC-5 failure is 0.1.
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and Sons, New York, 1988, Chap. 10). This is the error factor for time-reliability correlations (TR Cs) for actions without
hesitancy, which is considered appropriate based on the recognized importance of MCC-5. Three primary time intervals
for MCC-5 recovery were considered in this analysis. These intervals and the associated MCC-5 nonrecovery
probabilities are shown in Table C.2.2.

Table C.2.2. MCC-5 nonrecovery values.

Time interval (h) PMCC-5 not recovered)
0.5 6.0x 102
1.0 56x 102
1.5 9.5x10™

For the conditioning event tree, the probabilities of MCC-5 failure followed by failure to recover MCC-5 were
determined as follows:

pMCC-5 failed and not recovered | LOOP recovered within first 30 min) =0.1x (6.0 x 10'2)
=6.0x 103
p(MCC-5 failed and not recovered | LOOP not recovered within first 30 min) =0.125x%(6.0x10™)
=75x10>.
Calculations for LOOP Conditioning Sequences 1 and 3 (IRRAS Case 2.1)

Toreflect the conditions assumed in Figure C.2.1 for these sequences, the IRRAS model for Haddam Neck was evaluated
with the LLOOP initiator set to 1.0, both PORVs failed for feed-and-bleed only (set to true) and nonrecoverable for
LOOP conditions (see General Modeling considerations for a discussion of the PORV operability), emergency power
successful (basic events for both EDGs setto false), and short-term LOOP nonrecovery set to 1.0. Potential EDG failures
are addressed in the conditioning event tree (Figure C.2.1). Other initiators were ignored for this calculation.

Calculations for LOOP Conditioning Sequences 2 and 4 (JRRAS Case 2.2)

For these two sequences, two calculations were performed. In the first, the IRRAS model was evaluated with the LOOP
initiator set to 1.0, both PORVs failed for feed-and-bleed only (set to true) and nonrecoverable under LOOP conditions,
emergency power successful (basic events for both EDGs set to false), short-term LOOP nonrecovery set to 1.0, and
both HPI pumps failed (set to True) and nonrecoverable for both HPI and HPR. HPI is assumed unavailable if MCC-5
is not recovered ~0.5 h following a seal LOCA. HPI following a stuck-open SRV and feed-and-bleed are also assumed
to be unavailable since MCC-5 is unavailable at 30 min. Potential EDG failures are addressed in the conditioning event
tree on Figure C.2.1.

In addition to the IRRAS calculation, an event tree was developed to address the possibility of a seal LOCA. (Figure
C.2.2). This tree was quantified as follows.

MCC-5 Recovered Before Seal LOCA and Seal LOCA Probabilities

Operator action is required to recover either means of RCP seal cooling (seal injection and thermal barrier cooling)
following a LOOP and the loss of MCC-5. Component cooling water, which provides thermal barrier cooling, is lost
following the LOOP due to the loss of instrument air. The charging pumps, which provide seal injection, also trip
following a LOOP due to an automatic tripping feature that had recently been installed. During the 1993 ABT failure
event, because the main lube oil pumps for the charging pumps were powered from MCC-5, the charging pumps could
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not be restarted without first recovering MCC-5 or aligning the alternate Iube oil pumps. After the 1993 event, the power
supply to A charging pump lube oil pump wasrealigned to MCC-12. However, instrument air is powered from MCC-5,
and loss of MCC-5 would cause the charging flow control valve to go wide open, depriving RCP seals of flow. Operator
actions would be required to either recover MCC-5 or to throttle charging flow and restore seal injection.

The potential impact of an RCP seal LOCA. following loss of MCC-5 but'with emergency power available was addressed
in the event tree model shown in Figure C.2.2. This model is applicable to sequences involving emergency power and
anxiliary feedwater (AFW) success with the SRV closed. In this model, MCC-5 must be recovered or the charging
system must be restarted and realigned to prevent an RCP seal LOCA. Given that a seal LOCA has occurred, HPI and
HPR are required to prevent core damage. Recovery of HPI requires recovery of MCC-5 or the charging system.

To simplify the analysis, an RCP seal LOCA was assumed likely in nonblackout sequences if MCC-5 or the charging
system are not recovered at 1 h. The probability of not recovering MCC-5/charging system at 1 h, given that they were
not recovered at 0.5 h (this probability is addressed in a conditioning event tree branch), was estimated to be

PMCC-5 recovered at 1 h | MCC-5 not recovered at 0.5h) = (5.6 x 10°/6.0 x 10%) = 9.3 x 102
The probability of seal LOCA occurring at this time was assumed to be 0.7, consistent with other ASP analyses.
HPI High-Pressure Injection
Following the loss of MCC-5, the HPI system is lost (Haddam Neck IPE Table B-1, System/Function 2, Sump
Recirculation). Restoration of power to MCC-5 is required to regain HPI function. The charging pumps are also
unavailable following a loss of MCC-5 until they are realigned and restarted.

For a stuck-open SRV, the probability of HPI failure, given that MCC-5 was not recovered at 0.5 h, was assumed to
be 1.0. For an RCP seal LOCA with emergency power initially available, the fajlure probability for HPI was estimated
to be 0.17:

p(MCC-5 not recovered 0.5 h after a potential seal LOCA | MCC-5 not recovered at 1.0 h)*
=9.5x 1075.6 x 10
=0.17.
HPR High-Pressure Recirculation

The failure probability for HPR was determined by using the system failure probability from the IRRAS model for
Haddam Neck.

Caleulations for LOOP Conditioning Sequence 5

The event tree mode] used to address potential seal LOCAs following a station blackout is shown in Figure C.2.3. This
mode] utilizes the same assumptions regarding the onset of a seal LOCA and recovery of HPI as the nonblackout case.

AFW Auxiliary Feedwater

Normal AFW flow control is dependent on MCC-5. However, flow control is also possible using the hydraulically
powered turbine steam admission valves. AFW flow is controlled using these valves during startup and shutdown, so
operators are familiar with their use. Therefore, nominal AFW response was assumed following the postulated loss of
MCC-5.

* Onset of seal LOCA assumed at 1 h—see MCC-5 failure and restoration.
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MCC-5 Vulnerable to Failure When Power Restored

Following restoration of power, MCC-5 is vulnerable to failure if breaker 9C fails to operate. The failure probability of
breaker 9C is assumed to be 0.1 (the same as the beta factor) since the breaker was exposed to the same maintenance
practices that led to the failure of breaker 11C.

AC Power and MCC-5 Recoveredin1lh

For blackout sequences, both ac power and MCC-5 (or charging) must be recovered to prevent an RCP seal LOCA. The
probability of not recovering both in 1 h (the time at which RCP seal LOCAs are assumed to begin) is estimated to be
0.17 based on a convolution approach.

When MCC-5 is not vulnerable to failure when power is restored, the probability of failing to recover ac power is
estimated to be 0.12 based on LOOP recovery models described in ORNL/NRC/LTR-89/11.

Seal LOCA Probability

As discussed above for the event tree in Figure C.2.2, the probability of an RCP seal LOCA occurmring at 1 h was assumed
to be 0.7, consistent with other ASP analyses.

HPI High-Pressure Injection

Following the loss of MCC-5, HPI is lost (Haddam Neck IPE Table B-1, System/Function 2, Sump Recirculation).
Restoration of power to MCC-5 is required to regain HPI function. The charging pumps are also unavailable following
a loss of MCC-5 until they are realigned and restarted.

For an RCP seal LOCA following a station blackout, HPI recovery requires the recovery of both AC power and MCC-5
(or charging). The probability of failing to recover either of these, given they were not recovered at 1 b, is estimated to
be 0.57. This value was approximated as:

p(offsite power not recovered at 1.5 h | offsite power not recovered at 1 h, 0.47) +
p(MCC-5 not recovered at 1.5h | MCC-5 not recovered at 1h,0.17) .
AC Power Recovered in 6 h (Prior to Battery Depletion)

The probability of failing to recover offsite power before battery depletion at 6 h was estimated to be 0.037, based on
LOOP recovery models described in ORNL/NRC/LTR-89/11. These models are based on the results of the data
contained in NUREG-1032. The probabilities of ac recovery at 6 h, given it was not recovered at 1 h, were calculated
as follows:

p(offsite power recovered at 6 h | offsite power not recovered at 1 h and MCC-5 vulnerable to failure
when power is restored)

= 0.037/0.17
=0.22,

p(offsite power recovered at 6 h | offsite power not recovered at 1 h and MCC-5 NOT vulnerable to failure
when power is restored)

=0.037/0.12
=0.31.
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C.2.4.4 Core Damage Probability Calculation

Calculations were structured to parallel the similar precursor analysis of MCC-5 potential unavailability coincident with
PORY failures, which was performed in 1993 for AIT 213/93-80, LERs 213/93-006 and -007 (see NUREG/CR-4674,
ORNL/NOAC-232, Vols. 19 and 20).

The impact of the failed PORVSs on feed-and-bleed following postulated transients and small-break LOCAs was assessed
by setting the PORVs to true (failed) in the model and calculating the associated conditional core damage probability
given the initiator. This value was then multiplied by the probability that those initiators would occur during the time
interval between startup in July 1993 and discovery of the PORYV failure in February 1994.

To address the loss of MCC-5 and the failed PORVs following a postulated LOOP, a conditioning event tree was used.
This event tree characterizes potential plant conditions involving EDG success and failure, short-term (30 min) LOOP
recovery, and short-term MCC-5 recovery. The event tree is shown in Figure C.2.3.

Table C.2.3 provides the relevant branch and conditioning sequence probabilities and identifies the calculation or JRRAS
case associated with each sequence. Specific model probability modifications are indicated in the tables of selected basic
events that are included with this analysis.

The conditional probabilities estimated in calculations 1A (feed-and-bleed unavailable during transients), 1B
(feed-and-bleed unavailable following a small-break LOCA), 2-1 (conditioning sequences 1 and 3), 2-2 (conditioning
sequences 2 and 4), Figure C.2.2 (seal LOCA. for nonblackout sequences), and Figure C.2.3 (station blackout) were
combined with the probabilities of such sequences occurring in the observation period to estimate the conditional
probability for the combined event.

The sum of the probabilities for the sequences is 1.4 x 104,

For operational events involving unavailabilities such as this event, the ASP Program estimates the core damage
probability for the event by calculating the probability of core damage during the unavailability period conditioned on
the failures observed during the event and subtracting a base-case probability for the same period, assuming plant
equipment performs nominally. Because a conditioning event tree was used to analyze some of the sequences associated
with apostulated LOOP, the computer code was not used to perform this differential calculation. Instead, the calculation
program was used to calculate the probability of core damage given the conditions observed during the event and a
postulated initiating event. This probability was then multiplied by the probability of the initiator during the
unavailability period. The nominal core damage probability was estimated in the same way. For this analysis, thenominal
core damage probability for the period analyzed was found to be small and was neglected.
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Table C.2.3. Summary of conditional core damage probabilities

Sequence p(sequence) pled | sequence) p(ed) Con tggmu tion
1A 1 52x107 5
2 58x 10 (IRRAS Case 1) 3.0x 10 21.0
1B 3 6.6x 107 6
SmallbreakLOCA | 47%10 (IRRAS Case IB) 3.1x10 22
2.1 2 79x10* 5
e 55x 10 (IRRAS Case 2-1) 43x10 30.0
59x 102 5
22 4 (IRRAS Case 2-2) 1255 140 133
33x10
LOOP* %)
il 3.6x10° 25
(seal LOCA, Fig. C2.2)) : :
23 2 79%10* 5
e 17x 10 (IRRAS Case 2-1) 1.3x 10 9.1
59% 102 6
24 4 (IRRAS Case 2-2) v/l 54
1.3x 10
LOOP* 2
11x 10 14x 106 1.0
(seal LOCA, Fig. C.2.2.) ax ‘
2.5 4 13x 107! 5
LOOP* 17x10 (blackout, Fig. C.2.3.) 22x10 154
Total 14x10™ 100

¥See Table C.2.2 Tor a description of the LOOP sequences.

C.2.5 Analysis Results

The conditional core damage probability estimated for the combined event is 1.4 x 10, Postulated LOOPs (Cases 2.1
. through 2.5) contribute approximately 77% of the core damage probability. The dominant sequence, shown in Figure
; C.2.4, which contributes about 30% of the total, involves a postulated LOOP, emergency power success, recovery of
ac power and MCC-5, and failure of AFW and feed-and-bleed cooling. Selected basic event probabilities, sequence
probabilities, system names, and conditional cut sets for each of the IRRAS cases are shown in Tables C.2.4 through
C.2.19.

C.2.6 References

1. LER 213/94-004, Rev. 1, “Automatic 480 Volt Bus Transfer Failure Due to Circuit Breaker Malfunction,”
May 26, 1994,
LER 213/94-005, “Pressurizer PORVs Failed to Fully Stroke Open During Testing,” March 18, 1994.
LER 213/94-007, “Potential for Radiological Release During Post-LOCA Sump Recirculation,” April 5, 1994.
LER 213/94-013, “HPSI Pump Discharge Relief Valve Setpoint Found Low,” June 3, 1994.
NRC Inspection Report 213/94-03, April 7, 1994.
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4. LER 213/94-013, “HPSI Pump Discharge Relief Valve Setpoint Found Low,” June 3, 1994,
5. NRC Inspection Report 213/94-03, April 7, 1994.
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Table C.24. Selected basic events for Case 1A, PORVs unavailable during transients
Base Current Modified
Event name Description probability jprobability| Type for this
event
AFW-TDP-FC-1A Failure of Turbine Driven Pump 1A | 3.3E-002 | 3.3E-002 N
AFW-TDP-FC-1B Failure of Turbine Driven Pump 1B | 3.3E-002 | 3.3E-002 N
Common Cause Failures of
AFW-TDP-CF-AB Turbine Driven Pumps 1.4E-003 | 1.4E-003 N
AFW-XHENOREC | QperétorFallstoRecover AFW. | 5 g o071 | 2.6E-001 N
ystem
AFW-XHE-NOREC-a | Jperetor FallstoRecover ARW. 5 ¢p 001 | 2.6B-001 N
ystem
Operator Fails to Align Backup
AFW-XHE-RWSS-A Water Source During ATWS 4.0E-002 | 4.0E-002 N
IE-LOOP Iéﬁiflff'()ﬁs‘te Power Initiafing | ¢ sp.006 | 0.0E+000 | IGNORE | Y
Steam Generator Tube Rupture
IE-SGTR Inifiating Event 1.63E-006 | 0.0E+000 | IGNORE Y
IE-SLOCA Small LOCA Initiating Event 1.0E-006 | 0.0E+000 | IGNORE Y
IE-TRANS Transient Initiating Event 5.3E-004 | 1.0E+000 | TRUE Y
MFW-SYS-TRIP Main Feedwater System Trips 2.0E-001 | 2.0E-001 N
Operator Fails To Recover Main
MFW-XHE-NOREC Feedwater 3.4E-001 | 3.4E-001 N
PPR-SRV-CC-PRV1 PORYV 1 Fails To Open On Demand | 6.3E-003 | 1.0E+000 | TRUE Y
PPR-SRV-CC-PRV2 PORYV 2 Fails To Open On Demand | 6.3E-003 | 1.0E+000 | TRUE Y
RPS-VCE-FO Reactor Trip System Fails 6.0E-005 | 6.0E-005 N
RPS-XHE-XM-SCRAM | Operator Fails to Manually Trip
The Reactor 3.4E-001 | 3.4E-001 N
Table C.2.5. Sequence probabilities for Case 1A, PORVs unavailable during transients
Event tree % q
name Sequence name | Frequency Contribution Logic
TRANS 20 5.1E-005 98.3 /RT, AFW, MFW, F&B
TRANS 21-8 5.8E-007 1.1 RT, /RCSPRESS, AFW-ATWS
Total (all sequences) 5.2E-005 100.0
C.2-17 NUREG/CR-4674, Vol. 21
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Table C.2.6. System names for Case 1A, PORVs unavailable duaring transients

System name Description
AFW No or Insufficient AFW Flow
AFW-ATWS | No or Insufficient AFW Flow Following ATWS
F&B Failure to Provide Feed-and-Bleed Cooling
MFW Failure of the Main Feedwater System
RCSPRESS Failure to Limit RCS Pressure to <3200 psi
RT Reactor Fails to Trip During Transient

Table C.2.7. Conditional cut sets for higher probability sequences for Case 1A

%

Cut set No. Contribution

Frequency Cut sets

TRANS Sequence: 20

5.1E-005

AFW-XHE-NOREC, MFW-SYS-TRIP,

1 48.0 24E-005 | MFW-XHE-NOREC, AFW-TDP-CF-AB
AFW-XHE-NOREC, AFW-TDP-FC-1B,
2 37.4 19E-005 | MFW-SYS-TRIP, MFW-XHE-NOREC,

AFW-TDP-FC-1A

TRANS Sequence: 21-8

5.8E-007

1 36.0 2.1E-007 | AFW-XHE-NOREC-A, AFW-XHE-RWSS-A
' RPS-VCF-FO, RPS-XHE-XM-SCRAM,
2 297 L7E-007 | AFW-XHE-NOREC-A, AFW-TDP-FC-1A
RPS-VCF-FO, RPS-XHE-XM-SCRAM,
3 25.7 L7E-007 | AFW-XHE-NOREC-A, AFW-TDP-FC-1B
Total (all sequences) 5.2E-005

NUREG/CR~4674, Vol. 21

C.2-18



Appendix C LER Nos. 213/94-004, -005, -007, -013; IR 213/94-03
Table C.2.8. Selected basic events for Case 1B
PORVs unavailable following a small-break LOCA
Base Current Modified
Event name Description probability probability| Type for this
event
AFW-TDP-FC-1A Failure of Turbine Driven Pump 1A | 3.3E-002 | 3.3E-002 N
AFW-TDP-FC-1B Failure of Turbine Driven Pump 1B | 3.3E-002 | 3.3E-002 N
Common Cause Failures of
AFW-TDP-CF-AB Turbine Driven Pumps 1.4E-003 | 1.4E-003 N
AFW-XHE-NOREC gpmt“ RS2 2.6E-001 | 2.6E-001 N
ystem
HPI-MOV-0C-SUC Suction MOV From RWST Fails 4.0E-005 | 4.0E-005 N
HPI-XHE-NOREC Operator Fails to Recover the HFL | g 45001 | 8.4B-001 N
ystem
HPR-XHE-NOREC | QperatorFailstoRecoverheHER | 4 op 099 | 1.0B-000 N
ystem
IE-LOOP poss-of-Offsite Power Inifiating | 555006 | 0.08+000 | IGNORE | ¥
Steam Generator Tube Rupture
IE-SGTR Tnitiating Event 1.63E-006 | 0.0E+000 | IGNORE Y
IE-SLOCA Small LOCA Initiating Event 1.0E-006 | 1.0E+000 | TRUE Y
IE-TRANS Transient Initiating Event 5.3E-004 | 0.0E+000 | IGNORE Y
MFW-SYS-TRIP Main Feedwater System Trips 2.0E-001 N
Operator Fails to Recover Main
MFW-XHE-NORE(; Feedwater 3.4E-001 N
PPR-SRV-CC-PRV1 PORV 1 Fails to Open on Demand | 6.3E-003 | 1.0E+000 | TRUE Y
PPR-SRV-CC-PRV2 PORYV 2 Fails to Open on Demand, | 6.3E-003 | 1.0E+000 | TRUE Y-
Failure of Heat Exchangers Due to '
RHR-HTX-CF-AB Common Cause 1.4E-005 | 1.4E-005 N
RHR Motor Driven Pumps Fails
RHR-MDP-CF-ALL Due to Common Cause 4.5E-004 | 4.5E-004 N
RER-XHE-NOREC Operator Fails to Recover the RHR 1.04+000 1.0+000 N
i System -
RPS-VCF-FO Reactor Trip System Fails 6.0E-005 | 6.0E-005 N
RPS-XHE-XM-SCRAM | Operator Fails to Manually Trip
the Reactor 3.4E-001 | 3.4E-001 N
C.2-19 NUREG/CR-4674, Vol. 21
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Table C.2.9. Sequence probabilities for Case 1B
PORV5s unavailable following a small-break
Event tree % q
name Sequence name | Frequency Contribution Logic
SLOCA 03 53B-004 80.4 gﬁ/AFW oIAIEL(TOLDIORG RIEIES
SLOCA 20 5.1E-005 7.7 /RT, AFW, MFW,F&B
SLOCA 06 3.6E-005 5.5 RT, /AFW, HPI
SLOCA 21 2.0E-005 3.0 RT
SLOCA 05 1.8E-005 2.7 /RT, /AFW, /HPI, COOLDOWN, HPR
Total (all sequences) 7.1E-004 '
Table C.2.10.  System names for Case 1B

PORVs unavailable following a small-break LOCA

System name Description
AFW No or Insufficient AFW Flow

COOLDOWN | RCS Cooldown to RHR Pressure using TBV, efc.
F&B Failure to Provide Feed-and-Bleed Cooling -
HPI No or Insufficient Flow From the HPI System
HPR No or Insufficient HPR Flow
MFW Failure of the Main Feedwater System
RHR No or Insufficient Flow From the RHR System
RT Reactor Fails to Trip During Transient

NUREG/CR-4674, Vol. 21
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Table C.2.11.  Conditional cut sets for higher probability sequences for Case 1B
Cut set No. 7% Frequenc Cut sets
: Contribution 9 y
SLOCA Sequence: 3 5.3E-004 ;
HPR-XHE-NOREC, RHR-MDP-CF-ALL,
1 83.9 4-5E‘004 RI']R‘XI'IE'NOREC
SLOCA. Sequence: 20 5.1E-005
AFW-XHE-NOREC, MFW-SYS-TRIP,
1 48.0 24B-005 | \rw-XHE-NOREC, AFW-TDP-CF-AB
AFW-XHE-NOREC, AFW-TDP-FC-1B,
2 374 1.9E-005 MFW-SYS-TRIP, MFW-XHE-NOREC,
AFW-TDP-FC-1A
SLOCA Sequence: 06 3.6E-005
1 92.1 3.3E-005 HPI-XHE-NOREC, HPI-MOV-0OC-SUC
SLOCA Sequence: 21 2.0E-005
1 100.0 2.0E-005 RPS-VCF-FO, RPS-XHE-XM-SCRAM
Total (all sequences) 7.1E-004
Table C.2.12.  Selected basic events for Case 2-1
LOOP conditioning sequences 1 and 3
Base Current Modified
Event name Description probability probability}] Type for this
. event
AFW-TDP-FC-1A Failure of Turbine Driven Pump 1A | 3.3E-002 | 3.3E-002 N
AFW-TDP-FC-1B Failure of Turbine Driven Pump 1B | 3.3E-002 | 3.3E-002 N
Common Cause Failures of
AFW-TDP-CF-AB Turbine Driven Pumps 1.4E-003 | 1.4E-003 N
AFW-TNK-FC-PWST | Primary Water Storage Tank Fails 4.1E-005 | 4.1E-005 N
Operator Fails to Recover AFW
AFW. -X[-IE-NOREF:-L System During Blackout 2.6E-001 | 2.6E-001 N
Common Cause Failure of Diesel
EPS-DGN-CF-ALL Generators 1.3E-003 |+0.0E+000| FALSE Y
EPS-DGN-FC-1A Diesel Generator A Fails 42E-002 |+0.0B+000| FALSE Y
EPS-DGN-FC-1B Diesel Generator B Fails 4.2E-002 {+0.0E+000| FALSE Y
IE-LOOP Loss-of-Offsite Power Infiati | g55.006 | 1084000 | TRUE Y
Steam Generator Tube Rupture
IE-SGTR Initiating Event 1.63E-006 | 0.0E+000 | IGNORE Y
IE-SLOCA Small LOCA Initiating Event 1.0E-006 | 0.0E+000 | IGNORE Y
IE-TRANS Transient Initiating Event 5.3E-004 | 0.0E+000 | IGNORE Y

C.2221
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Table C.2.12.  Selected basic events for Case 2-1
LOOP conditioning sequences 1 and 3 (cont.)

Base Current Modified
Event name Description probabilityprobability| Type for this
event
Operator Fails to Recover Offsite
OEP-XHE-NOREC-2H Power Within 2 hrs 2.2E-001 |-+0.0E+000 Y
Operator Fails to Recover Offsite
OEP-XHE-NOREC-6H Power Within 6 hrs 6.7E-002 |-+0.0E+000 Y
PPR-SRV-CC-PRV1 PORYV 1 Failsto Open on Demand | 6.3E-003 | 1.0E+000 | TRUE Y
PPR-SRV-CC-PRV2 PORV 2 Fails to Openon Demand | 6.3E-003 | 1.0E+000 | TRUE Y
3 PORY 1 Fails to Reclose After
PPR-SRV-00-PRV1 Opening 3.0E-002 | 3.0E-002 N
PPR-SRV-00PRv2 | PORV2FailstoReclossAfter | 5 o5 005 | 308002 N
pening
Operator Fails to Close Block
PPR-XHE-NOREC-L Valves During Loop 1.1E-002 | 1.0E+000 [ TRUE Y
Table C.2.13.  Sequence probabilities for Case 2-1
LOOP conditioning sequences 1 and 3
Event tree % q
name Sequence name | Frequency Contribution Logic
LOOP 15 7.5E-004 95.5 RT-L, /EP, AFW-L, /OP-6H, F&B-L
Total (all sequences) 7.9E-004 100.0
Table C.2.14.  System names for Case 2-1
LOOP conditioning sequences 1 and 3
System name Description
AFW-L No or Insufficient AFW Flow During LOOP
EP Failure of Both Trains of Emergency Power
F&B-L Failure of Feed-and-Bleed Cooling During LOOP
OP-6H Operator Fails to Recover Offsite Power Within 6 hrs
RT-L Reactor Fails to Trip During LOOP
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Table C.2.15.  Conditional cut sets for higher probability sequences for Case 2-1
Cut set No. % Frequenc Cut sets
* Contribution q y
LOOP Sequence: 15 7.5E-004
1 48.1 3.6E-004 AFW. -XHE-NOREE—L, AFW-TDP-CF-AB
AFW-TDP-FC-1A, AFW-TDP-FC-1B,
2 374 2.8E-004 AFW-XHE-NOREC-L
Total (all sequences) 7.9E-004
Table C.2.16.  Selected basic events for Case 2-2
LOOP conditioning sequences 2 and 4
Base Current Modified
Event name » Description probability [probability| Type for this
event
AFW-TDP-FC-1A Failure of Turbine Driven Pump 1A | 3.3E-002 | 3.3E-002 N
AFW-TDP-FC-1B Failure of Turbine Driven Pump 1B | 3.3E-002 | 3.3E-002 N
Common Cause Failures of
AFW-TDP-CF-AB Turbine Driven Pumps 1.4E-003 | 1.4E-003 N
Operator Fails to Recover AFW
AFW-XHE-NOREC-L System During Blackout 2.6E-001 | 2.6E-001 N
Common Cause Failure of Diesel
EPS-DGN-CF-ALL Generators 1.3E-003 |-+0.0E+000| FALSE Y
EPS-DGN-FC-1A Diesel Generator A Fails 4.2E-002 |+0.0E+000| FALSE Y
EPS-DGN-FC-1B Diesel Generator B Fails 4.2E-002 {+0.0E+000| FALSE Y
HPI-MDP-FC-1A HPI Motor Driven Pump 1A Fails 3.9E-003 | 1.0E+H000 | TRUE Y
HPI-MDP-FC-1B HPI Motor Driven Pump 1B Fails 3.9E-003 | 1.0E+000 | TRUE Y
HPI-XHE-NOREC-L g}{’;‘eﬁ;’r Fails to Recover the HPL | ¢ /o 01 | 1.0B4000 | TRUE Y
HPR-XHE-NOREC-L gp erator Fails to Recover the HER | 4 o 04 | 1 0E+000
ystemt
IE-LOOP égifl'ff")ffsne Power Initiating | ¢ 55 06 | 1.0B+000 | TRUE Y
Steam Generator Tube Rupture
IE-SGTR Tnitiating Event 1.63E-006 | 0.0E+000 | IGNORE Y
IE-SLOCA Small LOCA Initiating Event 1.0E-006 | 0.0E+000 | IGNORE Y
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Table C.2.16.  Selected basic events for Case 2-2
LOOP conditioning sequences 2 and 4 (cont.)

Base Current Modified
Event name Description probability|probability] Type for this
event
IE-TRANS Transient Initiating Event 5.3E-004 | 0.0E+000 | IGNORE Y
: Operator Fails to Recover Offsite
OEP-XHE-NOREC-2H Power Within 2 hrs 2.2E-001 | 2.7E-001 Y

Operator Fails to Recover Offsite

OEP-XHE-NOREC-6H 6.TE-002 | 3.7E-002

Power Within 6 hrs E
PPR-SRV-CC-PRV1 PORV 1 Failsto OpenonDemand | 6.3E-003 | 1.0E+000 | TRUE Y
PPR-SRV-CC-PRV2 PORV 2 Failsto Openon Demand | 6.3E-003 | 1.0E+000 | TRUE Y
PORYV 1 Fails to Reclose After
PPR-SRV-00-PRV1 Opening 3.0E-002 | 3.0E-002 N
PPR-SRV-00-PRV2 | FORV2FailstoReclose Afler | 5 05005 1 3.08.002 N
pening
Operator Fails to CLose Block
PPR-XHE-NOREC-L Valves During LOOP 1.1E-002 | 1.0E+000 | TRUE Y
Table C.2.17.  Sequence probabilities for Case 2-2
LOOP conditioning sequences 2 and 4
Event tree % .
name Sequence name| Frequency Contribution Logic
T-L, /EP, /AFW-L, PORV-L,
LooP 15 7.5E-004 1.2 /RT-L, /EP, AFW-L, /OP-6H, F&B-L
Total (all sequences) 59E-002 100.0
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Table C.2.18.  System names for Case 2-2
LOOP conditioning sequences 2 and 4
System name Deiscription
AFW-L No or Insufficient AFW Flow During LOOP
EP Failure of Both Trains of Emergency Power
F&B-L Failure of Feed-and-Bleed Cooling During LOOP
HPI-L No or Insufficient Flow From the HPI System During LOOP
OP-2H Operator Fails to Recover Offsite Power Within 2 hrs
OP-6H Operator Fails to Recover Offsite Power Within 6 hrs
PORV-L PORVs Open During LOOP
PRVL-RES PORVs and Block Valves Fail to Reseat (EP Successful)
RT-L Reactor Fails to Trip During LOOP
Table C.2.19.  Conditional cut sets for higher probability sequences for Case 2-2
Cut set No. C ont:i/;)uti - Frequency Cut sets
LOOP Sequence: 08 5.9E-002
1 50.0 3.0E-002 PPR—SRV-OO-PRVl
2 50.0 3.0E-002 PPR-SRV-00-PRV2
LOOP Sequence: 15 7.5E-004 '
1 48.1 -~ 3.6E-004 AFW-XHE-NOREC-L, AFW-TDP-CF-AB
2 37.4 2.8B-004 ﬁ:ﬁ%&%ﬁw “IDE-FC-1B,
Total (all sequences) 5.9E-002
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C.3 LER No. 237/94-018

Event Description: Motor Control Center Trips Due to Improper Breaker Settings
Date of Event: June 8, 1994

Plant: Dresden 2

C.3.1 Summary

Following an unexpected trip of a motor control center (MCC) at Dresden 2 during surveillance testing, three MCCs
were identified at Dresden 2 and Dresden 3 with improperly set feeder breakers. A review of MCC loading indicated
that load additions since the original settings were determined had created an overload situation. For two of the MCCs,
the overload condition would only have existed if an emergency diesel generator (EDG) had been running following a
reactor trip with offsite power available. Ioad shedding following aloss-of-offsite power (LOOP) would have precluded
an overload condition for this initiating event. For one of the MCCs, the overload condition would also have existed
following a LOOP. The conditional core damage probability estimated for the event is 6.1 x 105

C.3.2 Event Description

On June 8, 1994, Dresden Unit 2 was operating at 99% power, and Unit 3 was in refueling. The Unit 2/3 standby gas
treatment (SBGT) system was in operation, and a 24-h endurance run for EDG 3 was in progress, as was a Unit 2
high-pressure coolant injection (HPCI) surveillance.

Shortly after the Unit 2 HPCI auxiliary oil pump started, MCC 39-2 tripped. As aresult of the loss of power at MCC 39-2,
(1) EDG 3 tripped on high temperature following loss of power to its cooling water pump and ventilation fan, (2) the
125-V dc and 250-V dc battery systems had to berealigned to alternate chargers, (3) ahalf-scram for Unit 3 was generated
as aresult of loss of power to a reactor protection system (RPS) motor-generator, and (4) SBGT train A automatically
started following loss of power to train B components.

MCC 39-2 loads were stripped, and the MCC feeder breaker was reclosed. MCC 39-2 loads were reenergized within
30 min of the breaker trip.

The trip of MCC 39-2 was caused by an incorrectly set feeder breaker. The feeder breaker for the MCC had a General
Electric dashpot type EC-2A overcurrent trip device, which was original equipment. The setting for this breaker was
400 A. A review of the original loading on the MCC indicated that the 400-A setting was adequate, but load additions
made to the MCC over time had increased the available running load current above the 400-A setting.

Two other breakers were subsequently identified with similar problems—MCC 28-3 and 38-3. The EC-2A trip devices
for both of these MCCs had been replaced with newer General Electric solid state type RMS-9 trip devices. Both of
these MCCs were also set to trip at 400 A. The licensee noted in the licensee event report (LER) that the setting for
MCC 38-3 was chosen to be identical with the original breaker setting based on the assumption that MCC loading had
not changed over time. However, since the loading had changed, the total connected load was greater than the protective
device setting, At the time of the MCC 28-3 trip device replacement, it was recognized that the overcurrent setting was
lower than the total connected load. However, it was assumed that the ranning load during accident conditions would
be within the setting of the protective device.

Based on the loads associated with each MCC, the licensee concluded that MCCs 38-3 and 39-2 could be overloaded
and trip during a safety actuation in which the associated EDG was running (e.g., for testing or following a spurious
start) while offsite power was still available. For these MCCs, loads shed following a LOOP would preclude an overload

C3-1 NUREG/CR-4674, Vol. 21




LER No. 237/94-018 Appendix C

condition. For MCC 28-3, however, the overload condition could exist for both LOOPs and other events in which the
associated EDG was running.

C.3.3 Additional Event-Related Information

Three EDGs provide emergency power to the two Dresden units: EDG 2 provides power to Unit 2 bus 24-1, EDG 3
provides power to Unit 3 bus 34-1, and swing EDG 2/3 provides power to either Unit 2 bus 23-1 or Unit 3 bus 33-1in
the event of aLOOP on Unit 2 or Unit 3, respectively. In the event of a dual-unit LOOP with a loss-of-coolant accident
(LOCA) on one unit, EDG 2/3 provides power to the unit with the LOCA. In the event of a dual-unit LOOP without a
LOCA, EDG 2/3 powers the unit that suffers the LOOP first. Unit 2 bus 24-1 and Unit 3 bus 34-1 can be cross-tied by
closing two normally open breakers.

Two 250-V dc and two 125-V dc batteries are shared between both units. The 250-V dc batteries primarily power large
loads, such as de-powered pumps and valves, while the 125-V dc batteries provide control power to components such
as circuit breakers. Battery chargers that normally supply dc power and provide battery charging can be powered from
buses associated with EDG 2 (Unit 2) or EDG 3 (Unit 3) or the swing EDG. Each battery is sized to power its respective
loads for 4 h.

The isolation condenser (IC) and HPCI can provide decay heat removal in the event of a LOOP with unavailability of
on-site ac power. Diesel-driven pumps provide IC secondary side makeup in this case. Since the IC does not provide
RPV makeup, it cannot be used if an SRV sticks open or if a recirculation pump seal fails. The model also assumes that
if ac power (the EDGs or offsite power) isnot recovered prior to battery depletion core damage occurs. Following battery
depletion, all instrumentation would be lost, as would control power for breaker, turbine-driven pump, and dc valve
operation. Potential recovery after this time, although possible, is extremely difficult and beyond the scope of this
analysis.

C.3.4 Modeling Assumptions

Four possible situations were addressed in the analysis of this complex event. All three MCCs could have tripped
following an initiating event in which emergency core cooling system (ECCS) actuation Wwas required, offsite power
was available, and the EDG associated with the MCC was running (e.g., for testing or following a spurious start).
Analysis Case 1a addresses the situation in which one EDG was running. Analysis Case 1b addresses the situation in
which two EDGs were running. In addition, MCC 28-3 could have tripped following a LOOP. Analysis Cases 2a and
2b consider aplant-centered LOOP at Unit 2 and dual-unit LOOPs at Units 2 and 3. In all cases, the MCCs were assumed
to trip if they could have tripped. This assumption may be conservative.

Case ]a. Postulated initiating event with offsite power available and one EDG running. This situation could exist if a

transient or small-break LOCA occurred and one of the two EDGs associated with a unit was undergoing monthly
surveillance testing. The greatest potential impact is associated with MCCs 39-2 and 38-3 at Unit 3. These MCCs, in
addition to supplying power to EDG components (and turning gear components for MCC 38-3), also supply power to
containment cooling service water (CCSW) cubicle fans. CCSW provides decay heat removal for the containment
cooling mode of low-pressure coolant injection. The analysis assumed the two CCSW trains associated with the running
EDG would be unavailable after the MCC tripped. The trip of MCC 38-3 at Unit 3 (and 28-3 at Unit 2) also impacts
fire protection panel FP-3 (and FP-2). The analysis assumes these panels do not influence the use of ﬁrewater as an
alternate source of low-pressure injection. The probability of a running EDG was estimated to be 1.4 x 103, based on
an assumed 1-h surveillance run-time for each EDG per month.

The significance for this case was estimated by setting basic events associated with the two impacted CCSW trains to
true (failed) and calculating the increase in core damage probability for non-L OOP (transient and small-break LOCA)
initiating events over a 1-year period using the IRRAS-based ASP model for Dresden. Long-term unavailabilities such
as this event have typically been modeled in the ASP Program for a 1-year period, assuming the plant was at power
70% of the time; this is equal to 6132 h (365 d x 24 h/d x 0.7). The increase in core damage probability was multiplied
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by the probability that an EDG would be running to estimate the conditional probablhty for Case 1a. This conditional
probability is Jess than 1.0 x 10°8. Since this is substantially below the 1.0 x 10 $ documentation limit used in the ASP
Program, the calculational results are not included here.

Case 1b. Postulated initiating event with offsite power available and two EDGs running. This situation could existif a
transient or a small-break LOCA. occurred and both EDGs associated with a unit were spuriously started. The analysis
for this case is similar to Case 1a, except all trains of CCSW were assumed to be unavailable. The probability of spurious
EDG start was estimated using a Sequence Coding and Search System search of Boiling Water Reactor (BWR) automatic
or manual reactor trips with spunous EDG starts. Three such events were identified in 573 trips from power, resulting
in an estimated probablhty of spurious EDG actuation of 52x 103, The resulting conditional core damage probability
is estimated to be 4.3 x 1078, also well below 1.0 x 10°°. As for Case 1a, the calculational results are not included here.

ant-centere at Unit 2. For a postulated plant-centered LOOP at Unit 2 only, offsite power
remains available at Unit 3. Trip of MCC 28-3 will result in inoperability of swing EDG 2/3 and unavailability of power
to 4-kV bus 23-1. Power can be recovered to bus 24-1 if EDG 2 fails by recovering offsite power or by closing the
cross-tie from Unit 3 bus 34-1. Because of the shared dc system at Dresden, dc power will remain available for
instrumentation even if Unit 2 batteries are depleted. Therefore, a sequence involving safety relief valve (SRV) reseat
and isolation condenser or HPCI success following a postulated station blackout will not proceed to core damage
(essentially all of sequence 44).

The probability of failing to recover power to bus 24-1 through closure of the cross-tie breakers from Unit 3 was assumed
to be 0.12 [Accident Sequence Precursor (ASP) nonrecovery class R3, see Appendix A, Sect. A.1 to the 1992 Annual
Report, NUREG/CR-4674, Vol. 17]. This value was chosen because recovery appeared possible in the required time
from the control room, but was not considered routine (the value chosen for this faiture probability for this case is
considered a bounding probability and does not substantially impact the overall analysis results). This value is used in
lieu of the failure probability for EDG 3 in the IRRAS-based ASP models to reflect the failure to provide power from
bus 34-1. The probability of EDG common-cause failure was set to false to reflect the unavailability of EDG 2/3 and
the availability of power on bus 34-1.

After elimination of sequence 44 of the LOOP tree shown in Figure C.3.1 (since it does not proceed to core damage for
a single-unit plant-centered LOOP), a conditional core damage probability of 1.6 x 10 is estimated. As for Cases 1a
and 1b, the calculational results are not included here.

Case 2b. Dual-unit LOOP at Units 2 and 3. For a postulated dual-unit LOOP (primarily grid- and weather-related
LOOPs), offsite power is unavailable to both units. If the LOOP occurs at Unit 2 first, trip of MCC 28-3 will result in

unavailability of swing EDG 2/3. EDG 3 will be required to power Unit 3 loads, leaving only EDG 2 to supply power
to Unit 2 Joads (except for battery charging, which can be provided by either EDG 2 or EDG 3).

The frequency of a dual-unit LOOP and the probablhty of failing to recover offsite power in the short-term and before
battery depletion were estimated to be 1.7 x 10 /year, 0.66, and 0.21, respectively, based on models described in Revised
LOOP Recovery and PWR Seal LOCA Models, ORNL/NRC/LTR-89/11, August 1989. These models are based on the
results of data distributions contained in Evaluation of Station Blackout at Nuclear Power Plants, NUREG-1032. The
probability of the dual-unit LOOP occurring first at Unit 2 was assumed to be 0.5. This value is based on the assumption
that a dual-unit LOOP has an equal probability of occurring first at either unit. Therefore, the initiating event probability
is equal to (1.7 x 10” /year x 0.66 x 0.5 x 1 year). The failure probability for EDG 2/3 was set to true to reflect its
unavaﬂablhty following a trip of MCC 28-3. The common-cause failure probability for the EDGs was revised to
4.4 x 10 to reflect the unavaﬂabmty of EDG 2/3. Sequence 44, which involves failure of emergency power and failure
to recover offsite power prior to battery depletion, dominates the analysis results. For this sequence to occur, both EDG 2
and EDG 3 must fail; otherwise power for battery charging wﬂl exist and the batteries will not deplete. The resulting
conditional core damage probability is estimated to be 6.1 x 10°S. This is the only case that significantly contributes to
the conditional core damage probability for this event. The calculational results are shownin Tables C.3.1 through C.3.5.

C.3-3 NUREG/CR-4674, Vol. 21




LER No. 237/94-018 Appendix C

C.3.5 Analysis Results

The conditional core damage probability estimated for this event is 6.1 x 10°°. The dominant core damage sequence,
highlighted on the event tree in Figure C.3.1, involves a postulated dual-unit LOOP (Case 2b) with subsequent failure
of all three Dresden EDGs and failure to recover offsite power prior to battery depletion. In the dominant sequence,
EDG 2/3 fails due to MCC 28-3 trip following its alignment to Unit 2 (the postulated dual-unit LOOP affects Unit 2
first), and EDG 2 and 3 fail for unspecified reasons (random or common-cause failures).

The calculational results for Cases 1a, 1b, and 2a were not included since they do not provide a significant contribution
to the conditional core damage probability for the event. The calculational results for Case 2b are shown in Tables C.3.1
through C.3.5. Definitions and probabilities for selected basic events are shown in Table C.3.1. The conditional
probabilities associated with the highest probability sequences are shown in Table C.3.2. Table C.3.3 lists the sequence
logic associated with the sequences listed in Table C.3.2. Table C.3.4 describes the system names associated with the
dominant sequences. Cut sets associated with each sequence are shown in Table C.3.5.

C.3.6 Reference

1. LER 237/94-018, “Potential Trip of Motor Control Centers Due to Improper Feed Breaker Settings,”
July 7, 1994.
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Table C.3.1. Definitions and probabilities for selected basic events for LER 237/94-018 (Case 2b)
: Base Current Modified
Event name Description probability|probability| Type for this
: event
Common Cause Failure of Diesel
EPS-DGN-CF-DGNS Generators 1.2E-003 | 4.4E-003 Y
EPS-DGN-FC-DG2 Unit 2 Generator Fails 44E-002 | 4.4E-002 N
EPS-DGN-FC-DG3 Unit 3 Diesel Generator Failure 4.4E-002 | 4.4E-002 N
EPS-DGN-FC-DG23 Swing Diesel Generator Fails 44E-002 | 1.0E4000 | TRUE Y
Operator Fails to Recover '
EPS-XHE-XE-NOREC Bmergency Power 8.0E-001 | 8.0E-001 N
IE-LOOP Loss-of-offsite Power Initiator 9.1E-007 | 5.6E-003 Y
IE-SLOCA Small LOCA Initiator 1.7E-006 | 0.0E+000 | IGNORE Y
IE-TRAN Transient Initiator 3.4E-004 | 0.0E+000 | IGNORE Y
OEP-XHE-XE-NOREC | Operetor FailstoRecover Offsite | 1507 | 5 1001 N
Table C.3.2. Sequence conditional probabilities for LER 237/94-018 (Case 2b)
Conditional core
Core damage
damage 70 Importance %
Event treename | Sequencename | 1) iy P"(’E’I‘,'i,“)“y (CCDP-CDP) | Contribution
(CCbpP)
LOOP 44 5.9E-006 3.5E-006 2.3E-006 96.7
Total (all sequences) 6.1E-006
Table C.3.3. Sequence logic for dominant sequences
for LER 237/94-018 (Case 2b)
Event tree q
name Sequence name Logic
LOOP 44 /RP1, EPS, OEP
Table C.34. System names for LER 237/94-018 (Case 2b)
System name Description
EPS Emergency Power System Fails
OEP Offsite Power Recovery
RP1 Reactor Shutdown Fails
NUREG/CR-4674, Vol. 21 C.3-6
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Table C.3.5. Conditional cut sets for higher probability sequences for LER 237/94-018

%

Cut set No. Contribution Frequency Cut sets
LOOP Sequence: 44 6.0E-006 i ' i
EPS-DGN-CF-DGNS, EPS-XHE-XE-NOREC,
EPS-XHE-XE-NOREC, OEP-XHE-XE-NOREC,
2 30.6 1.8E-006 | gpS.DGN-FC-DG2, EPS-DGN-FC-DG3
Total (all sequences) 6.0E-006
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C.4 LER No. 237/94-021

Event Description: Long-Term Unavailability of High Pressure Coolant Injection
Date of Event: August 4, 1994

Plant: Dresden Unit 2

C.4.1 Summary

On August 4, 1994, at 1559 hours, with the plant at 99% power, the high pressure coolant injection (HPCI) turbine
tripped due to high exhaust pressure during a monthly surveillance test. The cause of the high exhanst pressure was
determined to be a failed check valve (No. 2-2301-74). The failure mechanism indicated that, since the last monthly
surveillance test, the HPCI turbine would have iripped shortly after starting if the HPCI system had been needed to
perform its safety function. The conditional core damage probability estimated for this event is 3.1 x 10°.

C.4.2 Event Description

On August 4, 1994, at 1559 hours, with the plant at 99% power, the HPCI turbine failed the monthly surveillance test.
Prior to the automatic trip, the turbine was run up to 2500 rpm arid manually tripped per the surveillance after running
for approximately 5 min. The turbine was restarted and automatically tripped after 1 min due to high exhanst pressure
(100 psig). An inspection of the turbine drain system was performed, and the rupture diaphragm was replaced. On
August 7, 1994, the HPCI turbine was retested. When the turbine was started, the exhaust pressure increased at a higher
than normal rate, and the turbine was manually tripped at an exhaust pressure of 30 psig to avoid an automatic trip. At
this point, the turbine exhaust check valves were examined. A local leak rate test of the check valve volume was
performed, and leakage that exceeded the technical specification limit was found. Since the HPCI exhaust line check
valves could not be repaired on line, the reactor was shut.down on August 8, 1994.

The two HPCI turbine exhaust valves (2-2301-45 and 2-2301-74) were disassembled and inspected (see Figure C.4.1).
The valve seats for 2-2301-45 were found to be slightly worn due to normal valve operation. This condition did not
affect the operation of the HPCI system. When valve 2-2301-74 was disassembled and inspected, the valve disk was
not attached to the valve guide piston. Further inspection revealed that the four tack welds, which prevent the assembly
from rotating, had broken recently due to fatigue. Exhaust pressure observed on previous tests was determined to have
been normal, supporting the assumption that the tack welds failed during the most recent test run. Once the tack welds
were broken and the valve disc was off the closed seat, the steam flow was able to rapidly rotate the valve disc on the
valve stem, causing the valve to close by elongating the stem and valve disc assembly. This, in turn, caused the exhaust
pressure to increase as observed in the last two tests.

C.4.3 Additional Event-Related Information

The HPCI system is designed to pump water into the reactor vessel under loss-of-coolant accident (LOCA) conditions
that do not result in rapid depressurization of the reactor pressure vessel (RPV). The HPCI system is designed to pump
5600 gpm within an RPV pressure range of about 165 to 1135 psia. The size of the system is selected to provide sufficient
core cooling to prevent clad melting until the RPV pressure decreases to the point where the core spray system and/or
the low-pressure coolant injection (LPCI) subsystem become effective.

For medium-break LOCAs, RPV pressure decays away too slowly for the low-pressure injection pumps to inject and
prevent core damage without operator action to depressurize. Therefore, following HPCI failure, the automatic
depressurization system (ADS) is required to depressurize the RPV so that core spray and/or the LPCI subsystem become
effective.

C4-1 NUREG/CR-4674, Vol. 21
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C.4.4 Modeling Assumptions

The event was modeled as a long-term nonrecoverable unavailability of HPCI. Once the tack welds broke, the exhaust
check valve elongated itself closed in a matter of minutes (approximately 6 min during the failed surveillance). At this
point, the exhaust pressure would increase to the turbine trip set point (unless the pump was manually tripped). It was
assumed that any safety demand for the HPCI turbine, subsequent to the last successful monthly surveillance, would
have resulted in several minutes of high pressure injection followed by a HPCI turbine trip. Therefore, the HPCI train
was modeled as failed (HCI-TDP-FC-TRAIN set to TRUE). The difficulty encountered in identifying the root cause of
the pump failure indicates that the failure would not have been recovered during an actual demand. Therefore, the failure
was modeled as nonrecoverable (HCI-XHE-XE-NOREC set to TRUE). The HPCI system was considered unavailable
for one surveillance period (i.e., 720 h) prior to the failed surveillance. The system was also unavailable for an additional
107 h following the failed surveillance prior to the unit shutdown. As aresult, atotal failure period of 827 h wasmodeled.

The run time involved in a successful surveillance of the HPCI turbine is less than the subsequent mission time that
would be required in certain accident scenarios. If the running vibration of the turbine is considered to be a significant
contributor to the tack weld failure mechanism, then previous tests could be viewed as consuming the remaining run
time available prior to the tack weld failure. Under this scenario, the failure period could include several previous
successful surveillances. If this were the case, the 827-h unavailability period would be increased to encompass these
additional surveillance periods. However, this time period is difficult to estimate with the information available.
Therefore, the 827-h failure period modeled was utilized, although this may be nonconservative.

A loss of the HPCI turbine leaves the plant more susceptible to core damage from a medium-break LOCA; therefore, a
medium-break LOCA event tree was added to the model] that is consistent with the event tree in the Dresden individual
plant examination (IPE). The existing fault trees that are used in conjunction with the other event trees for Dresden were
applied to the medium-break LOCA event tree. The medium-break LOCA initiating event frequency was modified to
8 x 10"#year, consistent with the value used in the Dresden IPE (Table 1.5.1-1). This was converted to a per hour
frequency of 1.3 x 10'7by dividing the 8 x 10™"/year value by 6132 h, assuming a 70% plant availability [(365 days/year)
(24 W/day) (0.7 unit availability)].

Two different values were used for the operator error prevents depressurization probability under different
conditions.For medinm-break LOCAs and transient-induced medium-break LOCAs (sequences 39 and 38-39), a
probability of 0.01 was used. For conditions where a medium-break LOCA were not present, a value of 0.001 was used.
These values were derived from a review of the individual plant examinations (IPEs) for a number of BWRs.

C.4.5 Analysis Results

The conditional core damage probability estimated for this event is 3.1 x 10°S. The dominant sequence highlighted on
the event tree in Figure C.4.2 involves a postulated medium-break LOCA, failure of HPCI, and failure of ADS.

For BWRs with isolation condensers (ICs) loss of HPCI under a medium-break LOCA (or transient-induced
medium-break LOCA) requires the use of the ADS system to depressurize to allow injection of low-pressure systems.
Medium-break LOCAs are defined as those that do not depressurize the system fast enough to allow low-pressure
systems to be effective on their own. However, core damage will be minimal if depressurization fails because the break
will eventually cause sufficient depressurization to allow low-pressure systems to inject. If HPCI works for a short
period of time prior to failure, this will accelerate the depressurization such that ADS may not be required. The two
medium-break LOCA sequences (39 and 38-39) contribute 63% of the overall conditional core damage probability for
this event.

Definitions and probabilities for basic events are shown in Table C.4.1. The conditional probabilities associated with
the highest probability sequences are shown in Table C.4.2. Table C.4.3 lists the sequence logic associated with the
sequences listed in Table C.4.2. Table C.4.4 describes the system names associated with the dominant sequences. Cutsets
associated with each sequence are shown in Table C.4.5.
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Figure C.4.1.Dresden 2 HPCI turbine exhaust check vatve.

C.4.6 Reference

1. LER237/94-021, “HPCI Turbine Tripped on High Exhaust Pressure Due to a Failed Exhaust Check Valve,”
September 2, 1994.
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Table C4.1. Definitions and probabilities for selected basic events for LER 237/94-021
Base Current Modified
Event name Description probability probability] Type for this
event
ADS-SRV-CC-VALVS | ADS Valves Fail to Open 3.7E-003 | 3.7E-003 N
ADS-XHE-XE-ERROR gfe’;;:ts‘;flgfa‘goi revents 1.0B-002 | 1.0E-002* N
ADS-XHE-XE-NOREC | Operator Fails to Recover ADS 7.1E-001 | 7.1E-001 N
CRD-MDP-FC-TRNA | Train A Failure 3.7E-003 | 3.7E-003 N
CRD-MDP-FC-TRNB | Train B Failure 3.7E-003 | 3.7E-003 N
CRD-XHE-XE-ERROR. { Operator Fails to Align CRD 1.0E-002 | 1.0E-002 N
CRD-XHE-XE-NOREC | Operator Fails to Recover CRD 1.0E+000 | 1.0E+000 N
EPS-DGN-CF-DGNS g‘;n“;ﬁ‘t’grfa“se Failure of Diesel | 4 45 003 | 1.4E-003 N
EPS-DGN-FC-DG2 Unit 2 Generator Fails 7.8E-002 | 7.8E-002 N
EPS-DGN-FC-DG23 Swing Diesel Generator Fails 7.8E-002 | 7.8E-002 N
EPS-DGN-FC-DG3 Unit 3 Diesel Generator Failure 7.8E-002 | 7.8E-002 N
EPS-XHE-XE-NOREC g&zz:;ga;ﬁ:fefm"“ 8.0E-001 | 8.0E-001 N
HCI-TDP-FC-TRAIN | HPCI Train Level Failures 3.9E-002 | 1.0E+000 [ TRUE Y
HCI-XHE-XE-NOREC | Operator Fails to Recover HPCI 7.1E-001 | 1.0E+000 | TRUE Y
IE-LOOP Loss-of-Offsite Power Initiator 5.9E-006 | 4.9E-003 Y
IE-SLOCA Small LOCA Initiator 1.7E-006 | 1.4E-003 Y
IE-TRAN Transient Initiator 3.4E-004 | 2.8E-001 Y
IE-MLOCA Medium-Break LOCA Initiator 1.3E-007 | 1.1E-004 Y
OEP-XHE-XE-NOREC | Jperator Fails to Recover Offsite | ¢ cp 05 | 66002 N
PCS-SYS-VF-MISC PCS Hardware Components Fail 1.7E-001 | 1.7E-001 N
PCS-XHE-XE-NOREC | Operator Fails to Recover PCS 1.0E+000 | 1.0E+000 N
PPR-SRV-00-2VLVS | Two SRVs Fail to Close 1.3E-003 | 1.3E-003 N
PPR-SRV-00-1VLV Ome or Less SRVs Fail to Close 3.6E-002 | 3.6E-002 N

*0.0T used for MLOCTA sequences, 0.001 used for other sequences.

C4-5
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Table C.4.2. Sequence conditional probabilities for LER 237/94-021
Conditional core
Core damage .
damage Te Importance %
Event treename | Sequencename | .}, pjiipy P"‘(’g‘l‘)"%“y (CCDP-CDP) | Contribution
(CCDP)

MLOCA 39 1.3E-006 1.5E-007 1.2E-006 43.0
TRAN 38-39 7.8E-007 8.9E-008 6.9E-007 25.3
LOOP 44 4.8E-007 4 8E-007 0.0E+000 " 15.6
LOOP 41 2.6E-007 2.9E-008 2.3E-007 8.2

Total (all sequences) 3.1E-006 8.3E-007 2.3E-006
Table C.4.3. Sequence logic for dominant sequences for LER 237/94-021
Ev;:;lt: €€ |Sequence name Logic
IE-MLOCA 39 HCL, ADS

TRAN 38-39 /RPS, PCS, P2, HCI, ADS

LOOP 44 /RP1, EPS, OEP

Loop 41 /RP1, EPS, /OEP, P1, HCI

Table C.4.4.  System names for LER 237/94-021
System name Description
ADS Automatic Depressurization Fails
EPS Emergency Power System Fails
HPCI Fails to Provide Sufficient Flow to Reactor
HCI
Vessel
OEP Offsite Power Recovery
P1 One or Less SRV Fail to Close
P2 Two SRVs Fail to Close
PCS Power Conversion System
RP1 Reactor Shutdown Fails
RPS Reactor Shutdown Fails
NUREG/CR-4674, Vol. 21 C.4-6
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Table C.4.5. Conditional cut sets for higher probability sequences for LER 237/94-021
Cut set No - Frequenc Cut sets
. Contribution quency
IE-MLOCA Sequence: 39 1.3E-006 . 3
1 79.4 1.1E-006 ADS-XHE-XE-ERROR
2 20.8 2.8E-007 ADS-SRV-CC-VALVS, ADS-XHE-XE-NOREC
TRAN Sequence: 38-39 7.8E-007
ADS-XHE-XE-ERROR, PCS-SYS-VF-MISC,
1 e 6.2E-007 | pCS-XHE-XB-NOREC, PPR-SRV-00-2VLVS
ADS-SRV-CC-VALVS, ADS-XHE-XE-NOREC,
2 20.8 1.7E-007 PCS-SYS-VF-MISC, PCS-XHE-XE-NOREC,
PPR-SRV-00-2VLVS
LOOP Sequence: 44 4.9E-007 .
EPS-DGN-CF-DGNS, EPS-XHE-XE-NOREC,
1 74.7 3.6E-007 OFP-XHE-XE-NOREC
EPS-XHE-XE-NOREC, OEP-XHE-XE-NOREC,
2 253 1.2E-007 EPS-DGN-FC-DG23, EPS-DGN-FC-DG2,
EPS-DGN-FC-DG3
LOOP Sequence: 41 2.7E-007 _
EPS-DGN-CF-DGNS, EPS-XHE-XE-NOREC,
1 74.7 2.0E-007 PPR-SRV-00-1VLV
EPS-XHE-XE-NOREC, PPR-SRV-00-1VLYV,
2 25.3 6.7E-008 EPS-DGN-FC-DG23, EPS-DGN-FC-DG2,
EPS-DGN-FC-DG3
Total (all sequences) 3.1E-006
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C.5 LER No. 250/94-005

Event Description: Load Sequencers Periodically Inoperable
Date of Event: November 3, 1994

Plant: Turkey Point 3 and 4

C.5.1 Summary

During a Unit 4 Integrated Safeguards Test, the 3A sequencer failed to respond to the opposite unit’s safety actnation
signal, Troubleshooting resulted in the discovery of an error in the sequencer software logic that could prevent each of
the four Turkey Point sequencers from responding to a safety actuation signal. As a result of the software error, each
sequencer was unavailable one-fourth of the time to respond fo automatic safety actuation signals from its own train
and one-sixteenth of the time to respond to automatic signals from the other unit during both automatic self-testing and
manual testing. Unavailability of each sequencer would prevent the automatic actuation of safety-related equipment
associated with that train including the high head safety injection (HHSI) and residual heat removal (RHR) pumps.

The estimated increase in core damage probability for this event for a 1-year period is 1.8 x 10'6, over a nominal value
for the same period of 9.5 x 107>, This value is applicable to each unit.

C.5.2 Event Description

On November 3, 1994, Turkey Point Unit 3 was operating at 100% power, and Unit 4 was in Mode 5 during a refueling
outage, During the Unit 4 Integrated Safeguards Test, the 3A. sequencer failed to respond to the opposite unit’s safety
actuation signal. Troubleshooting resulted in the discovery of an error in the sequencer software logic that could prevent
each sequencer from responding to a safety actuation signal. The error impacted the Turkey Point 3 sequencers since
November 1992 and the Turkey Point 4 sequencers since May 1993.

The Turkey Point design utilizes four sequencers, one for each train at each unit. The sequencers are programmable
logic controller (PL.C)-based cabinets that use a PLC for bus stripping and logic control. The sequencers are designed
to respond to losses of offsite power (LOOPs), loss-of-coolant accidents (LOCAs), and combined LOOP/LOCA events.
The sequencers start the diesel generators and sequentially load safety-related equipment required to respond to the
initiating event. Each sequencer responds to safety actuation signals associated with its train plus signals from the
opposite unit.

Each sequencer is provided with manual and automatic self-test capabilities. The automatic test mode is normally in
operation. In the automatic test mode, the sequencer continually tests the input cards, output cards, and output relay
coils and exercises the program logic. The automatic self-test cycles through 15 of 16 possible sequencer test steps. The
test steps start roughly an hour apart and individually take about 10 s to complete. There is 1 h during which no testing
takes place. The complete automatic test cycle, therefore, takes about 16 h and then begins again. The sequencer is
designed to abort the manual and automatic test modes in response to a valid input. If a valid input signal is received
during sequencer testing, the testing stops, the test signal clears, and the inhibit signal, if present, is supposed to clear.
The valid signal is then allowed to sequentially energize the output relays for the associated safety-related equipment.

i
The 3A sequencer had dropped out of the automatic self-test without alarming, indicating that it had received a valid
input signal. During troubleshooting, the input light emitting diode (LED) for the 4A safety actuation signal was found
to be lit, indicating the signal was still present. The 3A sequencer response should have been to start the 3A HHSI pump.
However, the pump failed to start because it did not receive a start signal from the sequencer.
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A software design error was discovered that inhibited the 3A HHSI pump start signal even though a valid input signal
was present. The design error was found to affect all sequencers during both manual and automatic testing in 5 of the
16 test steps. If a valid input signal was received 15 s or later into one of the hour-long test step periods, the test signal
cleared as intended, but the inhibit signal was maintained by means of latching logic. This latching logic is established
by the test signal but could be maintained by the process input signal if it arrived prior to removal of the test signal.

This software logic error was introduced during the detailed logic design phase of the software development. The error
was not discovered during the validation and verification (V&V) process because the response to valid inputs was not
tested during all test sequences of the testing logic. In four loading sequence tests, the error prevented the sequencer
from responding to a valid safety actuation signal on the same train. In one other loading sequence test, the error
prevented the sequencer from responding to a valid safety actuation signal on the opposite unit. This software error did
not impact response to LOOP or a combined LOOP and LOCA; only safety actuation with off .ite power available was
affected. The logic error also did not affect sequencer operation with the test selector switch i1 the “off” position.

A detailed review of the sequencer software resulted in the discovery of one other error in the software, which was
independent of the testmode. A condition was identified that would have prevented the automatic start of the containment
spray pumps. The condition would occur when a hi-hi containment pressure signal is received by the sequencer during
a 60-ms time window beginning 12.886 s after receipt of a LOCA signal or 28.886 s after receipt of a LOOP/LOCA
signal. This error does not impact core damage sequences and was not addressed in this analysis.

C.5.3 Additional Event-Related Information

For non-LOOP events, each sequencer sends start signals to the following equipment associated with its train: one RHR
pump, one HHSI pump, two intake cooling water pumps, two emergency containment cooler fans, two component
cooling water pumps, and two emergency containment filter fans. Some equipment may already be in operation and
would not be affected by a sequencer failure.

Turkey Point has four HHSI pumps, one per train for each unit. All four trains are normally cross-connected at the
discharge of the pumps. Each HHSI pump is capable of providing 50% of the required injection; two of the four pumps
are, therefore, required for high-pressure injection success following a small-break LOCA. To meet single failure
criteria for a safety actuation, each sequencer signals its associated HHSI pump to start, and the opposite unit’s
sequencers signal their associated HHSI pumps to start, For example, a safety actuation signal on Unit 3, Train A, signals
the 3A sequencer and both of the Unit 4 sequencers. With no equipment failures, all four HHSI pumps will respond to
a safety actuation signal on either unit. Other equipment provided for each unit, including the two RHR pumps, is only
started by its associated sequencer.

C.5.4 Modeling Assumptions

This event was modeled as an unavailability of HHSI and RHR pump automatic actuation for LOCA-related sequences
during a 1-year period. Assuming the units were at power 70% of the time, an unavailability of 6132 h is estimated.

The Accident Sequence Precursor (ASP) Program typically considers the potential for core damage following three
postulated offsite-power-available pressurized water reactor (PWR) initiating events: transient, small-break LOCAs,
and steam generator tube rupture (SGTR). For each of these initiating events, unavailability of high-pressure injection,
when required to make up inventory lost from the reactor coolant system, is assumed to result in core damage. Two
additional initiating events also exist that are impacted by the unavailability of the HHSI and RHR pumps: medium-
and large-break LOCAs. For both of these initiating events, unavailability of low-pressure injection is assumed to result
in core damage.

The significance of an unavailability such as this event is estimated in the ASP Program in terms of the increase in core
damage probability during the unavailability period. Since a nonrecoverable failure of multiple sequencers will fail
high- and low-pressure injection, and, since unavailability of high- and low-pressure injection following a LOCA
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proceeds to core damage, the significance of this event can be estimated directly from the change in high- and
low-pressure injection failure probabilities due to the sequencer software error and the probability of a small-, medium-,
and large-break LOCA in the 6132-hour unavailability period.

Small-break LOCA. Small-break LOCA initiating events, SGTRs, and transient-induced LOCAs (primarily stuck-open
relief valves for non-LLOOP transients) were considered small-break LOCAs in this analysis. The frequencies of these
three events, based on data used in the ASP models, are 1.4 x 10"%/h (transient induced LOCA), 4.7 x 10"7/h [small-break
LOCA initiating events (spurious relief valve lifts, reactor coolant pump seal failures)], and 1.6 x 10°%n (SGTRs).
Summing these values results in an overall small-break LOCA frequency of 2.1 x 10k For the 6132-hour
unavailability period, the probability of a small-break LOCA is 1.3 x 10,

For a small-break LOCA, two of four HHSI pumps provide injection success; failure of three of the four pumps will,
therefore, fail high-pressure injection. Since the software error did not affect sequencer response to LOOPs, only
single-unit initiating events are of concern in the analysis (if LOOP response was affected, then potential dual-unit
events such as a severe weather-related LOOP would also have to be considered). Assume the small-break LOCA occurs
at Unit 3. The probability of the sequencers failing to actuate the four HHSI pumps is 0.25 for HHSI pumps 3A and 3B
(the sequencers would not respond to a valid signal on the same train during 4 of the 16 loading sequence tests) and
0.0625 for HHSI pumps 4A and 4B (the sequencers would not respond to a valid signal from the opposite unit during
one of the 16 loading sequence tests). The probability of three of the four pumps failing is estimated by considering the
pump failure combinations that can result in injection failure:

P(3A) x p(3B) x p(4A) +p(3A) x p(3B) x p(4B) +
P(3A) x p(4A) x p(4B) + p(3B) x p(4A) x p(4B) = 9.8 x 1073,

Consideration of the sequencer testing process indicates that an assumption that the sequencers fail independently is
reasonable. If the testing of the two sequencers on each unit is synchronized, the increased HHSI failure probability is

0.25 x 1.0 x 0.0625 +0.25 x 1.0 x 0.0625 +0.25 x 0.0625 x 1.0 +0.25 x 0.0625 x 1.0=6.3 x 102,

using the same approach as in the last paragraph. If the testing of the four sequencers were somehow synchronized, the
increased HHSI failure probability would be zero, since the test step that prevents response from the opposite unit is
different from the steps that prevent response on the same train. The potential impact of synchronized testing of both
sequencers on an individual unit was addressed as a sensitivity analysis.

For a small-break LOCA, manual initiation of safety injection (SI) within 30 min of the LOCA is assumed to result in
injection success. Assuming 5 min <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>