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ABSTRACT 

Nine operational events that affected eleven commercial light-water reactors (LWRS) during 1994 and that are considered 
to be precursors to potential severe core damage arzdescribed. All these events had conditional probabilities of subsequent 
severe core damage greaterthan or equal to 1.0 x 10 . These events were identifiedby computer-screeningthe 1994 licensee 
event reports fiom commercial LWRs to identi@ those that could be potential precursors. Candidate precursors were then 
selected and evaluated in a process similar to that used in previous assessments. Selected events underwent engineering 
evaluation that identified, analyzed, and documented the precursors. Other events designated by the Nuclear Regulatory 
Commission (NRC) also underwent a similar evaluation. Finally, documented precursors were submitted for review by 
licensees and NRC headquarters and regional offices to ensure that the plant design and its response to the precursor were 
correctly characterized. This study is a continuation of earlier work, which evaluated 1969-1981 and 1984-1993 events. 
The report discusses the general rationale for this study, the selection and documentation of events as precursors, and the 
estimation of conditional probabilities of subsequent severe core damage forevents. This document is bound intwo volumes: 
Vol. 21 contains the main report and Appendices A-H; Vol. 22 contains Appendix I. 
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PREFACE 

The Accident Sequence Precursor (ASP) Program was established by the Nuclear Operations Analysis Center at Oak Ridge 
National Laboratory (ORNL) in the summer of 1979. The first major report of that program was published in June 1982 
and received extensive review. Twelve reports documenting the review of operational events for precursors have been 
published in this program (see Chap. 5). These reports describe events that occurred fkom 1969 through 1993, excluding 
1982 and 1983. They have been completed on a yearly basis since 1987. 

The current effort was undertaken on behalf of the Office for Analysis and Evaluation of Operational Data of the Nuclear 
Regulatory Commission (NRC). The NRC Project Manager is P. D. O’Reilly. 

Themethodology developed andutilized in the ASPProgram permits areasonable estimate ofthe significance of operational 
events, including observed human and system interactions. The present effort for 1994 is a continuation of the assessment 
undertaken in the previous reports for operational events that occurred in 1969-1981 and 1984-1993. 

The preliminary analyses of the 1994 events were sent for review to NRC staff and licensees for those plants for which 
potential ASP events were identified. This is similar to the review process used for the 1992 and 1993 events. In addition, 
the 1994 events were also independently reviewed as part of NRC’s policy regarding probabilistic risk assessment (PRA) 
activities, All comments were evaluated, and analyses were revised as appropriate. 

Reanalyses typically focused on and gave credit for equipment and procedures that provided additional protection against 
core damage, These additional features were beyond what was normally included in ASP analyses of events prior to 1992. 
Therefore, comparing and trending analysis results fiom prior years is more difficult because analysis results before 1992 
may have been different if additional information had been solicited fiom the licensees and incorporated. 

For 1994 the total number of precursors identified is less than that of past years. This is due at least in part to incorporating 
feedback on equipment, systems, procedures, etc., such tha5events initially identified as potential precursors with a 

: conditional core damage probability somewhat greater than 10 were reanalyzed resulting in a value less than loa, which 
is the threshold for rejection. In addition, new models were used for the analysis of 1994 events. These models utilize ASP 
class-based event trees and plant-specific linked fault trees. The models are based on previous work performed by ORNL. 
The modgls were converted into the Integrated Reliability and Risk Analysis System software by the Idaho National 
Engineering Laboratory. These new models, which obviously influence the calculation of conditional core damage 
probabilities for events, represent another factor for consideration when comparing results for 1994 with those fiom previous 
years. 

The operational events selected in the ASP Program form a unique data base of historical system failures, multiple losses 
ofredundancy, and infkequent core damage initiators. These events areusell in identifying significant weaknesses in design 
and operation, for trends analysis concerning industry performance andthe impact ofregulatory actions, and for PRA-related 
information. 

Gary T. Mays, Director 
Nuclear Oaerations Analvsis Center 

I 

Oak RidgiNational Labiratory 
P. 0. Box 2009 
Oak Ridge, Tennessee 3783 1-8065 
(423) 574-0394 
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FOREWORD 

This report provides the results of the review and evaluation of 1994 operationalexperience databytheNuclear Regulatory 
Commission's ongoing Accident Sequence Precursor (ASP) Program. The ASP Program provides a safety significance 
perspective of nuclear plant operational experience. The program uses probabilistic risk assessment (F'RA) techniques to 
provide estimates of operating event significance in terms ofthe potential for core damage. The types of events evaluated 
include initiators, degradations of plant conditions, and safety epipment failms that could increase the probability of 

,postulated accident sequences. 

The primary objective of the ASP Programis to systematically evalu?e U.S. nuclear plant operating experience to iden@, 
document, andrankthose operating events whichweremost significant interms ofthepotentialforiequate core cooling 
and core damage. In addition, the program has the following secondary objectives: (1) to categorize the precursor events 
for plant specific and generic implications, (2) to provide ameamre which canbe used to trend nuclearplant core damage 
risk, and (3) to provide apartial check on PRA-predicted dominant core damage scenarios. 

This year marked the completion of the initial development of improvements m the methods used for the ASP analysis of 
operational events. The ASP analyses of 1994 operational experience were pdormedusing the staff's recently developed 
simplified, plant-specific¶ train-level models for analyzing operational events. These models are based on the M s  
Integrated Reliability and Risk Analysis System (IRRAS), which uses fault tree linking techniques to quantify accident 
sequences. 

In recent years, licensees of U.S. nuclear plants have added safety eqipment and have improved plant and emergency 
operatjng procedures. Some of these changes, particularly those iuvolving use of altemate equipment or recovery actions 
in response to specific accident scenarios, can have a significant effect on the calculated conditional core damage 
probabilities for certain accident sequences. In keeping with established practice, the 1994 prehinary ASP analyses were 
transmitted to the pertinent nuclear plant licensees and to the NRC &for review. The licensees were requested to review 
and comment on the technical adequacy of the analyses, including the depiction of their plant equipment and equipment 
capabilities. Eachofthemwiewcommentsreceivedfiornlicensees andtheNRC staffwas evaluatedforreasonableness and 
pertinence to the ASP analysis in an attempt to use realisticvalues. AU of the preliminary precursor events were reviewed, 
and the conditional core damage probability calculations were revised where appmpriate. The objective of this review 
process was to provide as realistic an analysis of the significance of the event as possible. In addition, consistent with the 
recommendations of the NRC's interoffice PRA Working Group, each of the analyses has been independently peer 
reviewed. This review provided a quality check of the analysis, ensured consistency withthe ASP analysis guidelines, and 
verified the adequacy of the modeling approach and appropIiateness of the assumptions used in the analysis. 

The total number of precursors (9) identified for 1994 is less than last year. The two most important precursor events for 
1994 consisted of an intersystem loss-of-coolant accident (LOCA) which occurred at a PWR during shutdown, and the 
unavailability of both pressurizer power-operated relief valves (F'ORVs) for an extended period of time, which was 
discovered at another PWR 

Charles E. Rossi, Director 
Safety Programs Division 
Office for Analysis and Evaluation 
of Operational Data 
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Introduction 

1. Introduction 

The Accident Sequence Precursor (ASP) Program involves the review of licensee event reports (LERs) for operational 
events that have occurred at light-water reactors (L.WRs). The ASP Program identifies and categorizes precursors to 
potential severe core damage accident sequences. The present report is a continuation of the work published in 
NUREGICR-2497, Precursors to Potential Severe Core Damage Accidents: 1969-1979, A Status Report, as well as 
in earlierversions of this document?-12 This report details the review and evaluation of operational events that occurred 
in 1994. The reqyirements for LERs are descriied in Title 10 of the Code of Federal Regulations, Part 50.73 
(10CFR50.73). Guidance on complying withthese requirements is contained inMJREG-1022, Licensee EventReport 
&stem, Description of System and Guidelines for Re~orting..‘~-’~ 

1.1 Background 

The ASP Program owes its genesis to the Risk Assessment Review Gr~up, ’~  which concluded that %nidentified event 
sequences signiscant to risk might contribute ... a small increment...[to the overall risk].” The report continues, “It is 
important, in our view, that potentially significant [accident] sequences, and precursors, as they occur, be subjected to 
the kind of analysis contained in WASH-1400.”” Evaluations done for the 1969-1981 period were the first efforts in 
this type of analysis. 

This study focuses on accident sequences in which, if additional failures had occurred, inadequate core cooling would 
have resulted and, as a consequence, could have caused severe core damage. For example, apostulated loss-of-coolant 
accident with a failure of a high-pressure injection (HPl) system may be examined or studied. In this simple example, 
the precursor would be the HPI system failure. 

Events considered to be potential precursors are analyzed, and a conditional probability of subsequent core damage is 
calculated. This is done by mapping the event onto .ASP accident sequence models. Those events with conditional 
probabilities of subsequent severe core damage 2 1.0 x are identified and documented as precursors. 

1.2 Current Process 

The current process for i d e n t w g ,  analyzing, and documenting precursors is descriied in detail in Chapter 2. 
Preliminary precursor analyses were reviewed by licensees and Nuclear Regulatory Commission (NRC) headquarters 
and regional office staff. Each documented precursor analysis also received an independent review by an NRC 
contractor. 

In addition to the events selected as accident sequence precursoTs, events involving (1) loss of containment function, 
(2) unusual failure modes or initiators, and (3) events that are impractical to analyze were identified. These events are 
also documented in this report. 

The primary source of event information is the NRC’s Sequence Coding and Search System (SCSS) data base. It 
contained 1374 LERs for 1994, and the ASP computer search algorithm selected 586 of these for two-engineerreview 
as potential precursors. In addition, the NRC independently screens anumber of data sources forpotentialprecursors, 
including emergency notifications (asrequired by lOCFR50.72), LERs, inspectionrepork, Augmented InspectionTeam 
(AIT) reports, and NRC-designated Significant Events. As a result of this process the NRC identified 36 events for 
review. From all of these sources for event information, the two-engineer review process identified 58 events (culled 
from 77 reports such as LERs and their revisions, AITs, etc.) as potentially significant events. Twenty-three of these 
events were rejected after detailed review, 12 events were determined to be impractical to analyze, 1 event was 
documented as a containment event, and 9 events were documented as “interesting“ events. The remaining 13 events 
were found to be significant. Of these 13 events, 1 event was determined to be a shutdown precursor, 7 events were 
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found to be individual at-power precursors, and the remaining 5 events were combined and analyzed as one precursor 
event. The results of these analyses are tabulated in Chapter 3. 

Chapter2 descrilesthe selectionand analysisprocessused forthereview of 1994 events. Chapter3 provides atabulation 
of the precursor events, a summary of the more important precursors, and insights on the results. The remainder of this 
report is divided into nine appendices: Appendix A describes the process used to model events, Appendix B describes 
the ASP models, Appendix C contains the at-power precursors, Appendix D contains shutdownprecursors, Appendix 
E containspotentially significant events considered impractical to analyze, AppendixF contains the containment-related 
event, Appendix G contains the “interesting” events, Appendix H contains the resolution of licensee and NRC staff 
review comments, and Appendix I includes the LE&, Inspection Reports, and Augmented Inspection Team reports 
cited in Appendices C-G. 

I 
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Selection Criteria and Quantification 

2. Selection Criteria and Quantification 

2.1 Accident Sequence Precursor Selection Criteria 

The Accident Sequence Precursor (ASP) Program is concerned with the identification and documentation of operational 
events that have involved portions of core damage sequences and with the estimation of associated frequencies and 
probabilities. 

Identification of precursors requires the review of operational events for instances in which plant functions that provide 
protection against core damage have been challenged or compromised. Based on previous experience with reactor plant 
operational events, it is known that most operational events can be directly or indirectly associated with four initiators: 
trip [which includes loss of main feedwater (LOFW) within its sequences], loss-of-offsite power (LOOP), small-break 
loss-of-coolant accident (LOCA), and steam generator tube rupture (SGTR) (PWRs only). These four initiators are 
primarily associated with loss of core cooling. ASP Program staff members examine licensee event reports (LERs) and 
other event documentation to determine the impact that operational events have on potential core damage sequences. 

2.1.1 Precursors 

This section describes the steps used to identify events for quantification. Figure 2.1 illustrates this process. 

A computerizedsearch of the Sequence Coding and Search System (SCSS) data base at theNuclear Operations Analysis 
Center (NOAC) of the Oak Ridge National Laboratory was conducted to identify LERs that met minimum selection 
criteria for precursors. This computerized search identified LERs potentially involving failures in plant systems that 
provide protective functions for the plant and core-damage-related initiating events. Based on a review of the 1984-1987 
precursor evaluations and all 1990 LE&, this computerized search successfully identifies almost al l  precursors within 
a subset of approximately one-third to one-half of all LERs. 

Events were also selected for review if an Augmented Inspection Team (AI9 or Incident Investigation Team @T) 
report was written regarding the event. In addition, the Nuclear Regulatory Commission (NRC) screens a number of 
other data sources to identify events for review. These sources include Significant Events for the NRC's Performance 
Indicator Program, events documented in NRC inspection reports, events reported in emergency notifications (as 
required by 10CFR50.72), as well as LERs. 

Those events selected for review underwent at least two independent reviews by different NOAC staffmembers. Each 
LER was reviewed to determine if the reported event should be examined in greater detail. This initial review was a 
bounding review, meant to capture events that in any way appeared to deserve detailed review and to eliminate events 
that were clearly unimportant. This process involved eliminating events that satisfied predefined criteria for rejection 
and accepting all others as potentially significant and requiring analysis. Events also were eliminated from further review 
if they had little impact on core damage sequences or provided little new information on the risk impacts of plant 
operation; for example, short-term single failures in redundant systems, uncomplicated reactor trips, and LOFW events. 

' Events were eliminated from fiuther consideration as precursors if they involved, at most, only one of the following: 
a component failure with no loss of redundancy, 
a :short-term loss of redundancy in only one system, 

* a seismic design or qualification error, 
- an environmental design or qualification error, 

0 an event that occurred prior to initial criticality, 
* a design error discovered by reanalysis, 

a structural degradation, 
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- an event bounded by a reactor trip or LOFW, 
- an event with no appreciable impact on safety systems, or 
* an event involving only post core-damage impacts. 

- unexpected core damage initiators (LOOP, SGTR, and small-break LOCA); 
- all events in which a reactor trip was demanded and a safety-related component failed; 
- all support system fkilures, including failures in cooling water systems, instrument air, instrumentation and 

Events identified for further consideration typically included the following: 

control, and electric power systems; 
any event in which two or more failures occurred; 

basis; and 

events leading to potential severe core damage. 

* any event or operating condition that was not predicted or that proceeded differently from the plant design 

- any event that, based on the reviewers’ experience, could have resulted in or significantly affected a chain of 

Events determined to be potentially significant as aresult ofthis initial review were then subjected to athorough, detailed 
analysis. This extensive analysis was intended to identify those events considered to be precursors to potential severe 
core damage accidents, either because of an initiating event or because of failures that could have affected the course 
of postulated off-normal events or accidents. These detailed reviews were not limited to the LE&; they also used final 
safety analysis reports (FSARs) and their amendments, individual plant examinations (IPEs), and other information 
available at NOAC and fiom the NRC, related to the events of interest. 

The detailed review of each event considered the immediate impact of an initiating event or the potential impact of the 
equipment failures or operator errors on the readiness of systems in the plant for mitigation of off-normal and accident 
conditions. In the review of each selected event, three general scenarios (involving both the actual event and postulated 
additional failures) were considered. 

If the event or failure was immediately detectable and occurred while the plant was at power, then the event 
was evaluated according to the likelihood that it and the ensuing plant response could lead to severe core 
damage. 
Ifthe event or failure had no immediate effect on plant operation (i.e., if no initiating event occurred), then the 
review considered whether the plant would require the failed items for mitigation of potential severe core 
damage sequences should a postulated initiating event occur during the failure period. 
If the event or failure occurred while the plant was not at power, then the event was first assessed to determine 
whether it could have occurred while at power or at hot shutdown immediately following power operation. If 
the event could only occur at cold shutdown or refueling shutdown, or the condition clearly did not impact 
At-power operation, then itshpact on continued decay heat removal during shutdown was assessed; otherwise 
it was analyzed as if the plant were at power. 

1. 

2. 

* 3. 

For each actual occurrence or postulated initiating event associated with a selected operational event, the sequence of 
operation of various mitigating systems required to prevent core damage was considered. Events were selected and 
documented as precursors to potential severe core damage accidents (accident sequence precursors) if the conditional 
probability of subsequent core damage was at least 1.0 x (see Sect. 2.2) and the event satisfied at least one of the 
four precursor selection criteria: (1) a core damage initiator requiring safety system response, (2) the failure of a system 
required to mitigate the consequences of a core damage initiator, (3) degradation of more than one system required for 
mitigation, or (4) a trip or loss-of-feedwater with a degraded mitigating system. Events of low significance were thus 
excluded, allowing attention to be focused on the more important events. This approach is consistent with the approach 
used to define 1988-1993 precursors, but differs from that of earlier ASP reports, which addressed all events meeting 
the precursor selection criteria regardless of conditional core damage probability. 

Nine operational events with conditional probabilities of subsequent severe core damage 21.0 x 1U6 were identified 
as accident sequence precursors. Eight of these were analyzed as at-power events, while the remaining event was 
analyzed as a shutdown event. 
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I 1 

Does the event invoke: - component failure (no loss of redundancy) - loss of redundancy (single system) - seismic qualiicationldesign error - environmental qualificationldesign error - precritical event - stnrctural degradation - design error discovered by reanalysis - impact bounded by trip or L O W  - no appreciable safety system impact - shutdown-related event - postcore damage impacts only 

All 1994 LERs 

PI Significant Events, AIT and  IIT events 
Other events se leckd  by the 
NRC from screening of - Inspection Reports - 1OCFR50.72 Notifications 

-Other Sources 

LERs requiring review from SCSS screen 
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b Define impact of event in terms ASP models 
of initiator observed and 
components unavailable 

Plant drawings, 
system descriptions, v 1 
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associated with event 
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Is conditional probability -1 at least 1.0 E$? No b Reject based on low probability 

'I 
Submit to review process 

Figure 2.1. ASP analysis process. 
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(Appendix F) 
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2.1.2 Potentially Significant Events Considered Impractical to Analyze 

In some cases, events are impractical to analyze due to a lack of information or the inability to reasonably model the 
event within a probabilistic risk assessment (EM) hmework, considering the level of detail typically available in PR4 
models and the resources available to the ASP Program. 

Several events identified as potentially significant were considered impractical to analyze. It is thought that such events 
are capable of impacting core damage sequences. However, the events usually involve component degradations in which 
the extent of the degradation could not be determined or the impact of the degradation on plant response could not be 
ascertained. Descriptions of events considered impractical to analyze are provided in Appendix E. 

2.1.3 Containment-Related Events 

I In addition to accident sequence precursors, events involving loss of containment functions, such as containment cooling, 
containment spray, containment isolation (direct paths to the environment only), or hydrogen control, were identified 
in the yearly review of 1994 events and are documented in Appendix F. 

2.1.4 “Interesting” Events 

Other events that provided insight into unusual failure modes with the potential to compromise continued core cooling 
but that were determined not to be precursors were also identified. These are documented as “interesting” events in 
Appendix G. 

2.2 Precursor Quantification 

Quantification of accident sequence precursor significance involves determination of a conditional probability of 
subsequent severe core damage, given the failures observed during an operational event. This is estimated by mapping 
failures observed during the event onto the ASP accident sequence models, which depict potential paths to severe core 
damage, and calculating a conditional probability of core damage through the use of event trees and linked fault trees 
modified to reflect the event. The effect of a precursor on accident sequences is assessed by reviewing the operational 
event specifics against system design information. Quantification results in a revised conditional probability of core 
damage, given the operational event. The conditional probability estimated for each precursor is useful in ranking . 
because it provides an estimate of the measure of protection against core damage that remains once the observed failures 
have occurred. 

Two important changes were made this year to the calculation approach used in the ASP Program. Linked fault trees 
are used instead of the earlier. event tree based models. The use of linked fault trees allows the impact of individual 
component failures to be correctly addressed; this could only be approximated in the earlier models. In addition, the 
probability calculated for condition assessments (events in which components are unavailable for aperiod oftime during 
which an initiating event could have occurred) has been modified. In the current report, the conditional core damage 
probability (CCDP) during the time period given the failures observed is used to rank the condition assessment events. 
In previous reports, the difference between the CCDP and the core damage probability (CDP) was used. This difference 
was referred to as the conditional core damage probability in previous reports (although this is actually an importance 
measure). To determine the importance measure, the conditional core damage probability given the failures that were 
observed was calculated. Then the CDP was calculated for the same time period by assuming nominal failure rates for 
all components, even those that were failed during the event. The difference between these values was used to rank the 
condition assessments. For most of the condition assessments that meet the ASP selection criteria, the observed failures 
significantly impact the core damage model. In these cases, there is little numeric difference between the CCDP and the 
importance measure that was previously used (CCDP-CDP). For some events, however, nominal plant response during 
the time period dominates the results. In these cases, the CCDP can be considerably higher than the importance measure. 
For conditions that involve extended time periods, the CCDP can be quite large, even thoughthe impact of the condition 
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on the plant response is minimal. For example, the assessment of LER 250194-005 (see p. C.5-4) resulted in a CCDP 
of 9.7 x Because thereported event covers a one-year 
period of time, the assessment of the nominal plant mponse over the time period yields a baseline plant CDP of 9.5 
x By only looking at the CCDP forthis event, its importance 

8 may be overestimated. Therefore, for condition assessments, the CCDP, CDP, and the difference between the two values 
are provided for each condition assessment. 

For initiating events, the CCDP used in the current report is the same as that used in previous reports. That is, the CCDP 
is calculated by setting the initiating event probability to 1.0 and modifying the other basic event probabilities based on 
the observed performance of systems and components. Additional discussion concerning the analysis methods used can 
be found in Appendix A. 

a CDP of 9.5 x lo5, and an importance measure of 1.8 x 

The observed failures increase the CCDP to 9.7 x 

Some of the frequencies and failure probabilities used in the calculations were developed from plant-specific data while 
others are derived from data obtained across the light-water reactor GWR) population. It is the goal ofthe ASP Program 
to make the models as plant-specific as possible, reflecting plant-specific configuration, component reliability, and 
operator actions. However, due to programmatic limitations, the current versions of the models still contain some 
nonplant-specific data. The conditional probabilities determined using plant-specific data for each event may differ 
slightly from those obtained with the current set of data. Appendix B documents the event trees and fault trees used in 
the 1994 precursor analyses. 

As a result of the changes made in the processes and the models used for the analysis of the 1994 events, the results are 
not directly comparable to the results of previous years. 

2.3 Review of Precursor Documentation 

This section describes the steps involved in the review of the event analyses. Figure 2.2 illustrates this process. 

After completion of the preliminary analyses of the events, the analyses were transmitted to the pertinent nuclear plant 
licensees and to theNRC staff for review. The licensees were requested toreview and comment on the technical adequacy 
of the analyses, including the depiction of their plant equipment and equipment capabilities. Each of the review 
comments was evaluated for reasonableness and pertinence to the ASP analysis. Although all of the preliminary 
precursor events were sent out for review, comments were not received fiom all the licensees. Each of the comments 
received was reviewed to determine the effect on the modeling of the events. 

As with the 1993 events, the 1994 precursor analyses were also sent to anNRC contractor, SandiaNational Laboratories 
(SNL), for an independent review. The review was intended to (1) provide an independent quality check ofthe analyses, 
(2) ensure consistency with the ASP analysis guidelines and with other ASP analyses for the same event type, and (3) 
verify the adequacy of the modeling approach and appropriateness of the assumptions used in the analyses. 

After the preliminary analyses were revised based on licensee, NRC, and SNL comments, the analyses were sent back 
to the NRC and SNL for additional comments. The analyses were:revised again, as necessary, based on the additional 
NRC and SNL comments. 

The comments received on the preliminary analyses fell into three basic categories: (1) additional plant-specific 
equipment and event mitigation strategies available for the initiating events of interest, (2) clarification of event 
conditions and actual or potential licensee actions in response to the event, and (3) plant-specific probability data. The 
comments varied in level of detail and completeness. Due to program limitations, the applicability of the comments was 
restricted to the associated analysis and no effort was made to assess the potential applicability of the comments to the 
other analyses or the effects of modifying the remaining analyses in a similar manner. Reviewing the applicability of 
each comment across all of the events would have affected the conditional core damage probability for some of the 
events. It is possible that this would affect the ranking of the events. 
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Other 
NRC 

personnel 

Revise calculations, analysis as required 

Develop responses to comments from Licensee, SNL, and NRC 

Revised analysis package 
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Figure 2.2.ASP review process. 
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A summary of the comments received fiom the licensees and the NRC st&, as well as a response to each comment, 
can be found in Appendix H. 

2.4 Precursor Documentation Format 

The 1994 precursors are documented in Appendices C and D. The eight at-power events are contained in Appendix C, 
and the shutdown event is contained in Appendix D. A description of eachevent is provided with additional infomation 
relevant to the assessment of the event, the ASP modeling assumptions and approach used in the analysisJ and analysis 
results. A figure indioating the dominant core damage sequence associated with each event is also included. 

For most events the conditional core damage probability calculation is documented in a series of tables. The tables 
include selected basic event probabilities; sequence logic; probabilities, importance, and system names for higher 
probability sequences; and selected cut sets for higher probability sequences. Forthe remaining eventsJ the calculational 
methods are described in the text. Copies of the LERs, NRC inspectionreports, and AIT reports relevant to the events 
are contained in Appendix I. 

2.5 Potential Sources of Error 

As with any analytic procedure, the availability of information and modeling assumptions can bias the results. In this 
section, several of these potential sources of error are addressed. 

1. 

2. 

3. 

4. 

Evaluation of on& a subset of 1994 LERs. For 1969-1981 and 1984-1987, all LE& reported during the year 
were evaluated for precursors. For 1988-1994, only a subset of the LERs was evaluated in the ASP Program 
after acomputerizedsearchoftheSCSS database andscreeningbyNRCpersoImel.whilethissubsetisthought 
to include most serious operational eventsJ it is possible that some events that would normally be selected as 
precursors were missed because they were not included in the subset that resulted fiomthe screening process. 
Since 1993, this likelihood has been reduced due to the augmentation of the LERscreening process withinthe 
ASP Program by the NRC’s daily review of other sources of operational event data. 
Inherent biases in the selection process. Although the criteria for identification of an operational event as a 
precursor are fairly well-defined, the selection of an event for initial review can be somewhat judgmental. 
Events selected in the study were more serious than most, so the majority of the events selected for detailed 
review would probably have been selected by other reviewers with experience in LWR systems and their 
operatioa However, some differences would be expected to exist; thus, the selected set of precursors should 
not be considered unique. With the augmentation of the LER screening process by multiple NRC reviews of 
operational data sources, the influence of this error source on the results should be Signi€icantly reduced. 
Lack of appropriate event information. The accuracy and completeness of the LE% and other event-related 
documentation in reflecting pertinent operational information are questionable in some cases. Requirements 
associated WithLERreporting (i.e., 10 CFR50.73), plus the approachto event reportingpracticed at particular 
plants, can result in variation in the extent of events reported and report details among plants. Although the 
LER Rule of 1984 has reduced the variation in reported details, some variation still exists. In addition, only 
details of the sequence (or partial sequences for failures discovered during testing) that actually occurred are 
usually provided; details concerning potential altemate sequences of interest in this study must often be 
inferred. 
Accuracy of the ASP models andprobability data. The event trees used in the analysis are plant-class specific 
and reflect differences between plants in the eight plant classes that have been defined. The fault trees are 
structured to reflect the plant-specific systems. While major differences between plants are represented in this 
way, the plant models utilized in the analysis may not adequately reflect all important differences. Known 
problems concern ac power recovery following a LOOP and battery depletion (station blackout issues). 
Modeling improvements that address these problems are being pursued in the ASP Program. 
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Several problems have been noted with the new IRRAS-based models supplied to ORNL by the NRC that 
were used to analyze the 1994 events identified. Not all of these problems could be resolved prior to the 
completion of this report. ORNL event analysts identilied and conrected those problems that were judged to 
have asigdicantimpact onthe analysisresults.Determiningtheimpact oftheremainingproblemsis currently 
beyond the scope of the ASP Programresources. However, it is believedthatthe remainingmodelingproblems 
will not significantly impact the results presented. 

Because of the sparseness of system failure events, data from many plants must be combined to estimate the 
failure probability of a multitrain system or the frequency of low- and moderate-frequency events (such as 
LOOPS and small-break LOCAs). Because of this, the modeled response for each event will tend toward an 
average response for the plant class. If systems at the plant at which the event occurred are better or worse than 
average (djfficult to ascertain without extensive operating experience), the actual conditional probability for 
an event could be higher or lower than that calculated in the analysis. 

Known plant-specific equipment and procedures that can provide additional protection against core damage 
beyond the features included in the ASP models were addressed in the 1994 precursor analysis. This 
infomation was not uniformly available; much of it was provided in licensee comments on preliminary 
analyses and in PE documentation available at the time this report was prepared. As a result, consideration of 
additional features may not be consistent inprecursor analyses of events at differentplants. However, multiple 
events that occurred at an individual plant or at similar units at the same site have been consistently analyzed. 
Di$cuZ@ in determining the potential for recovey of failed equipment. Assignment of recovery credit for an 
event canhave asignificant impact onthe assessment ofthe event. The approachused to assignrecovery credit 
is desmied in detail in Appendix B. The actual likelihood of failing to recover from an event at a particular 
plant is difticult to assess and may vary substantially from the values currently used in the ASP analyses. This 
djfficulty is demonstrated in the genuine differences in opinion among analysts, operations and maintenance 
personnel, and others, concemingthe likelihood ofrecovering from specific failures (typically observed during 
testing) within a time period that would prevent core damage following an actual initiating event. 
Assumption of a 1-month test interval. The core damage probability for precursors involving unavailabilities 
is calculated on the basis ofthe exposure time associated with the event. For failures discovered during testing, 
the time period is related to the test interval. A test interval of 1 month was assumed unless another interval 
was specitied inthe event documentation. See Reference 2 for amore comprehensive discussion of test interval 

5. 

6.  

as sumptiom. 
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3. Results 

This chapter summarizes results of the review and evaluation of 1994 operational events. The primary result of the ASP 
Program is the identification of operational events with conditional core damage probabilities of 21.0 x 1O%at satisfy 
at least one of the four precursor selection criteria: (1) a core damage initiator requiring safety systemresponse, (2) the 
failure of a system required to mitigate the consequences of a core damage initiator, (3) degradation of more than one 
system required for mitigation, or (4) a trip or loss-of-feedwater with a degraded mitigating system. Nine such events 
identified for 1994 are documented in Appendices C and D. 

Direct comparison of results with thoseof earlier years is not possible without substantial effort to reconcile analysis 
differences. The plant-class event trees and plant-specific fault trees were first used to model the current year's events. 
Additional equipment and procedures (beyond those addressedinthe ASP models described in AppendixA of Vol. 17) 
were incorporated into the analysis of 1992 and 1993 events. The models used in the analysis of 1988-1993 events 
differ from those used in 1984-1987 analyses. Starting in 1988, thk project team evaluated only a portion of the LERs 
(as described in Sect. 2.1.1). Before 1988, all LERs were reviewed. Beginning with the review of 1993 events' the 
screening and review of LE& in the ASP Program were augmented by the NRC's screening and review of other 
operating event data. Because of the dif€erences inreview and analysismethods, only limited observations are provided 
here. Refer to the 1986 precur~orreport~ for a discussion of observations for 1984-1986 results and to the 1987-1991 
reports6"' for the results ofthose years. 

3.1 Tabulation of Precursor Events 

The 1994 accident sequence precursor events are listed in Tables 3 -1-3.6. The following informationis mcluded m each 
table: 

Docket/document number associated with the event @vent Identifier) 
Name of the plant where the event occurred (Plant) 
A brief description of the event (Description) 
Conditional probability of potential core damage associated with the event Ip(cd)] 
Date of the event (Event Date) 

* Plant type (Plant Type) 
* Initiator associated withthe event or unavailability if no initiator was involved (Event Type) 

The tables are sorted as follows: 
* Table 3.1-At-power precursors involving unavailabilities sorted by plant 

Table 3.2-At-power precursors involving initiating events sorted by plant 
- Table 3.3-Shutdown precursors involving initiating events sorted by plant 

Table 3.4-At-power precursors involving unavailabilities sorted by conditional core damage probability . 
- Table 3.5-At-power precursors involving initiating events sorted by conditional core damage probability 

Table 3.6-Shutdown precursors involving initiating events sorted by conditional core damage probability 
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Table 3.1. At-power precursors involving unavailabilities sorted by plant 

:t t -. ~ ---I- 

I 
I I L V l l  

I Motor Control Center Trips I A 

Plant -Eve1 I Plnnt I Event identifier I Description I +....- I amtj Event p(cd) 

Dresden 2 

I Dresden 2 I LER237/94-018 I Due to Improper Breakei I BWR I 6/8/94 I 6.1 x 10” I Unavail. 
Settings 
Long-Term Unavailability of 

LER 237/94-021 High Pressure Coolant BWR 8/4/94 3.1 x Unavail. 

Haddam Neck 

Point Beach 
1 and2 
Turkey Point 
3 and4 

Injection 

Power-Operated Relief 
Valves and Vital 480-V ac PWR 2/16/94 1.4 x lo4 Unavail. 

LERs 
21 3/94-004, 
-005, -007, -013, B~~ ~ ~ ~ ~ d ~ d  
IR 213/94-03 

OW94 1.2 x Unavail. 

17/3/94 1.8 x Unavail. 

- - ,-, _-- Both Diesel Generators m-7 m 

1 -  

I Load Sequencers Periodically . I ,,TLTm I 
I Unavailability of I 

LET ArA,nl 

I rwn I L’ 
K Zbb1Y4-UUL I hoperable 

LER 304/94-002 Zion 2 

I Inoperabie I =wn I l 1  K L3UIY4tUU3 

PWR 3/7/94 2.3 x Unavail. Turbine-Driven Auxiliary 
Feedwater Pump and 
Emergency Diesel Generator 

Description 
Tr i~ .  LOSS of 13.8-kV BUS, 

I Event 
type d a t e  P W )  @?e 
Plant Event 

ani  Short-Tern Saltwater- 
Cooling System 
Unavailable 
Scram, Main I 

pWR 1/12/94 1.3 10-5 Reactor 
Trip Calvert Cliffs 2 LER 318/94-001 

River Bend 
Turbine-Generator Fails to 
Trip, Reactor Core 
Isolation Cooling and I BWR 1 9/8/94 I 1.8 x I Ry:: I LER 458194-023 
Control Rod Driie 
Systems Unavailable 

type date P W  

PWR 9/17/94 3 . 0 ~  10 

Description Plant Event Plant Event identifier 
Reactor Coolant System 
Blows Down to Reheling 

Hot Shutdown 

-3 ‘ Wolf Creek IR 482/94-018 Water Storage 

Table 3.3. Shutdown precursors involving initiating events sorted by plant 

Event 
tvne 

Interfacing 
LOCA 
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I 

P@d) 

1.4 x 10‘ 

Results 

Plant FAt Event identifier Description 

Power-Operated Relief 
Valves and Vital 480-V ac 
Bus Degraded 

Unavailability of 

LERs 
213194-004, 

HaddamNeck PWR 405, 407, -013, 
IR 213194-03 

Table 3.4. At-power precursors involving unavailabilities sorted by conditional core damage probability 

1.2x 10 -5 

- -  
Both Diesel Generators and2 Beach p m  LER 266194-002 Inoperable 

Turbine-Driven Auxiliary 
Feedwater Pump and 2.3 x 10’’ I Zion2 I p m  I LER304194-002 I 

6.1 x 

3.1 x 

I I I I EmerEency Diesel Generator 

Motor Control Center Trips 

Settings 
Long-Tern Unavailability of 

Iniection 

Dresden 2 BWR LER 237194-018 Due to Improper Breaker 

Dresden 2 BWR LER237194-021 High Pressure Coolant 

4 1.8x 10 

” 

Load Sequencers Periodically PWR LER 250194-005 Inoperable Turkeypoint 
3and4 

Event identifier 

Event 
date 

211 6/94 

Description 
Scram, Main 

3/7/94 

P(Cd) 

2/8/94 

Plant . PAt Event identifier Description 
Reactor Coolant System 

6/8/94 

8/4/94 

11/3/94 

Event 
tvne 

Unavail. 

Unavail. 

Unavail. 

Unavail. 

Unavail. 

Unavail. 

Table 3.5. At-power precursors involving initiating events sorted by conditional core damage probability 

I Turbine-Generator Fails to I 1 Trip, Reactor Core 
BWR I LER 458/94-023 Isolation Cooling and 

Control Rod Drive 
Systems Unavailable 

I 

Trip. LOSS of 13.8-kV BUS, 
ani Short-Term Saltwater- 
Cooling System p m  I LER318194-001 I 

I I Unavaiiable 

Event Event + 
Reactor 

Trip 9/8/94 

Reactor 
Trip 1/12/94 

Table 3.6. Shutdown precursors involving initiating events sorted by conditional core damage probability 

Blows Down to Refueling 3.0 x 10” Wolf Creek PWR IR 482194-018 Water Storage Tank I I I  I Hot Shutdown 

Event 
date 

9/17/94 

Event 

Interfacing 
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3.1.1 Potentially Significant Events That Were Impractical to Analyze 

Twelve potentially significant events were considered impractical to analyze for 1994. Typically, this event category 
includes events that are impractical to analyze due to lack of information or the inability to reasonably model the event 
within a probabilistic risk assessment fhnework, considering the level of detail typically available in probabilistic risk 
analysis models. These potentially significant events are documented in Appendix E of this report. 

3.1.2 Containment-Related Events 

One containment-related event was found for 1994. This event category includes losses of containment functions, such 
as containment cooling, containment spray, containment isolation (direct paths to the environment only), or hydrogen 
control. A description of this event is located in Appendix F. 

3.1.3 “Interesting” Events 

Nine “interesting” events were found for 1994. This event category includes events that were not selected as precursors 
and events rejected on low probability that provided insight into unusual failure modes with the potential for compromise 
of continued core cooling. For example, a particularly interesting event occurred at Salem 1. Following an unexpected 
reactor trip at Salem 1, two safety injections (SI) were automatically initiated. The first SI was caused by a main steam 
pressure pulse and resulted in the pressurizer filling completely with water. This is called a“so1id condition.” The second 
SI was caused by a rapid decrease in reactor system pressure when a secondary-side safety valve opened with the 
:pressurizer ‘‘solid.yy The pressurizer power-operated relief valves actuated over 300 times during this event. Complete 
descriptions of this event and other “interesting” events are located in Appendix G of this report. 

3.2 Important Precursors 

Two precursors with conditional core damage probabilities of 2104 were identified for 1994. Events with such 
conditional probabilities have traditionally been considered important in the ASP Program. For 1994, these events 
include the following: 

3.2.1 Wolf Creek, RCS Blows Down to Refueling Water Storage Tank During Hot 
Shutdown 

At 0400 hours on September 17,1994, Wolf Creek was in Mode 4 preparing to begin a reheling outage with a reactor 
coolant system (RCS) pressure of 340 psig and temperature of 300°F. Two reactor coolant pumps (RCPs) were in 
service, the steam generators were filled, and the condenser and condensate systems were secured. The safety injection 
(SI) pumps and one of two centrifugal charging pumps were out of service with breakers open to prevent low-temperature 
overpressurization. Residual heat removal (RHR) train A was in service to provide shutdown cooliig. 

Maintenanceworkwas beingperformed onRJ3Rvalve 8716A, the ARHkto safety injectionsystemhot leg recirculation 
isolation valve, and efforts were in progress to ready RHR train B for use. 

RHR train B was being lined up for recirculation back to the refbeling water storage tank (RWST) to raise boron 
concentration before placing the train in service. This required the opening of valve 8717, amanual valve in the 8-in. 
common line ftom the RHR pump discharge headers to the RWST emergency core cooling systems (ECCS) pump 
suction header. A nuclear station operator (NSO) was dispatched to locally open valve 8717. The operators then received 
a call ftom aplant electrician requesting that valve 8716A be stroked (closed and reopened) in support of a test procedure. 
Meanwhile, the NSO had arrived at valve 8717 and prepared to open it. 
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Approximately 3 ft from the NSO, the electrician was working onvalve 8716A, but neither he northe NSO recognized 
the significance of opening valves 8717 and 8716A simultaneously. When opened together, valves 8716A and 8717 
provide a direct pathway from the RHR pump discharge to the RWST ECCS suction header. When the control room 
operator closed valve 8716A from the control room, the operator stationed at valve 8717 apparently had only begun 
opening it. As water flowed from the RCS to the RWST, pressurizer level dropped about 2%, but this was not noted 
until the event was reviewed later. After valve 8716A closed, the control room operator waited about 30 s and then 
reopened it. 

Valve 8717 was fully openbythis time andreactor coolant hventorybeganrapidlyflowingto theRWST. The operator 
stationed at 8717 observedloudflow andwaterhammernoises, calledthe controlroomtoreportthem, andwasinstructed 
to close thevalve. This instruction was apparently based on,good operating practice to reclose avalve whenunexpected 
flow and noise result from opening it, rather than from an understanding of the circumstances of the event. At the same 
time, control room personnelreceived ahigh RWST level alarm, the pressurizer levelhigh annunciator cleared, and the 
,pressurizer level instrumentation “pegged low.” 

Operators responded by tripping the RCPs, increasing charging flow, and manually isolating letdown. A relief 
supervising operator who waspresent atthetimeidentifiedtheflowpaththroughvalves 8716Aand 8717 totheRWST. 
Operators closed valve 8716A, isolating the blowdown about 66 s into the event. 

During the time that the blowdown was in progress, about 9,200 gal flowed from the RCS to the RWST, causing the 
RWST to overflow. Approximately650 galovdowedhrntheRWSTtothewasteholdup tank. TheRHRandcharging 
systems remained in service, and RCS level was gradually restored. 

Subsequent analysis determined that, had the blowdown not been quickly isolated, the primary system could have 
drained down to the RCS loop elevation in as little as 3 min. The RWST ECCS suction header could have been iilled 
with steam shortly thereafter. It was further determined that an operating RHR pump could have been damaged by as 
little as0.5minofoperationaftertheprimarysystemdraineddowntotheRCSloop elevation.Unisolated,theblowdown 
could have led to core uncovery in as little as 30 min, based on a Westinghouse analysis of the event. 

The Westinghouse analysis, performed after the event, suggests that once the RWST ECCS suction header voided, 
operation of the multistage SI pumps would have resulted in their failure. Isolation of the blowdown path would have 
allowed waterto flowbackfromthe RWSTintothe suctionheader, however,thereisno assurancethattheECCSpumps 
could fulfill their functions while drawing water from the RWST following such an event. 

The Westinghouse analysis also indicates that if the suction header vdided, recovery of the RHR pumps would be 
problematic even if they were shut off in time. In less than the time required to fill, vent, and restart an RHR pump, 
reactor pressure could exceed the RHRreactor high-pressure shutoff point. 

Evaluation of this event is strongly infiuenced by assumptions regarding humanreliability, the time and degree of effort 
required to recover ECCS systems, and the viability of the “reflux” cooling method, wherein steam from a boiling core 
may be condensed inthe steam generatortubes withthe condensate draining back to thereactor. Substantialuncertainty 
is associated with each of these assumptions. 

Approximately 3 min were available for the operators to diagnose and isolate the blowdown before all RHR and ECCS 
pumps were rendered inoperable. Eventhough procedures did not address the response to this condition, the operators’ 
understanding of the existing system alignment allowed them to rapidly diagnose and conect the problem. During the 
event, the blowdown was isolated after aperiod df 66 s. 

To estimate the likelihood that operators would fail to isolate the blowdown prior to uncovering the RCS loops, the time 
reliability correlation (TRC) models from Human Reliability Analysis (Dougherty and Fragola, Wiley, 1988) were 
employed. Operator response within the first 3 min was assumed to be rule-based and without hesitancy. This is 
considered appropriate based onthe indications available to the operators at the time. Setting the medianresponse time 
totheresponsetime observedinthisevent (-60 s), andusing Table 10-8 ofDoughertyandFragola,resultsinanestimated 
crew error probability of 0.06. 
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Had operators failed to isolate the blowdown path within 3 min, a direct vent path would have been established from 
the RCS through the RWST. Analyses were performed showing that core damage could have occurred as little as 27 min 
later. 

,After the RCS loops voided at 3 min, the ECCS common suction header would have begun to void. Additional 
consequences of a failure to terminate the event prior to this point would require more difficult operator actions. These 
actions were considered recovery (general diagnosis that must be used in the absence of rules) with hesitancy (due to 
conflict, burden and uncertainty) within the context of the TRC model. Based on Table 10-1 1 in Dougherty and Fragola, 
a crew failure probability of 0.05 is estimated for the 27-min time period. 

If the blowdown had been isolated after the loops voided (after 3 min, but before 30 min), substantial time and effort 
would have been required to refill and vent the RWST ECCS suction header and the ECCS pump suctions, which are 
aligned to it. An analysis performed by Westinghouse indicates that significant voids entrained in the suction supply 
(5-20%) would guarantee a loss of ECCS prime, and other analyses have shown that operation in that condition for 
more than a minute or two would cause pump failure. 

Without extensive venting and priming, the high-pressure pumps would be expected to fail after loop voiding. The 
high-pressure ECCS pumps were, therefore, assumed in this analysis to be unavailable once the RWST ECCS suction 
header voided. 

A conservative analysis (without consideration of steam generator secondary side inventory that existed during the 
event) showed that, without some form of decay heat removal, pressure in the RCS could exceed the RHR pump shutoff 
head within as little as 15 min. This is less than the time that would likely be required to restore the RHR system to 
service. As the power-operated relief valves (PORVs) were found to be inoperable subsequent to this event, it was 
assumed that depressurization of the RCS would have been difficult tp achieve. The RHR pumps were, therefore, 
assumed to be inoperable once the RWST ECCS suction header voided. The only remaining decay-heat removal path 
would be reflux cooling via the steam generators (SGs). The SGs were available during the event, and reflux cooling 
was considered a viable core cooling method. In the short term, the water inventory in the SG would provide decay heat 
removal. Eventually, SG makeup and the opening of atmospheric vent valves would be required for continued heat 
removal viathis method. Reflux cooling requires two SGs for success. Assuming both motor-driven auxiliary feedwater 
pumps and all four steam generators and their atmospheric dump valves are available, a failure probability of - 7.0 
x lo4 is estimated for reflux cooling based on component failure probabilities used in the IRRAS-based ASP models 
for Wolf Creek. It should be noted that this estimate addresses equipment availability only and not the uncertainty in 
the viability of the reflux cooling method. Since consideration of such uncertainty is beyond the scope of this analysis, 
the potential impact of reflux cooling being unavailable or ineffective was addressed in a sensitivity analysis. 

The probability of core damage for this event is 3.0 x 10”. This estimate is probably conservative in that it assumes all 
ECCS pumps are unavailable once significant voiding occurs in the ECCS common suction header. Assumptions 
concerning the viability of reflux cooling play an important role in the core damage probability estimated for this event. 
For example, an assumed failure probability of -0.05 for reflux cooling raises the estimated core damage probability 
by a factor of 2, to 6.0 x lo5. 

3.2.2 Haddam Neck, Power-Operated Relief Valves and Vital 480-V ac Bus Degraded 

During t e skg  on February 16,1994, it was discovered that one of two feed breakers to motor control center-5 (MCC-5) 
could jam and fail to close when demanded. MCC-5 supplies power to a number of vital components in both safety 
system trains. During testing on February 19,1994, it was discovered that air operators for the pressurizer PORVs were 
experiencing control air leaks and that the PORVs could not be operated properly from their safety-grade control air 
supply. Investigation revealed that repairs to fx a prior PORV failure were made incorrectly during the previous 
refieIing outage. The PORV diaphragms were not seated correctly and were coated with a lubricant rather than a required 
sealant. A substantial air leak resulted, and the PORVs could not be opened more than 50%. The combined conditional 
core damage probability estimated for these events is 1.4 x lo4. 

~~~ ~ 
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Surveillance testing of the PORVs in May 1993 identified that one valve was experiencing leakage from its diaphragm 
assembly. This leak, in conjunction with failure of the associated air pressure regulator, resulted in excessive air 
consumption. Had the system been demanded, operator action to isolate the leaking PORV would have been required 
to ensure an adequate long-term supply of control air to the other PORV. Repairs to the system, including replacement 
of the PORV diaphragms, were completed prior to the end of the 1993 refueling outage. 

The design ofthe new diaphragms varied somewhat from the original ones, which may have contributed to the difficulties 
experienced during the replacement process. Errors were made during the replacement, including the use of a lubricant 
instead of a sealant around the diaphragm’s bolt circle. This allowed the diapbragm to extrude out between the sections 
of its housing, creating a pathway for air leakage. An NRC inspection team report related to this event indicates that 
both valves could only be opened about 50% during testing. The LER for the event indicates that two safety functions 
were potentially compromised by the PORV failures: feed-and-bleed cooling and high-pressure safety injection P S I )  
makeup during certain small-break LOCAs. 

The HPSI pumps at Haddam Neck do not develop sufficient discharge head to force adequate flow for feed-and-bleed 
cooling through the pressurizer safety valves. Accordingly, the operators must be able to open a PORV for 
feed-and-bleed cooling to succeed. Air is supplied to the PORVs from the containment air compressors. The containment 
air compressors, which are located within the containment building, are not rated for the environmental conditions that 
could occur during feed-and-bleed cooling, and the compressors could be expected to fail under such conditions. The 
PORVs are also provided with safety-related control air accumulators that maintain a reserve supply of control air in 
the event of compressor failure, but these accumulators were inadequate to operate the PORVs during the time that the 
air-operator diaphragms were damaged. As a result of their incorrect installation, the PORV air-operator diaphragms 
were damaged and subject to leakage from some unknown time after they were replaced during the 1993 refheling 
outage until the condition was discovered on February 19, 1994. 

During a period of time overlapping the PORV unavailability, the automatic bus transfer (ABT) circuit for MCC-5 
failed when tested. At the time of the event, MCC-5 supplied many pieces of important equipment in both trains, 
including equipment that would have been required for successful operation of HPSI, low-pressure safety injection 
(LPSI), recirculation, long-term cooling, containment spray, reactor coolant (RC) system loop isolation, one PORV 
block valve, emergency boration, feedwater isolation, RC pump seal cooling, service water, control air, and the closed 
cooling water system. Subsequent to this event, modifications were made to reduce the dependency upon MCC-5. 

MCC-5 can be supplied from either 480-V ac bus 5 (emergency train A) or bus 6 (emergency train B). Normally, it is 
aligned such that bus 5 is the preferred supply, and bus 6 is the alternate supply. At the time of the event, if the preferred 
supply was lost, an ABT system aligned MCC-5 to the alternate bus. If power was restored to the preferred bus, the 
ABT would realign back to the preferred bus. During a test of the ABT system, bus 5 was deenergized. As designed, 
the breaker supplying MCC-5 fiom bus 5 opened, and the supply breaker fiom bus 6 automatically closed to restore 
power. When bus 5 was reenergized, MCC-5 automatically realigned itself to bus 5. During the second part of the test, 
the preferred power source selector switch (PPSSS) for the ABT is moved to make bus 6 the preferred power supply 
and bus 5 the alternate. When thePPSSS was moved to the bus 6 position, the bus 5 supply breaker opened as expected 
but the bus 6 supply breaker failed to automatically close, deenergizing MCC-5. 

Subsequent investigation revealed that a mechanical defect in the MCC-5 feeder breaker from bus 6 prevented it fiom 
closing, This mechanical defect caused the breaker to randomly fail. With bus 6 still energized and selected as the 
preferred power source to MCC-5, the bus 5 supply to MCCS was prevented fiom closing by the ABT system logic. 

The event was modeled as an unavailability of the PORVs for feed-and-bleed cooling and the bus 6 feeder breaker for 
MCC-5. The last successful operation ofthe PORVs was during an outage in May and June of 1993 following installation 
of the new diaphragms. The likely cause of the PORV failure was incorrect installation of the air-operator diaphragms 
during the 1993 outage, It was, therefore, assumed that the PORVs were inoperable for feed-and-bleed cooliig from 
July 1993 until the leakage was discovered on February 19, 1994. 

The defect that led to the intermittent failure of the bus 6 feeder breaker was presumed to have existed fkom the time of 
the previous failure during the June 1993 refbeling outage until the time of this event in February 1994. The interval 
analyzed was the period from July 21,1993, until February 19,1994; a period of 234 days (4728 h). 
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The analysis of this event is similar to the analysis of LER 213/93-007 and AIT Report 213/93-80 provided in the 
1993 ASP Program Annual Report (NUREG /CR-4674,ORNL/NOAC-232, Vols. 19 and 20). That analysis also dealt 
with failures of PORV control air system components coincident with inoperability of the MCC-5 ABT. 

The conditional core damage probability estimated for the combined event is 1.4 x lo4. Postulated LOOPS contribute 
approximately 78% of the core damage probability. The dominant sequence, which contributes about 30% of the total 
involves a postulated LOOP, emergency power success, recovery of ac power and MCC-5, and failure of AFW and 
feed-and-bleed cooling. 

3.3 Number of Precursors Identified 

Nine precursors b(core damage) affecting 11 units were identified in 1994. The distribution of precursors as a 
function of conditional probability is shown in Table 3.7. The distribution of 1988-1993 precursors is also shown for 
comparison purposes. 

Table 3.7. ’ Number of precursors by year 

As described previously, differences in the ASP models and the analysis methods fiom year to year preclude a direct 
comparison between the number of events identified for different calendar years. In particular, the conditional core 
damageprobabilitiesestimated forthe 1992 through 1994 events are lower for equivalent events in earlier years because 
supplemental and plant-specific mitigating systems beyond those included in the ASP models were incorporated into 
the analyses. In addition, new modeling techniques were adopted for the analysis of the 1994 events. 

3.4 Insights 

A review of the analyses for all nine precursors for 1994 revealed the following trends across the different analyses. 
1. 

2. 

3. 

As can be seen in Tables 3.4 through 3.6, five of the six events with p(cd) greater than 10” are pressurized-water 
reactor (PWR) events. For all 1994 precursors, six were associated with PWRs and three with boiling-water 
reactors (l3WRs). 
Only two events involved at-power initiators. Six events involved at-power unavailabilities. The number of 
at-power unavailabilities decreased fiom eight in 1993 to six in 1994. The number of at-power initiators 
decreased fiom eight in 1993 to two in 1994. 
Five of the precursors associated with at-power unavailabilities involved the degradation or unavailability of 
electrical equipment: (1) the degradation of the bus transfer scheme for MCC-5 at Haddam Neck, (2) the 
degradation of the emergency load sequencers at Turkey Point Units 3 and 4, (3) improper breaker settings for 
a motor control center at Dresden Unit 2, (4) both emergency diesel generators (EDGs) inoperable at Point 
Beach Units 1 and 2 (one removed fiom service for maintenance, the other had a failed electrical fuel pump 
and exciter), and (5 )  Zebra Mussel shells were found in the lube oil and jacket water coolers for one of the 
EDGs at Zion Unit 2. 
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Event category 
At-power 
unavailabilities 

Table 3.8. Number of precursors by event type 

210” lo4 I p(cd) <lo” 10’’ I p(cd) <lo4 lod I p(cd) Total 

0 1 2 3 6 

0 0 2 0 2 

1 0 0 0 1 

At-power 
initiators 
Shutdown 
initiators 

+ 

4. 

5. 

Four of the six precursors associated with unavailabilities occurred at PWRs. One of the precursors associated 
with the initiating events occurred at a BWR and the other occurred at a PWR. 
Six of the nine events (67%) occurred at multiunit sites. This is about the same as the percentage of units at 
multiunit sites (71%). Two of the precursor events affected both units at a dual-unit site. 

A review of the ASP reports for 1990-1994 indicates the following trends. 

1. 

2. 
3. 

Long-term unavailabilities and LOOP initiators typically dominate the events with the highest conditional core 
damage probabilities. 
The events with the highest conditional core damage probabilities are dominated by PWRs. 
The number of precursors identified for 1994 is lower than for previous ye=.. This decrease is due in part to 
the’differences in the ASP models for 1994. In addition, the conditional core damage probabilities estimated 
for the 1994 events are lower than equivalent events in earlier years because of consideration of supplemental 
and plant-specific mitigating systems beyond those modeled in the ASP models. A number of events that would 
have met the precursor criteria for prior years were rejected on low probability following the incorporation of 
additional mitigating systems in the models. 
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Accident, An unexpected event (frequently caused by equipment failure or some misoperation as the result of human 
error) that has undesirable consequences. 

Accident sequence precursor. A historically observed element or condition in a postulated sequence of events leading 
to some undesirable consequence. For purposes ofthe ASP Program, the undesirable consequence is usually severe core 
damage. The identification of an operational event as an accident sequence precursor does not of itself imply that a 
significant potential for severe core damage existed. It does mean that at least one of a series of protective features 
designed to prevent core damage was compromised. The likelihood of severe core damage, given the occurrence of an 
accident sequence precursor, depends on the effectiveness of the remaining protective features and, in the case of 
precursors that do not include initiating events, the probability of such an initiator. 

Availability. The characteristic of an item expressed by the probability that it will be operational on demand or at a 
randomly selected future instant in time. Availability is the complement of unavailability. 

Common-cause failures. Multiple failures attributable to a common cause. 

Common-mode failures. Multiple, concurrent, and dependent failures of identical equipment that fails in the same mode. 

Components. Items from which equipment trains andor systems are assembled (e&, pumps, pipes, valves, and vessels). 

Conditionalprobability. The probability of an outcome given certain conditions. 

Core damage. See Severe core damage. 

Core-melt accident. An event in a nuclear power plant in which core materials melt. 

Degraded system. A system with failed components that still meets minium operability standards. 

! Demand. A test or an operating condition that requires the availability of a component or a system. In this study, a 
demand includes actuations required during testing and because of initiating events. One demand is assumed to consist 
of the actyation of all redundant components in a system, even if these were actuated sequentially (as is typical in testing 
multiple-train systems). 

Dependent failure. A failure in which the likelihood of failure is influenced by the failure of other items. Common-cause 
failures and common-mode failures are two types of dependent failures. 

Dominant sequence. The sequence in a set of sequences that has the highest probability of leading to a common end 
state. 

Emergency-core-cooling systems. Systems that provide for removal of heat fiom a reactor following either a loss of 
normal heat removal capability or a loss-of-coolant accident. 

Engineered safely features. Equipment andor systems (other than reactor trip or those used only for normal operation) 
designed to prevent, limit, or mitigate the release of radioactive material. 

Event. An abnormal occurrence that is typically in violation of a plant’s Technical Specifications. 

Event sequence. A particular path on an event tree. 

Event tree. A logic model that represents existing dependencies and combinations of actions required to achieve defined 
end states following an initiating event. 
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Failure. The inability to perform a required function. In this study, a failure was considered to have occurred if some 
component or system performed ata level below its required minimum performance level without human intervention. 
The likelihood ofrecovery was accounted for through the use of recovery factors. See Nonrecovery factor. 

Failure probability. The long-term fiequency of occurrence of failures of a component, system, or combination of 
systems to operate at a specified performance level when required. In this study, failure includes both failure to start 
and failure to operate once started. 

Failure rate. The expected number of failures of a given type, per item, in a given time interval (e.g., capacitor 
short-circuit failures per million capacitor hours). 

Fault free. A logic model that represents the combinations of events that can lead to system failure. Typcially, fault trees 
consist of basic hardware-related events and operator actions linked with logic gates to define sets of events that result 
in failure of the system. 

Front-line system. A system that directly provides a mitigative function included on the event trees used to model 
sequences to an undesired end state, in contrast to a support system, which is required for operability of other systems. 

Immediate4 detectable. A term used to describe a failure resulting in a plant response that is apparent at the time of the 
failure. 

Independence. A condition existing when two or more entities do not exhibit a common failure mode for a particular 
type of event. 

Initial crf;icality. The date on which a plant goes critical for the first time in first-cycle operation. 

Initiating event. An event that starts atransient response in the operating plant systems. In the ASP Program, the concern 
is only with those initiating events that could lead to severe core damage. 

Licensee Event Reports (LEfi). Those reports submitted to the Nuclear Regulatory Commission (NRC) by the utilities 
that operate nuclear plants as required by 10CFR50.72. Guidance on complying with these requirements is contained 
in NUREG-1022. LERs describe abnormal operating occurrences that generally involve violation of the plant’s 
Technical Specifications. 

Mult@le failure events. Events in which more than one failure occurs. These may involve independent or dependent 
failures. 

I 

Operational event. An event that occurs in a plant and generally constitutes areportable occurrence under NUREG-1022 
as an LER 

Postulated event. An event that may happen at some time in the course of a plant’s operation. 

Potential severe core damage. A plant operating condition in which, following an initiating event, one or more protective 
functions fail to meet minimum operability requirements over a period sufficiently long that core damage could occur. 
This condition has been called in other studies “core melt,” “core damage,” and “severe core damage,” even though 
actual core damage may not result unless further degradation of mitigation functions occurs. 

Precursor. See Accident sequence precursor. 

Reactor years. The accumulated total number of years of reactor operation. For the ASP Program, operating time starts 
when a reactor goes critical, ends when it is permanently shut down, and includes all intervening outages and plant 
shutdowns. 

Recovery factor (recovery class). A measure of the likelihood of not recovering fiom a failure. Failures were assigned 
to a particular recovery class based on an assessment of likelihood that recovery would not be affected, given event 
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specifics. Considered in the liieliiood of recovery was whether such recovery would be required in a moderate- to 
high-stress situation following a postulated initiating event. 

Redundant equipment or system. A system or some equipment that duplicates the essential function of another system 
or other equipment to the extent that either may perform the required function regardless of the state of operation or 
failure of the other. 

Reliability. The characteristic of an item expressed by the probability that it will perform a required function under stated 
conditions for a stated period of time. 

Risk, A measure of the frequency and severity of undesired effects. 

Sensitivity analysis. An analysis that determines the variation of a given function caused by changes in one or more 
parameters about a selected reference value. 

Severe core damage. The result of an event in which inadequate core cooling was provided, resulting in damage to the 
reactor core. See Potential severe core damage. 

Technical Specifications. A set of safety-related limits on process variables, control system settings, safety system 
settings, and the performance levels of equipment that are included as conditions of an operating license. 

Unavailability. The probability that an item or system will not be operational at a future instant in time. Unavailability 
may be a result of the item being tested or may occur as a result of malfunctions. Unavailability is the complement of 
availability. 

Unit. A nuclear steam supply system, its associated turbine generator, auxiliaries, and engineered safety features. 
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A.1 Introduction 
This appendix describes the approach used in the Accident Sequence Precursor (ASP) Program to estimate the 
significance of an operational event. The process used to screen the operational event data base for potential precursors 
and the characteristics of events ultimately selected as precursors are described in Chapter 2 of this report. 

The ASP Program performs retrospective analyses of operating experience. These analyses require that certain 
methodological assumptions be made to estimate the risk significance of an event. If one assumes, following an 
operational event in which core cooling was successful, that components observed failed were “failed“ with probability 
1.0, and components that functioned successfully were “successful” with probability 1.0, then one can conclude that the 
risk of core damage was zero and that the only potential sequence was the combination of events that occurred. To avoid 
such trivial results, the status of certain components must be considered latent. In the ASP Program, this latency is 
associated with components that operated successfully-these components are considered to have been capable of failing 
during the operational event. 

Quantification of precursor significance involves the determination of a conditional probability of subsequent severe 
core damage given the failures and other undesirable conditions (such as an initiating event or an unexpected relief valve 
challenge) observed during an operational event. The effect of a precursor on basic events in the core damage models 
is assessed by reviewing the operational event specifics against plant design and operating information, and translating 
the results of the review into arevised model for the plant that reflects the observed failures. The precursor’s significance 
is estimated by calculating a conditional probability of core damage given the observed failures. The conditional 
probability calculated in this way is useful in ranking because it provides an estimate ofthe measure of protection against 
core damage remaining once the observed failures have occurred. 

The accident sequence models used to estimate the significance of 1994 precursors consist of fault-tree models that 
depict the logical combination of component failures (basic events) that would result in failure of each system that 
provides protection against core damage. The fault trees are linked together in a logical structure based on event trees 
that describe potential combinations of system successes and failures that would result in core damage following 
postulated initiating events. The resulting Boolean equations, when reduced to their simplest form, consist of a series 
of combinations of basic events (cut sets), any of which would result in core damage if all of the basic events in the cut 
set occurred. A detailed description of the use of linked fault trees in probabilistic risk assessment (PRA) analysis is 
included in Reference 1. The current ASP models are described in Appendix B. These models are constructed and solved 
using the SAP= suite ofPRA software? 

A.2 Types of Events Analyzed 
Two different types of events are addressed in precursor quantitative analysis. In the first, an initiating event such as a 
loss-of-o&ite power (LOOP) or small-break loss-of-coolant accident (LOCA) occurs as a part of the precursor. The 
probability of core damage for this type of event is calculated based on the required plant response to the particular 
initiating event and other failures that may have occurred at the same time. The assessment of an observed initiating 
event is referred to as an Initiating Event Assessment. 

The second type of event involves a failure condition that existed over a period of time during which an initiating event 
could have, but did not, occur. The probability of core damage is calculated based on the required plant response to a 
set of postulated initiating events, considering the failures that were observed. Unlike an initiating event assessment, 
where the analysis uses a probability of 1.0 to account for the given failure in the sequence cut set equations, each 
initiating event is assumed to occur with a probability based on the initiating event fiequency and the failure duration. 
The assessment of failed equipment over a period of time is referred to as a Condition Assessment. 
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A.3 Modification of Basic Event Probabilities to Reflect Observed Failures 
The ASP models describe sequences to core damage in tenns of combinations of basic events (cut sets). Each basic 
event represents the failure of aparticular component or group of components in a system at aplant, an occmence such 
as arelief valve lift, or an operator action. Failures observed during an operational event must be represented in amodel 
in tenns of changes to one or more of the basic events. 

If afailed component is included as a basic event in amodel, the failure is reflected by setting its basic event probability 
to 1.0 (failed). In actuality, such a basic event must be set to_the logical state ‘ctmeyy if a new minimum set of cut sets 
reflecting the conditional state of the plant is to be generated. 

In addition to revising the basic events associated with failed components, basic events related to the common-cause 
failure (CCF) of similar components may also have to be revised to reflect the observed failures. In addition to revising 
the status of basic events for failed components (to failed), the failure probabilities of basic events that represent CCFs 
associated with the failed components may also need revision. In particular, ifthe failure could have occuned in similar 
components during the same time interval, the failure probability of the CCF basic event will be changed to reflect this 
situation. If the failure could not simultaneously occur in the other components (for example, if a component was 
removedfiomserviceforpreventivemaintenance),thenthe CCFprobability is alsorevised, butonlyto reflect ‘‘rem~~al” 
of the unavailable component fiom the CCF model. The Multiple Greek Letter (MGL) method is used to quantify the 
common cause basic events (see Reference 3 for a description of the MGL model). 

Ifafailedcomponentisnot specifically included as abasic eventinamodel,thenthefailureis addressedby appropriately 
moaifping the basic events impacted by the failure. For example, support systems are not completely developed in the 
current ASP models. A breaker failure that results in the loss of power to a group of components would be represented 
by setting the basic events for each component in the group to “true.” 

Occasionally, aprecursor occurs that cannot be modeled by modifying existing basic event probabilities. In such a case, 
the model is revised as necessary to address the event, typically by adding basic events to a fault tree or by addressing 
an unusual initiating event through the use of an additional event tree. 

A.4 Recovery from Observed Failures 
If recovery of a system is dominated by operator response time, and if information concerning the time available for 
recovery is provided in the event report, then the probability of failing to recover fiom the failure is estimated Using a 
Time-Reliability Correlation (TRC) model. The available time to respond, the underlying type of response (rule- or 
knowledge-based), and whether unusual conflict or burden would exist in response to an actual initiating event are 
addressed when developing an estimate of the operator (crew) error probability. The basic model structure is desmled 
in Reference 4. The probability of operator error is described Using a log normal distribution with the following 
parameters: 

Tvue of action Median Error factor 
Rule-based, unburdened 2 3.2 
Rule-based, burdened 2 6.4 
Knowledge-based , unburdened 
Knowledge-based, burdened 

4 
4 

3.2 
6.4 

*practical considerations inthe solution of large linked faulttrees,primarilythe use ofthe DeleteTerm process to solve sequences involving system 
success, also require failed basic events to be represented as ‘ b e ”  if correct sequence probabilities are to be calculated. 
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For an available time tavdL the probability of operator error is estimated as 

1 - @,[(In tavail - m)/c] 

where 4> is the normal distribution, m = In(median), and c = ln(error factor)/1.645. 

The potential for recovery from observed failures considers the time available and the nature of the failures. If 
information concerning response time is unavailable, then the likelihood of not recovering system failures is d e t d e d  
by assigning the failure to one of four broad recovery classes. 

This is a carryover from the earlier event tree based ASP models (cut-set-based recovery may be added to the models 
in the future). In the current approach, the potential for recovery is addressed by assigning a recovery action to each 
system failure and initiating event. Four classes are cmnt ly  used to descriie the different types of recovery that could 
be involved 

Recovery characteristic Likelihood of 
Recovery class nonrecovery 

The failure did not appear to be recoverable in the required period, either 
from the control room or at the failed equipment. 
The failure appeared recoverable in the required period at the failed 
equipment, and the equipment was accessiile; recovery from the control 
room did not appear possible. 
The failure appeared recoverable in the required period from the control 
room, but recovery was not routine or imolved substantial operator burden. 
The failure appeared recoverable in the required period from the control 
room and was considered routine and procedurally based. 

R1 1 .oo 

R2 0.34 

R3 0.12 

R4 0.04 

The assignment of an event to a recovery class is based on engineeringjudgment, which considers the specifics of each 
operational event and the likelihood of not recovering from the observed failure in a moderate- to high-stress situation 
following an initiating event. 

It must be noted that the actual likelihood of failing to recover from an event at a particular plant is diflicult to assess 
and may vary substantially from the values listed. This difficulty is demonstrated in the genuine differences in opinion 
among analysts, operations and maintenance personnel, etc., conceming the likelihood of recovering specXc failures 
(typically observed during testing) within a time period that would prevent core damage following an actual initiating 
event. 

A.5 Conditional Probability Associated with Each Precursor 
As described earlier in this appendix, the calculation process for each precursor involves a determination of initiators 
that must be modeled, plus auy modifications to system probabilities necessitated by failures observed in an operational 
event, Once the basic event probabilitiesthat reflect the conditions of the precursor are established, the sequences leading 
to core damage are calculated to estimate the conditional probability for the precursor. This calculational process is 
summarizedinTableA.1, onpageA.l-9. 

Several simplified examples that illustrate the basics of the precursor calculational process follow. It is not the intent of 
the examples to describe a detailed precursor analysis, but instead to provide a basic understanding of the process. The 
examples are presented in terms of branch probabilities that are multiplied to calculate sequence probabilities. Readers 
familiar with the use of linked fault trees for PRA can readily extrapolate the process illustrated in the example 
calculations to analyses employing fault trees. 

The hypothetical core damage model for these examples, shown in Figure A.l.l, consists of initiator I and four 
single-component systems that provide protection against bore damage: systems A, B, C, and D. In Figure A.l.l, the 
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up branch represents success and the down branch failure for each of the systems. (In an accident sequence model for 
a real reactor plant, the fault tree logic for each system could imolve hundreds of components, and thousands of cut 
sets could be required to represent the basic event failure combinations that constitute the core damage sequences.) 
Three sequences result in core damage if completed: sequence 3 /A Cr' represents system success) C D], sequence 
6 Q A /B C D), and sequence 7 Q A B). In a conventional PRA approach, the frequency of core damage would be 
calculated fromthe initiating event frequency of I hO and the failure probabilities for A, B, Cy and D [p(A), p@) p(C), 
an$p(D), respectively]. Assuming 10 = 0.1 yr- and p(A 1 I) = 0.003, p@ I IA) = 0.01, p(C I I) = 0.05, and p(D [IC) = 
0.1 ,thefrequencyofcore damageis determinedbycalculatingthefrequencyofeachofthethree core damage sequences 
and adding the frequencies: 

f 

0.1 yr-' x (1 - 0.003) x 0.05 x 0.1 (sequence 3) +. 
0.1 yr-' x 0.003 x (1 - 0.01) x 0.05 x 0.1 (sequence 6) + 

0.1 yr-' x 0.003 x 0.01 (sequence 7) 

= 4.99 x 104yr-' (sequence 3) + 1.49 x yr-' (sequence 6) + 3.00 x yf' (sequence 7) 

= 5.03 1 0 - ~ ~ - l .  

In a nominal PRAY sequence 3 would be the dominant core damage sequence. 

As described earlier, the ASP Program calculates a conditionalprobabilily of core damage, given an initiating event or 
component failures. This probability is different than the frequency calculated above and cannot be directly compared 
with it. 

* The notation p(B I LA) means the probability that B fails, given I occurred and A failed. 
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I I I I I D 
Sequence 

No. I A B C End 
State 

- 

1 
. 

i 

- 
1 
2 
3 

4 
5 

6 
7 

Figure A.1.1. Hypothetical core damage model. 

OK 
OK 
CD 
OK 
OK 
CD 
CD 

A.5.1 Example 1: Initiating Event Assessment 

Assume that a precursor involving initiating event I occurs. In response to I, systems A, B, and C start and operate 
correctly, and system D is not demanded. In a precursor initiating event assessment, the probability of I is set to 1.0. 
Although systems A, B, and C were successful, nominal failure probabilities are assumed. Since system D was not 
demanded, anominal failure probability is assumedforit as well. The conditional probability of core damage associated 
with precursor I is calculated by summing the conditional probabilities for the three sequences: 

1.0 x (1 - 0.003) x 0.05 x 0.1 (sequence 3) -I- 

1.0 x 0.003 x (1 - 0.01) x 0.05 x 0.1 (sequence 6) + 
1.0 x 0.003 x 0.01 (sequence 7) 

= 5.03 

If, instead, B had failed when demanded following I, its probability would have been set to 1.0. The conditional core 
damage probability for precursor E3 would be calculated as 

1.0 x (1 - 0.003) x 0.05 x 0.1 (sequence 3) -I- 1.0 x 0.003 x 1.0 = 7.99 x 

Since B is failed, sequence 6 cannot occur. 
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A.5.2 Example 2: Condition Assessment 

Assume that during amonthly test, systemB is found to be failed, and that the failure could have occurred at any time 
during the month. The best estimate for the duration of the failure is one-half of the test period, or 360 h. To estimate 
the probability of initiating event I during the 360-h period, the yearly fiequency of I must be converted to an hourly 
rate. If1 can only occur at power, and the lant is at power for 70% of ayear, thenthe fiequency for I is estimated to be 
0.1 yr-’/(8760 Wyr x 0.7) = 1.63 x lo-’ h’ . 
E, as in example 1, B is always demanded following I, the probability of I in the 360-hperiod is the probability that at 
least one I occurs (since the failure of B will then be discovered), or 

P 
L 

- e-m x failure duration = ,-1.63E-5 x 360 = 5.85 103 

Using thisvalue for the probability of I, and setting p(B) = 1.0, the conditional probability of core damage for precursor 
B is calculated by again summing the conditional probabilities for the core damage sequences in Figure A.l.l: 

5.85 x x (1 - 0.003) x 0.05 x 0.1 (sequence 3) + 5.85 x 10” x 0.003 x 1.0 = 4.67 x 10” . 
As before, since B is failed, sequence 6 cannot occur. The conditional probability is the probability of core damage in 
the 360-hperiod, giventhe failure of B. Note that the dominant core damage sequence is sequence 3, with a conditional 
probability of 2.92 x lo-’. This sequence is unrelated to the failure of B. The potential failure of systems C and D over 
the 360-hperiod st i l l  drive the core damage risk. 

To understand the significance of the failure of system B, another calculation, an importance measure, is required. The 
importance measure that is used is equivalent to risk achievement worth on an interval scale? In this calculation, the 
increase in core damage probability overthe 360-hperiod due to the failure of B is estimated: p(cd I B) - p(cd). In this 
example, the value is 4.67 x lo-’ - 2.94 x lo-’ = 1.73 x lo”, where the second term on the left side of the equation is 
calculated using the previously developed probability of I in the 360-hperiod and nominal failure probabilities for A, 
B, C, and D. 

The importance measure for unavailabilities (condition assessments) like this event was referred to as the conditional 
core damage probability in earlier annual precursor reports. For most conditions identified as precursors in the ASP 
Program, its value and the conditional core damage probability are numerically close, and the conditional core damage 
probability can be used as a significance measure forthe precursor. However, for some events-typically those in which 
the components that are failed are not the primary mitigating plant features-the conditional core damage probability 
can be significantly higher than the importance @e., LER 250/94-005). In such cases, it is important to note that the 
potential failure of other components, unrelated to the precursor, are st i l l  dominating the plant risk (i.e., the impact of 
the precursor onplant risk is not substantial). Condition assessments documentedinthis report include both an estimate 
of the conditional core damage probability and the importance of the event. 

A.5.3 References 
1. 
2. 

PRA Procedures Guide, NUREG/CR-2300, January 1983, Section 6.3.2. 
Systems Analysis Programs for Hands-on Integrated Reliability Evaluations ( S ” H m )  Version 5.0, 

Procedures for Treating Common Cause Failures in Safety andReliabilityStudies,NUREG/CR-4780, January 
1989, Appendix C. 
E. M. Dougherty and J. R Fragola, Human Reliability Analysis, John Wiley and Sons, New York, 1988. 
W. E. Vesely, T. C. Davis, R. S .  Denning, andN. Saltos,Measures ofRiskImportance andTheirApplications, 

NUREG/CR-6116, Vols. 1-10. 
3. 

4. 
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NUREGICR-3385, July 1983. 

NITREGICR-4674, Vol. 21 A.1-8 

1 ; . .. - ~ __ . .  . ._ 
. I  

-. - 



Appendix A ASP Calculational Methodology 

Table A.l. Rules for Precursor Calculation 

Event sequences requiring calculation. If an initiating event occurs as part of a precursor (i.e., the precursor 
consists of an initiating event plus possible additional failures), then use the accident sequence model associated 
with the initiator; otherwise, use all accident sequence models impacted by the observed unavailability. 
Initiating eventprobability. If an initiating event occurs as part of the precursor, then the initiating event 
probability used inthe calculation is 1.0. If an initiating event does not occur as part of the precursor, then the 
probability used for the initiating event is developed assuming a constant hazard rate. Event durations (the period 
of time during which the failure existed) are based on infomationincluded in the event report, ifprovided. Ifthe 
event is discovered during testing, then one-half of the test period (15 d for a 30-d test interval) is typically 
assumed, unless a specific failure duration is identified. 
Component failure probability estimation. For components that are observed failed during the precursor, the 
associated basic event is set to “true.” Associated common-cause basic events are revised to reflect the type of 
failure that occurred. For components that are observed to operate successfully, or are not challenged during the 
event, a failure probability equal to the nominal component failure probability is utilized. 
Nonrecoveryprobability. If aninitiating event or a total system failure occurred as a part of the precursor, the 
basic event representing the probability of not recovering from the failure is revised to reflect the potential for 
recovery of the specific failures observed during the event. For condition assessmentsy the probability of 
nonrecovery is estimated under the assumption that an initiating event has occurred. 
Failures in Support Systems. If the support system is not included in the ASP models, the impact of the failure is 
addressed by setting impacted components to failed. The modeling of a support system failure recognizes that as 
long as the failure remains unrecovered, all impacted components are unavailable; but ifthe support system 
failure is recovered, all impacted components are also recovered. This can be modeled through multiple 
calculations which address the impact of failure and success of the failed component. Calculated core damage 
probabilities for associated cut sets for each case are normalized based on the likelihood of not recovering the 
support system failure. (Support systems, except for emergency powery are not modeled inthe current ASP 
models.) 

A. 1-9 NUREGlCR-4674, Vol. 21 





Auuendix B 

Appendix B: 

ASP Models 

B.1-1 NUREGlCR-4674, Vol. 21 



. . I  . . . , . . . _ , , ,  ~ .- . : !r . *- , , .. - 



Appendix B ASP Models 

B.1 Introduction 
This appendixdescribesthemodelsused to estimatethe significance of 1994precursors. Thesemodelsinclude important 
changes fromthose previously used inthe Accident Sequence Precursor (ASP) Program-linked supercomponent-based 
fault trees are utilized, additional systems capable of providing protection against core damage are addressed, and 
sequence3 associated with steam generatortube ruptures (SGTR) [inpressurized waterreactors (PWRs)] and anticipated 
transients without scram (ATWS) [both PWRs and boiling water reactors (BWRs)] are included in the base models. 

B.2 Overview of ASP Event Tree and Fault Tree Models 
Models used to rank the 1994 precursors by significance consist of system-based, plant-class event trees and 
plant-specific fault tree systemmodels. These models describe mitigation sequencesforthe following initiating events: 
anonspecific reactor trip [which includes loss of feedwater @OFW) within the model], loss-of-offsite power (LOOP), 
small-break loss-of-coolant accident @OCA), and SGTR (PWRs only). Themodels are developedusingthe SAP= 
suite of probabilistic risk assessment (PIU) software (Ref. 1). 

Plant classes were defined based ontheuse of similar systemsinprovidingprotectivefunctions inresponse totransients, 
LOOPS, and small-break LOCAs. System designs and specific nomenclature may differ among plants included in a 
particular class; but functionally, they are similar inresponse. Plants where certainmitigating systems do not exist, but 
which are largely analogous in their initiator response, are grouped into the appropriate plant class. ASP plant 
categorization is described in the following section 

The event trees consider two end states: success (OK), in which core cooling exists, and core damage (CD), in which 
adequate core cooling is believed not to exist. In the ASP models, core damage is assumed to occur following core 
uncovery. It is acknowledged that clad and fuel damage will occur at latertimes, depending onthe criteriaused to define 
“damage,” and that time may be available to recover core cooling once core uncovery occurs but before the onset of 
core damage. However, this potential recovery is not addressed in the models. Each event tree describes combinations 
of systems that will prevent core cooling-and makeup ifrequired-in both the short and long term. Primary systems 
designed to provide these functions and alternate systems capable of also pexformingthese functions are addressed. The 
event trees are described in SectionB.4. 

The fault trees used to model system failure are supercomponent-based and address those components such as pumps, 
motor-operated and manual valves, and check valves that must function for successful operation of the system. 
Common-cause failures of like components are. addressed, as are operator actions required to start a system when no 
automatic actuation is expected and to recover a failed system. Additional information concerning the fault tree models 
is provided in SectionB.7. 

The system fault trees are combined (linked) based on the sequences included in each event tree. Conceptually, this 
ho lves  describing the sequence in terms of a single fault tree “and” gate, with each branch of the sequence an input 
to the gate. For example, if a CD sequence involved the success of system A, failure of system B, success of system C, 
and failure of system D, it would be logically represented as SEQ = /A A B A /C A D, where ‘T‘ implies success and 
“A” is the logical “and” operator. A fault tree logic solver could then combine the logic from the fault trees for systems 
A-D and generate a set of component failure combinations (cut sets) that, if any occmed, would result in core damage. 

. 

This approach is often impractical, however, when success branches exist in a sequence. The requirement to logically 
invert fault trees to represent system success is computationally intensive, andmany cut sets with component successes 
as well as failures are generated, making it diflicult to understand the set of component failures that can lead to core 
damage. This problem can be avoided through the use of an approach often called DeleteTenn (see Ref. 2 for a 
description of this approach). Using this approach, only component failure combinations that will result in core damage 
are generated. 

Changes made to models used to analyze 1994 precursors include the use of linked fault trees instead of the earlier event 
treebasedmodels (the earliermodelsare describedinRef. 3). Theuseoflinkedfaulttrees allowstheimpact ofindividual 
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component failures to be correctly addressed; this could only be approximated in the earlier models. The linked fault 
treemodels will also allow the impact of support system failures to be easily addressed once support systems are added 
to the models. The new models also address additional systems that can provide core protection and initiating events 
not included in the earlier plant-class models. Response to a failure to trip the reactor is now included, as is a SGTRin 
PWRs. In PWRs, the potential use of the residual heat removal system following a small-break LOCA (to avoid sump 
recirculation) is addressed, as is long-term recovery of secondary side cooling following the hitiation of feed and bleed. 
In BWRs, the potential use of venting for containment heat removal is addressed, as is the use of reactor core isolation 
cooling (RCIC) and the control rod drive (CRD) system for makeup if a Single relief valve sticks open. The new models 
better reflect the capabilities of plant systems in preventing core damage and result inlower calculated conditional core 
damage probabilities for certain types of precursors. 

B.3 Plant Categorization 
It was recognized early in the ASP Program that plant designs were sufficiently dif€erent that multiple models would ' 

be required to comctly describe the impact of an operational event in different plants. In 1985, substantial effort was 
expended to develop a categorization scheme for all U.S. light water reactors (LWRs) that would permit grouping of 
plants with similar response to atransient or accident at the system or functional level and subsequently to develop eight 
sets of plant-class specific event tree models. Much of the categorization and early event sequence work was done at 
the University of Maryland!y5 The ASP Program has generally employed these categorizations; however, some 
modifications have been required to reflect more closely the specific needs of the precursor evaluations. 

In developing the plant categorizations, eachreactor plant was examined to determine the systems used to perform the 
following plant functions required inresponse to initiating events to prevent core damage: reactor subcriticality, reactor 
coolant system (RCS) integrity, reactor coolant inventory, short-term core heat removal, and long-term core heat 
removal. 

Functions solely related to containment integrity (containment overpressure protection and containment heat removal) 
and post-accident activity removal are not included in the present ASP models (which only concern core damage 
sequences) and are not ad-dressed in the categorization scheme. 

For each plant, system utilized to perform each function were identified. Plants were grouped based on the use of 
nominally identical systems to perform each function, that is, systems of the same type and function without accounting 
for the differences in the design of those systems. 

Three BWR plant classes were defined. BWR Class A consists of the older plants, which are characterized by isolation 
condensers (ICs) and feedwater coolantinjection(FWCI) systemsthat employ themainfeedwater o p u m p s .  BWR 
Class B consists of plants that have ICs but a separate high-pressure coolant injection (HPCI) system instead of FWCI. 
BWR Class C includes the modem plants that have neither ICs nor FWCI. However, they have an RCICsystem that 
Classes A and B lack. The Class C plants could be separated into two subgroups: those plants withturbine-drivenHF'C1 
systems and thosewithmotor-fivenhigh-pressure core spray (HPCS) systems. This dierence is addressed instead in 
the fault tree models of the different plant systems. 

PWRs are separated into five classes. One class represents most Babcock 62 Wilcox Company plants (Class D). These 
plantshave the capability of performing feed and bleed without theneed to openthe power-operatedreliefvalve (PORV). 
Combustion Engineering plants are separated into two classes: those that provide feed and bleed capability (Class G) 
and those that provide for secondary-side depressurization and @e use of the condensate system as an alternate core 
cooling method and for which no feed and bleed is available (Class HJ.* 

* Maine Yankee AtomicPowerPlantwas builtby CombustionEngineering buthas aresponseto initiating events more akintothe Westinghouse 
Electric Corporation design, so it is grouped in a class with other Westinghouse PI&. Davis-Besse Nuclear Power W o n  was also placed in 
a Westinghouse plant class because its high-pressure injection @PI) system designrequiresthe operatorto openthe PORV for feed and bleed, 
as in most Westinghouse plants. The requirement to open the PORV for feed and bleed is a primary difference between event trees for 
Westinghouse and Babcock and WiIcox plants. The requirement to o en PORVs for feed and bleed is addressed inthe feed and bleed fault tree 
in the current models. Because of this, the event trees for PWR C L s  D are similar to those for PWR Class B. Plant response differences 
resulting fromthe use of different steam generator designs are not addressed in the models. 

~~~ ~ 
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The remaining two classes address Westinghouse plants-Class A is associated with plants that require the use of spray 
systems for core heat removal following a LOCA, and Class B is associated with plants that can utilize low-to-high 
pressure recirculation for core heat removal. 

Table B. 1 lists the plant class associated with each plant. 

B.4 Event Tree Models 
The plant class event trees describe core damage sequences for four initiating events: nonspecific reactor trip, LOOP, 
small-break LOCA, and SGTR (in PWRs only). A separate event tree descriies ATWS sequences. Failure to trip 
sequences onthetransient eventtree are transferredto this tree. The eventtrees constructed are system-based and include 
aneventtree applicableto eachplant class defined. For operationaleven tsthat cannotbe descriiedusing existingmodels, 
unique models are developed to describe sequences to core damage. 

This section (1) describes the potential plant response to the initiating ev-ents listed above, (2) identifies the combinations 
of systems required for the successful mitigation of each initiator, and (3) briefly describes the criteria for success of 
each system-based function. The sequences are considered first for PWRs and then separately for BWRs. PWR Class 
B event trees are described first, along with those for Class D, which are similar. The event trees forthe combined group 
apply to the greatest number of operating PWRs and therefore are discussed first, followed by those for PWR Classes . 
G, H, and then A. For the BWR event trees, the plant Class C models are described first, because these are applicable 
to the majority of the BWRs, followed by discussions for the Classes A and B BWRs, respectively. 

The event trees are constructed with branch success as the upper branch and failure as the lower branch [unlike earlier 
ASP models, relief valve opening and the occurrence of a reactor coolant pump (RCP) seal LOCA are indicated by 
down branches in the current models]. Each sequence path is read from left to right, beginning with the initiator and 
followed by subsequent systems required to preclude or mitigate core damage. Each sequence represents a series of 
branch m e s s e s  and failures required to reach the sequence end state (OK or CD). The sequence as depicted on the 
event tree represents the logical combination of successes and failures required to reach the end state; it does not 
necessarilyrepresent the actual sequence in which systems and functions would respond to aninitiating event. However, 
short-term plant response is generally presented earlier in the sequence than long-tenn plant response. 

The event trees can be found following the discussion sections and are grouped according to plant classes, beginning 
with the PWR classes and followed by the BWR classes. The trees are presented in the order shown in the following 
list. The abbreviations used in the event tree models are defined in the event tree branch descriptions in this section. 
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Figure No. Event tree 
Figure B.1 
Figure B.2 
Figure B .3 
Figure B.4 
Figure B.5 
Figure B.6 
Figure B.7 
Figure B.8 
Figure B .9 
Figure B.10 
FigureB.ll 
Figure B.12 
Figure B.13 
Figure B.14 
FigureB.15 
Figure B.16 
Figure B.17 
Figure B.18 
Figure B.19 
Figure B.20 
Figure B.21 
Figure B.22 
Figure B.23 
Figure B.24 
Figures B.25-28 
Figures B.29-32 
Figure B.33 
Figure B.34 
Figures B .3 5-3 6 
Figures B.37-38 
Figure B.39 
Figure B.40 

PWR Class A nonspecific reactor trip 
PWR Class A loss-of-offsite power 
PWR Class A small-break loss-of-coolant accident 
PWR Class A steam generator tube rupture 
PWR Class A anticipated transient without scram 
Classes B and D nonspecific reactor trip 
Classes B and D loss-of-offsite power 
Classes B and D small-break loss-of-coolant accident 
Classes B and D steam generator tube rupture 
Classes B and D anticipated transient without scram 
PWR Class G nonspecific reactor trip 
PWR Class G loss-of-offsite power 
PWR Class G small-break loss-of-coolant accident 
PWR Class G steam generator tube rupture 
PWR Class G anticipated transient without scram 
PWR Class H nonspecific reactor trip 
PWR Class Hloss-of-offsite power 
PWR Class H small-break loss-of-coolant accident 
PWR Class H steam generator tube rupture 
PWR Class H anticipated transient without scram 
BWR Class A nonspecific reactor trip 
BWR Class A loss-of-offsite power 
BWR Class A small-break loss-of-coolant accident 
BWR Class A anticipated transient without scram 
BWR Class B nonspecific reactor trip 
BWR Class B loss-of-offsite power 
BWR Class B small-break loss-of-coolant accident 
BWR Class B anticipated transient without scram 
BWR Class C nonspecific reactor trip 
BWR Class C loss-of-offsite power 
BWR Class C small-break loss-of-coolant accident 
BWR Class C anticipated transient without scram 
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B.5 PWR Event Tree Models 
The PWR event trees describe the impact of the availability and unavailability of front-line systems in each plant class 
on core protection following four initiating events: reactor trip, LOOP, small-break LOCA, and SGTR. The systems 
modeled in the event trees are those associated with the generic functions required in response to an initiating event. 
The systems that are assumed capable of pbviding these functions are as follows: 

Function Svstem 
Reactor subcriticality 
Reactor coolant system integrity 

Reactor trip and boration (following ATWS) 
Addressed in small-break LOCA, SGTR, and ATWS models plus trip and 
LOOP sequences involving failure of primary relief valves to close and RCP 
seal LOCA 
High-pressure injection (assumed required only following a LOCA) 
Auxiliary feedwater 
Main feedwater 
Feed and bleed (high-pressure injection and PORV, PWR Classes A, B, D, 
and G) 
Secondary-side depressurization and use of condensate system (PWR Class H) 
Auxiliary feedwater 
Main feedwater 
RCS cooldown and the use of the residual heat removal (RHR.) system 
(following a LOCA with successful high pressure injection). 
High-pressure recirculation (PWR Classes B and D) (also required to support 
RCS inventory for all classes) 
Secondary-side depressurization and use of condensate system (PWR Class H) 
Containment m a y  recirculation PWR Classes A and GI 

Reactor coolant inventory 
Short-term core heat removal 

Long-term core heat removal 

B.5.1 PWR Nonspecific Reactor Trip 

The PWR nonspecific reactor trip event tree constructed for plant Classes B and D is shown in Figure B.6. The event 
tree branch descriptions follow [event tree branch designations are shown in brackets]. 

1. Initiating event (transient) w-TRANS]. The initiating event for the tree is a transient or upset event that 
requires or is followed by a rapid shutdown of the plant. LOOP, small-break LOCA, and SGTR initiators are 
modeled in separate event trees. Medium- and large-break LOCA and steam-line break (SLB) initiators are 
not addressed in the models descnied here. 
Reactor trip @TI. To achieve reactor subcriticality and thus halt the fission process, the reactor protection 
system (RPS) is required to insert control rods into the core. Ifthe automatically initiated RPS fails, areactor 
trip may be initiated manually. Failure to trip results in ATWS response, described later. 
Auxiliary feedwater [AFWI. AFW flow to the steam generators (SGs) must be provided following trip to 
remove the decay heat still being generated in the reactor core. Successful AFW operationrequires flow fiom 
one or more AFW pumps to one or more SGs over a period of time ranging from 12 to 24 h (typicallyy one 
pump to one SG is adequate). 
Main feedwater mw]. In lieu of AFW, MFW can be utilized to remove the post-shutdown decay heat. 
Depending on the individual plant design, either M l T  or AFW may be used as the primary source of 
secondary-side heat removal. 

2. 

3. 

4. 
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5. 

6. 

7. 

8. 

9. 

10. 

PORVchallenged PORVJ. For sequence sinwhichbothreactortrip and steam generatorfeedwaterflow (MFW 
or AFW) have been successful, the pressurizer PORV may or may not lift, depending on the peak pressurizer 
pressure following the transient. (In most transients, these valves do not lift) The lower branch indicates that 
the valve or valves were challenged and opened. Because of the multiplicity of relief and safety valves, it is 
assumed that a sufficient number would open ifthe demand fiom a pressure transient exists. 
The upper branch indicates that the pressurizer pressure was not sufficiently high to open a relief valve. For 
the sequences in which AFW fails following a reactor trip, PORVs are assumed to open for overpressure 
protection. 
PORV reseats PORV-RES]. Success for this branch requires the closure of any open relief valve once 
pressurizer pressure has decreased below the relief valve set point. If a PORV sticks open, PWR Class B and 
D plants are equipped with an isolationvalve that allows for manualtermination of the blowdown. Failure of 
a primary-side relief valve to close results in a transient-induced LOCA that is modeled as part of this event 
tree. 
High-pressure injection WI]. In the case of a transient-induced LOCA, HPI is required to provide RCS 
makeup to keep the core covered. Success for this branch requires introduction of sufficient borated water to 
keep the core covered, considering core decay heat. (Typically, one HPI train is sufficient for this purpose.) 
Feed andbleed @?&B]. Ifnormalmethods of achieving decay heatremovalviathe S G s  (MFW and AFW) are 
unavailable, core cooling canbe accomplished onmost plants by establishing afeed and bleed operation. This 
operation (l) allows heat removal via discharge of reactor coolant to the containment through the PORVs and 
(2) RCS makeup via injection of borated water fromthe HPI system. Except at Class D plants, successful feed 
and bleed requires the operator to open the PORVs manually. At Class D plants, the HPI discharge pressure 
is high enough to lift the primary-side safety valves, and feed and bleed can be accomplished without the 
operator manually opening a PORV. HPI success for feed and bleed is dependent on plant design but requires 
the introductionof sufficient amounts ofborated water into theRCS toremove decayheat and provide sufficient 
reactor coolantmakeup to prevent core damage. PORVsuccess for feed and bleed typicallyrequires allPORVs 
at the plant to be opened. 
Recovery of secondary-side cooling [SGCOOL]. Secondary-side cooling may be recovered following failure 
of AFW and MFW and successful initiation of feed and bleed but prior to refueling water storage tank (R.WST) 
depletion, eliminating the need to use containment sump recirculation for continued core cooling. Successful 
long-tennrecovery of secondary-side cooling (since the steam generators are dry, flow from one motor-driven 
AFW or MFW pump is required) and termination of feed and bleed cooling result$ in core cooling success. 
RCS cooldown to RHR initiation pressure [COOLDO\NNJ. Following initiation of HPI for RCS makeup 
following atransient-inducedLOCA, substantial time (typically-6 h) is available beforetheRWSTis depleted 
and sump recirculationisrequired. AnRCS cooldownto theRHRinitiationpressure [usingtheturbine bypass 
valves (TBVs) and main condenser or the atmospheric dump valves (ADVs), in conjunction with AFW or 
MFW] and initiation of RHR will provide core cooling without the need for sump recirculation. This approach 
hasbeenusedinthemitigationof allhistoricPWRsmall-breakLOCAs. BecauseRCSpressureis significantly 
reduced once on RHR, HPI can provide the limited makeup for a substantial period of time. Success for this 
branch requires an RCS cooldown to the RHR initiation pressure intime to allow initiation of RHR prior to 
RWST depletion. 

11. Residualheatremoval m]. IftheRCS canbecooled downand depressurizedtotheRHRinitiationpressure, 
then the RHR system can be used for core cooling. Success for this branch requires the operation of one train 
of the RHR system. Many PWR Class B and D plants employ a common RHR pump suction line to supply 
RCS flow to both RHR trains. Multiple valves in this line must open for R€IR success. 

12. High-pressure recirculation WR]. Following atransient-induced LOCA or failure of secondary-side cooling 
and initiation of feed and bleed, continued core cooling and makeup are required. This requirement is satisfied 
by using HPI inthe recirculationmode once the RWST is depleted, unlessthe plant can be placed onthe RHR 
system beforehand. In this mode the HPI pumps recirculate reactor coolant collected in the containment sump 
andpass itthroughheat exchangersforheatremoval. WhenMFW orAFW is available, heatremovalis assumed 
to be required only to prevent HPI pump damage; if AFW or MFWisnot available, HPR is required to remove 

_ _ _ _ _ _ ~  ~ 
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decay heat as well. Typically, at Class B and D plants, the low-pressure injection &PI) pumps are utilized in 
the HPRmode, taking suctionfiomthe containment sump, passingthe pumped waterthroughheat exchangers, 
and providing net positive suction head to the HPI pumps. 

The event tree applicable to a PWR Class G nonspecific reactor trip is shown inFigure B.11. Many of the event tree 
branches and the sequences leading to successful transient mitigation and core damage are similar to those following a 
nonspecificreactortrip transient for plant Class B (thosebranches arenot discussed M e r ) .  At Class Gplants, however, 
the HPR system performs both the high- and low-pressure recirculation (LPR) function, taking suction directly from 
the containment sump without the aid of the low-pressure pumps. Decay heat removal is accomplished during 
recirculation by the containment spray recirculation (CSR) system. 

1. 

2. Reactortrip PTl. 
3. 
4. 
5. High-pressure injection WrJ. 
6. Feed and bleed F&B]. 
7. 
8. RCS cooldownto RHRinitiationpressure [COOLDOWNJ. 
9. Residual heat removal m]. 
10. Containment spray recirculation [CSR]. When secondary-side cooling and IU3R are unavailable to remove 

decay heat, the CSRsystem operates to remove decay heat -&om the reactor coolant being reckulated. This is 
different fiom PWR Class B and D, where the decay heat removal function can be performed by HPR 

11. High-pressure recirculation WR]. Inthe event of atransient-induced LOCAorfeed and bleed, continued HPI 
via sump recirculation is needed to provide makeup once the refbekg water tank (RWT) is depleted, unless 
the plant can be placed on the RHR system beforehand. In Class Gplants, initiation of HPRrealigns the HPI 
pumps to the containment sump. The use of LPI pumps for suction-pressure boosting is not required. 

The event tree for the PWR Class H nonspecific reactor trip is shown in Fig B.16. This class of plants is different ftom 
other PWR classes in that PORVs are not included in the plant design and feed and bleed cannot be used to remove 
decay heat in the event of MFW and AFW unavailability. Jf MFW or AFW cannot be recovered, the atmospheric dump 
valves can be used to depressurize the S G s  to below the shutoff head of the condensate pumps, and these can be used, 
if available, for RCS cooling. The following is a description of event tree branches for PWR Class H that are di€€erent 
fiom those described for previous PWR classes. 

Initiating event (trmient) P T M N S ] .  The initiating event is a nonspecific reactor trip, similar to that 
described for PWR Classes B and D. 

Auxiliary feedwater or main feedwater [AFW or h4FWJ 
PORV or SRV challengedlreseats PORVLPORV-RES]. 

Recovery of secondary-side cooling [SGCOOL]. 

1. 

2. Reactor trip IRT]. 
3. 
4. 

Initiating event (transient) D-TRANS]. The initiating event is a nonspecific reactor trip, similar to that 
described for the previous PWR classes. 

Auxiliary feedwater or main feedwater [AFW or MFW]. 
Safetyreliefvalve (SRV) challenged [SRVJ. The lowerbranchindicatesthat at least one safetyvalve has lifted 
as a result of the transient. In most transients in which reactor trip has been successful and MFW or AFW is 
available, these valves do not lift. In the case where both MFW and AFW are unavailable, at least one SRV is 
assumed to lift. The upper branch indicates that the pressurizer pressure was not sufficiently high to cause a 
relief valve to open. 
SRVreseat [SRV-RES]. Success for this branch requires the closure of any open safety valve once pressurizer 
pressure has been reduced below the safety valve set point. Because only safety valves are used on this plant 
class, no block valves exist that can be closed to terminate flow fiom a stuck-open relief valve. 

5. 
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6.  

7. 

High-pressure injection WI]. In the event of a transient-induced LOCA, HPI is required to provide RCS 
makeup to keep the core covered. 
Condensate pumps [COND]. If MFW and AFW are unavailable, the atmospheric dump valves (or turbine 
bypass valves if the main steam isolationvalves are open) may be used on Class H plants to depressurize the 
S G s  to the point that the condensate pumps can be used for SG cooling. Flow from one condensate pump to 
one SG is assumed adequate. In the event of MFW and AFW unavailability, failure to depressurize one SG to 
the operating pressure of the condensate system or unavailability of the condensate pumps is assumed to result 
in core damage. 

8. RCS cooldownto RHRinitiationpressure [COOLDOWN]. 
9. Residual heat removal -1. 
10. High-pressure recirculation WR]. The requirement for continued core cooling during mitigation of a 

transient-induced LOCA and following depletion of the RWT, if =has not been initiated, can be satisfied 
by using HPI in the recirculation mode. At Class Hplants, initiation of HPR realigns the HPI pumps to the 
containment sump. The use of LPI pumps for suction-pressure boosting is not required. 

The event tree applicable to PWRplant Class Anonspecific reactor trip is showninFigure B.l. Many of the event tree 
branches and the sequences leading to successll transient mitigation and severe core damage are similar to those 
following anonspecific reactor trip transient for plant Classes B and G. 

Like the Class G plants, the Class A plants have a CSR system that provides decay heat removal during HPR Use of 
CSRfor decay heat removal was assumed to be required if AFW and MFW were unavailable, unless the plant could be 
depressurized and placed on the RHR system. LPI pumps are required to provide suction to the HPI pumps during 
recirculation. The event tree branches and sequences are discussed further below. 

1. 

2. Reactortrip LRT]. 
3. 
4. 
5. High-pressure injection PI]. 
6. Feed and bleed F&B]. 
7. 
8. RCS cooldownto RHRinitiationpressure [COOLDOWN]. 
9. Residual heat removal m]. 
10. Containment spray recirculation [CSR]. 
11. High-pressure recirculation WR]. The LPI pumps provide suction to the high-pressure pumps in the 

recirculation mode. 

Initiating event (transient) @E-TRANS]. The initiating event is a nonspecific reactor trip, similar to that 
described for the other PWRplant classes. 

Auxiliary feedwater or main feedwater [AFW or MFW. 
PORV challenged and reseats FORV and PORV-RES]. 

Recovery of secondary-side cooling [SGCOOL]. 

B.5.2 Anticipated transient without scram 

The eventtrees constructed definepotential plantresponse following an ATWS. Following afailure to scram, significant 
AFW flow is required for short-term core cooling, and injection of soluble boric acid is required to shut downthe fission 
reaction. In addition, the primary reliefvalves, in conjunction with anegative moderator temperature coefficient, must 
limit RCS pressure to prevent the failure of RCS components. Failure to limit RCS pressure, provide adequate AFW to 
remove core heat, or inject soluble boric acid isassumed to result in core damage following a failure to trip. 
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Similar event trees are used for all PWR classes. These are shown in Figures B.5, B.10, B.15, and B.20, respectively, 
for classes A, B and D, G, and H. Descriptions of event tree branches that are Unique to the ATWS event trees follow. 
Branches on the ATWS tree that are also included on the transient event tree for the class are not fin-ther described. 

1. 

2. 

3. 

4. 

5. 

6. 
7. 
8. 

Initiating event (ATWS) [ATWS]. The initiating event for this tree is a transient with failure to scram the 
reactor through either automatic or manual actuation of the RPS. This initiating event is an effective transfer 
from the transient event tree for sequences involying failure to scram (sequence 21 for PWR Class B). 
Primary pressure limited BCSPRESS]. ATWS analyses assume RCS components will fail unpredictably 
above-3200 psi. Ifthis occurs, core damageis assumed to result. Success forthisbranchrequiresRCSpressure 
to be limited to no greater than -3200 psi. Primary pressure is limited by an adequately negative moderator 
temperature coefficient and by the operation of the primary safety valves. 
Auxiliary feedwater for ATWS [AFW-ATWS]. AFW and the secondary side relief valves are required to 
remove core heat. Typically, twice the normal AFW flow is required until the fission process is terminated by 
the addition of boric acid. 
Emergency boration @3ORATIONJ. Injection of concentrated boric acid via the €PI or charging system is 
required to teminate the fission process. Emergency boration is manually initiated. 
SRV and PORV reseat following ATWS pressure relief PORV-A or SRV-A]. All primary safety valves and 
the PORVs are assumed (1) to lift as aresult of the highRCS pressure that accompanies an ATWS and (2) to 
discharge water. As aresult of the passage of water through the valves, thevalve failure-to-close probabilities 
are considerably higher than in the normal situation when only steam is relieved. Success for this branch 
requires the closure of all open safetyvalves and PORVs (XaPORVfails to close, its blockvalve canbe closed 
by the operators). 
If a relief valve fails to close (down branch), a transient-induced LOCA results. Systems required to mitigate 
the LOCA are similar to those on the transient event tree. €PI is assumed to be successful because emergency 
boration is successful. 
RCS cooldown to RHRinitiationpressure [COOLDOWNJ. 
Residual heat removal w]. 
High-pressure recirculation [HPR]. 

B.5.3 PWR Loss-of-Offsite Power 

The event trees constructed define representative plant responses to a LOOP. A LOOP (without turbine nmback on 
plants with this feature) will result in reactor trip due to unavailability of power to the CRD mechanisms and a loss of 
MFW because of the unavailability of power to components in the condensate and condenser cooling systems. 

The PWR LOOP tree constructed for plant Classes B and D is shown in Figure B.7. Descriptions of the event tree 
branches follow. 

1. Initiating event (LOOP) p-LOOP]. The initiating event forthe tree is a grid or switchyard disturbance to the 
extent that the generator must be separated fromthe grid and all offsite power sources are unavailable to plant 
equipment. The capability of a runback of the unit generator from full power to supply house loads exists at 
some plants but is not considered in the event tree. Only LOOPS that challenge the emergency power system 
(EPS) and result in plant trip are addressed in the ASP Program. 
Reactor trip given LOOP PT-L]. Unavailability of power to the CRD mechanisms is expected to result in a 
reactor trip and rapid shutdown of the plant. If the reactor trip does not occur following a LOOP, the transient 
was considered to proceed to core damage (this may be conservative). 
Emergency power [EP]. Given a LOOP and areactor trip, electric power would be lost to all loads not backed 
by battery power. When power is lost, diesel generators (De) are automatically started to provide power to 
the plant safety-related loads. Emergency power success require sthe starting and loading of a d c i e n t  number 

2. 

3. 
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4. 

5. 

6. 

7. 

8. 

9. 

10. 

of DGs to support safety-related loads in systems required to mitigate the transient and maintain the plant in a 
safe shutdown condition. 
h x i l i a r y  feedwater [AFW-L]. The AFW system functions to remove decay heat via the SG secondary side. 
Success requirements for this branch are equivalent to those following a nonspecific reactor trip and 
unavailability of MFW. BothMFW and condensate pumps would beunavailable following aLOOP. Because 
specific AFW systems may contain dif€erent combinations of turbine-driven and motor-driven AFW pumps, 
the capability of the system to meet its success requirements will depend onthe state of the EPS and the number 
of turbine-driven AFW pumps that are available. 
PORV challenged LpORV-L]. The upper and lower states for this branch are similar to those following a 
nonspecific reactor trip. While a PORV may or may not lift, depending on the peak pressure following a 
particular event, the ASP models typically assume lift occurs following aLOOP (this is conservative for some 

PORV reseats PRVL-RES]. The success requirements for this branch are similar to those following a 
nonspecific reactor trip. However, for a situation in which emergency power is failed and the PORV fails to 
reseat, poweris unavailable for blockvalve closure. 
Seal LOCA [SEALLOCA]. In the event o r a  loss of emergency power following LOOP, both service water 
(SW) and component cooling water (CCW) areunavailable. This results inunavailability of RCP seal cooling 
and seal injection (since the charging pumps are also without p'ower and cooling water). Unavailability of seal 
cooling and injectionmay result in seal failure after aperiod of time, depending on the seal design. 
The lower eventtreebranchrepresen tsthe situationinwhichsealfailure occurspriorto restorationof acpower. 
The upper branch represents the situation in which a seal LOCA does not occur. 
Electric power recovered (long term). Recovery of offsite power in the long term following failure of 
emergency power can prevent or allow mitigation of an RCP seal LOCA. If emergency power is successll, 
recovery of offsite power can still allow recovery of condenser cooling and facilitate placing the plant on the 
RHR system, thereby preventing the use of sump recirculation following a transient-induced LOCA. 
For sequencesinvolving emergencypowerfailureinwhichasealLOCAhasoccurred, long-termelectric power 
recovery success [OP-SL] requires the restoration of ac power (either through recovery of offsite power or 
recovery of a DG) prior to core uncovery. For sequences involving emergency power failure in which a seal 
LOCA does not occur, electric power recovery success [OP-BD] requires the recovery of ac power prior to 
battery depletion, typically 2 to 4 h. 
If emergency power is successll, recovery of offsite power within 2 h [OP-2HJ will allow sufficient time to 
recover the condenser, cool down the plant, and initiate RHR before depleting the RWST following a 
transient-induced LOCA, eliminating the need for sump recirculation. Recovery at 6 h [OP-6HJ will facilitate 
recovery of secondary-side cooling in the event of an initial AFW failure. 
High-pressure injection WI-L], feed and bleed F&B-L], residual heat removal m - L ]  and high pressure 
recirculation PR-L] .  The success requirements forthese branches are similar to those following anonspecific 
reactor trip. Because the systems use motor-driven pumps, _the capability of each system to meet its success 
requirements depends on the success of emergency power. 
Recovery of secondary-side cooling [SGCOOL] and RCS cooldown to RHR initiation pressure 
[COOLDOWN-j. Success requirements for these branches are similar to those following anonspecific reactor 
trip. Prior recovery of offsite power is necessary to power secondary side balance of plant loads. 

plants). 

The event tree constructed for the PWR Class G LOOP is shown in Figure B.12. Most of the event tree branches and 
the sequences leading to successfulmitigation and core damage are similar to those following aLOOP at Class B plants. 
However, at Class Gplants, decayheatremovalduringrecirculationisprovidedbythe CSRsystem,notthe HPRsystem. 
The event tree branches and sequences Merent fiomthose for PWR B LOOP are discussed below. 

1. Initiating event (LOOP) @-LOOP]. The initiating event is a LOOP similar to that described for PWR plant 
Classes B and D. The following branches have functions and success requirements similar to those following 
a LOOP at PWRs associated with all of the plant classes defined. 
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2. 
3. 
4. 
5. 
6. 
7. 
8. 

9. 

10. 

Reactor trip given LOOP [RT-L]. 
Emergency power [EP]. 
Auxiliary feedwater [AFW-L]. 
PORV challenged and reseats PORV-L and PRVL-RES]. 
SealLOCA [SEALLOCA]. 
Electric power recovered (long term) [OP-SL, OP-BD, OP-2H, OP-6W. 
High-pressure injection, feed and bleed, residualheat removal, andhigh-pressure recirculation @PI-L, F&B-L, 

Recovery of secondary-side cooliig andRCS cooldownto RHRinitiationpressure [SGCOOL, COOLDOWN, 
RHR-L]. 

RHR-L, HPR-L]. 

Containment spray recirculation [CSR-L]. The success requirements for this branch are similar to those 
following a nonspecitic reactor trip. The CSR system provides decay heat removal for sequences m which 
secondary-side cooling is unavailable. 

The event tree constructed for a PWR Class HLOOP is showninB.17. Many ofthe event tree branches and sequences 
leading to successful mitigation and core damage are similar to those following a LOOP at Class B plants. However, 
Class H plants do not have feed and bleed capability and rely instead on secondary-side depressurization and the 
condensate system as an alternate decay heat removalmethod. The condensate systemis assumedunavailable following 
a LOOP, which limits the diversity of decay heat removal on this plant class following this initiator. The event branches 
and sequences are discussed further below. 

1. 

6. 

7. 
8. 
9. 
10, 

Initiating event (LOOP) WLOOP]. The initiating event is aLOOP similar to that described for BWR Classes 
B and D. The following branches have functions and success requirements similar to those following a LOOP 
at PWRs associated with all of the plant classes defined. 
Reactor trip given LOOP @T-L]. 
Emergency power [EP]. 
Auxiliary feedwater [AFW-L]. 
SRV challenged [SRV-L]. The function of this branch is similar to that desmied under the PWR Class H 
transient. 
SRV reseat [SRV-RES]. Success requirements for this branch are similar to those described under the PWR 
Class H transient. 
SealLOCA [SEALLOCA]. 
Electric power recovered (long term) [OP-SLY OP-BD]. 
High-pressure injection, residual heat removal, and high-pressure recirculation @PI-L, RHR-L, HPR-L]. 
RCS cooldown to RHRinitiationpressure [COOLDOWN]. 

The event tree constructed for the plant Class A LOOP is shown in Figure B.2. All of the event-tree branches and the 
sequences leading to successful mitigation and core damage are analogous to those following aLOOP at Class B plants 
with the addition of the CSR branch [CSR-L], which is required for decay heat removal during HPRifthe plant cannot 
be cooled down and placed on the RHR system beforehand. Additional information on the use of the CSR system is 
provided in the discussion of the PWR Class A nonspecific reactor trip event tree. 
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B.5.4 PWR Small-Break Loss-of-Coolant Accident 

Event trees were constructed to define the responses of PWRs to a small-break LOCA. The LOCA chosen for 
consideration is one that would require a reactor trip and continued HPI for core protection. Because of the limited 
amount of borated water available, the mitigation sequence also includes the requirement to recirculate borated water 
from the containment sump, unless the plant can be successllly cooled down and placed on the RHR system prior to 
RWST depletion. 

The LOCA event tree constructed for PWR plant Classes B and D is shownin Figure B.8. The event tree branches and 
the sequences leading to core damage follow. 

1. Initiating event (small-break LOCA) w-SLOCA]. The initiating event for the tree is a small-break LOCA 
that requires reactor trip and continued HPI for core protection. 
Reactor trip IJZTI. Reactor trip success is defined as the rapid insertion of sufticient control rods to place the 
core in a subcritical condition. Failure to trip was considered to lead to core damage in the ASP models (this 
may be conservative). 
Auxiliary feedwater or main feedwater [AFW or h4l?wl. Use of AFW or MFW was assumed necessary for 
some small breaks to reduce RCS pressure to the point where HPI is effective. At Class D plants, the HPI 
pumps operate at a much higher discharge pressure and hence can function without secondary-side cooling 
fiom the AFW or MFW systems. 
High-pressure injection WIJ. Adequate injection of borated water fiomthe HPI system is required to prevent 
excessive core temperatures and consequent core damage. 
Feed and bleed @?&B]. In the event AFW and MFW are unavailable following a small-break LOCA, core 
cooling can be provided using the feed and bleedmode. Depending on the size of the small break, opening the 
PORVs may not be required for success (opening aPORV is not required for success for Class D). 
RCS cooldown to RHR initiation pressure [COOLDOWNJ. Following initiation of HPI, substantial time 
(typically4 h)is availablebeforetheRWSTis depleted and sur'. recirculationisrequired. AnRCS cooldown 
to the RHRinitiationpressure (using the TBVs and main condenser, or the atmospheric dumps, in conjunction 
with AFW or MFW) and initiation of RHR will provide core cooling without the need for sump recirculation. 
This approach has beenused in the mitigation of all historic PWRsmall-breakLOCAs. Because RCS pressure 
is significantly reduced once on RHR, HPI can provide the limited makeup for a substantial period of time. 
Success for this branch requires anRCS cooldown to the RHR initiation pressure intime to allow initiation of 
RHR prior to RWST depletion. 
Residualheat removal m]. IftheRCS canbe cooled down and depressurized to theRHRinitiationpressure, 
then the RHR system can be used for core cooling. Success for this branch requires the operation of one train 
of the RHR system. Many PWR Class B and D plants employ a common RHR pump suction line to supply 
RCS flow to both RHR trains. Multiple valves in this line must open for RHR success. 
High-pressure recirculation IHpR]. The requirement for continued core cooling following aLOCAis satisfied 
by using HPI inthe recirculationmode once the RWST is depleted, unless the plant canbe placed onthe RHR 
system beforehand. Inthis mode the HPI pumps recirculate reactor coolant collected in the containment sump 
andpassitthroughheat exchangersforheatremoval. WhenMFWorAFWis available, heatremovalis assumed 
to be required only to prevent HPI pump damage; if AFW or MFW is not available, HPRis required to remove 
decay heat as well. Typically, at Class B and D plants, the LPI pumps are utilized in the HPR mode, taking 
suction from the containment sump, passing the pumped water through heat exchangers, and providing net 
positive suctionhead to the HPI pumps. 

2. 

3. 

4. 

5. 

6.  

7. 

8. 

The event tree constructed for a small-break LOCA at Class G plants is shown in Figure B.13. The LOCA event tree 
for Class G plants is similar to that for Class B and D plants except that long-term cooling is provided by the CSR system 
rather than by the HPR system. The event tree branches and sequences are discussed further below. 
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1. Initiating event (small-break LOCA) p-SLOCA]. The initiating event is a LOCA similar to that descriied 
for PWR plant Classes B and D. The following branches have functions and success requirements similar to 
those following a small-break LOCA at PWRs associated with all of the plant classes defined. 

2. Reactortrip @TI. 
3. 

4. 
5. 
6. 
7. 

Auxiliary feedwater and main feedwater [AFW and MFWl. 
High-pressure injection and feed and bleed WI and F&B]. 
Recovery of secondary-side cooling [SGCOOL]. 
RCS cooldown to RHR initiation pressure and RHR [COOLDOWN and RHR]. 
Containment spray recirculation [CSR]. In the event that normal secondary-side cooling (AFW or MFW) is 
unavailable following a small-break LOCA, cooling via the CSR system during HPR is required to mitigate 
the transient. 

8. High-pressure recirculation WR]. 

The event tree constructed for a small-break LOCA at PWR Class Hplants is shownin Figure B.18. The event tree has 
been developed assuming that SG depressurization and condensate pumps can provide adequate RCS pressure reduction 
in the event of an unavailability of AFW and MEW to permit HPI and HPR to function in these plants. The event tree 
branches and sequences are similar to those following atrdent-induced LOCA. 

1. Initiating event (small-break LOCA) p-SLOCA]. The-initiating event is similar to that described above for 
PWR Classes B, D, and G. The following branches have functions and success requirements similar to those 
discussed previously for this class. 

2. Reactortrip @TI. 
3. 
4. High-pressure injection Wg. 
5. RCS cooldownto RHRinitiationpressure [COOLDOWNJ 
6. Residual heat removal m]. 
7. High-pressure recirculation WR].  

Auxiliary feedwater, main feedwater, and condensate [AFW, MFW, and COND]. 

The event tree constructed for a small LOCA at Class A plants is shownin Figure B.3. The LOCA event tree for Class 
A plants is similar to that for Classes B and D except that the CSR system is required in conjunction with HPR in some 
sequences where secondary cooling is not provided. 

As with the PWR transient and LOOP sequences, differences between plant classes are driven by the use of CSR on 
plant Classes A and G and by the use of condensate pumps in lieu of feed and bleed on PWR Class H. 

B.5.5 PWR Steam Generator Tube Rupture 

The event trees constructed define potential plant response following an SGTR. In the event of an SGTR, the nominal 
plant response is to provide RCS inventory makeup using the HPI system; detect and then isolate the ruptured SG by 
closing appropriate AFW, MFW, and 'main steam isolation valves; and depressurize the RCS to below the SG relief 
valve reseat pressure using the intact SGs. This allows the relief valves to reseat and terminates flow fkomthe RCS into 
the failed SG. Ifthebreakcannotbeisolated,theRCSmustbe cooled downfurtherandtheRHRsystemmustbeplaced 

I in operation before RWST inventory is depleted. Failure to perfomthesehctions is assumed to result in core damage. 

The SGTR event tree constructed for PWR plant Classes B and D, G, and A are shown in Figures B.9, B.14, and B.4, 
respectiyely. Descriptions of the branches that are unique to SGTRresponse follow. Branches on the SGTR event tree 
that are also included on other event trees are not described further. 
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1. 

2. 

3. 

4. 

5. 
6. 

7. 

8. 

9. 

Initiating event (SGTR) p-SGTR]. The initiating event is the failure of one SGtube, withresulting RCS flow 
fiom the primary to the secondary side of the SG. Simultaneous rupture of multiple tubes is not addressed. 
Reactor trip @TI. Failure to trip the reactor following an SGTR is assumed to result in core damage (this may 
be conservative). 
Auxiliary feedwater [AFW-SGTR]. AFW flow to the intact (utlimpacted) SGs must be provided to remove 
decay heat and cool the RCS to reduce its pressure to below the SGrelief valve reseat point. Success for this 
branch requires flow fiom one or more AFW pumps to at least one intact SG. 
Main feedwater m. The MFW system can be used for heat removal if AFW is unavailable. Most MFW 
systems isolate on safety injection, and subsequent operability is dependent on the type of pump driver; 
turbine-driven MFW pumps require steam from the nonimpacted S G s  once the faulted SG is isolated. 
High-pressure injection WIJ. 
RCS cooldownbelow SGreliefvalve setpoint BCS-SG]. Success forthisbranchrequiresthe use ofthe ADVs 
or TBVs to reduce RCS pressure below the SGreliefvdve reseat pressure. 
Ruptured SG isolated [SGISOL]. Success requires the ruptured SG to be isolated by closing open valves 
associated with feed, blowdown, and steam flow. This, in conjunction with RCS cooldown to below the SG 
relief valve reseat pressure, terminates flow fiom the tube rupture. 
RCS cooldown below RHRpressure @CSCOOL]. If the ruptured SG cannot be isolated, RCS cooldown is 
continuedusing the TBVs until RHRcanbe initiated. Onplants withlarge ADVcapacity, RCS cooldownmay 
be accomplished without TBVs. Once on the RHR system, the S G s  (which are no longer required for decay 
heat removal) can be isolated ifnecessary. 
Residual heat removal m]. 

The SGTR event tree constructed for PWR Class H is shown in Figure B.19. With the exception of one branch that 
addresses the potential use of the condensate system if both AFW and MFW fail, all branches are similar to those on 
the previous event trees. 

1. 
2. 
3. 
4. 
5. 

6. 
7. 
8. 
9. 
10. 

Initiating event (SGTR) p-SGTR]. 
Reactor trip pa. 
Auxiliary feedwater [AFW-SGTR]. 
Main feedwater m. 
Condensate [COND]. Inthe event that both AFW and MFW are unavailable, the ADVs [or TBVs ifthe main 
steam isolationvalve (MSIVs) are open] can be used on PWR Class H plants to depressurize the intact S G s  to 
the point that the condensate pumps can be used for SG cooling. Flow from one condensate pump to one SG 
is assumed to be adequate. 
High-pressure injection Wr]. 
RCS cooldown below SGrelief valve setpoint BCS-SG]. 
Ruptured SG isolated [SGISOL]. 
RCS cooldownbelow RHRpressure WCSCOOL]. 
Residualheat removal w]. 

B.5.6 Alternate Recovery Actions 

The PWR event trees have been developed onthe basis that proceduralized recovery actions will be attempted ifprimary 
systems that provide protection from core damage are unavailable. In the event AFW and MFW are unavailable and 
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cannot be recovered in the short term, the use of feed and bleed cooling is modeled on all plants except for Class H, 
where SG depressurization and use of the condensate pumps is modeled instead. 

Alternate equipment and procedures-beyond the systems and functions included in the event trees-may be successful 
inmitigatingthe effects of an initiating event, providedthe appropriate equipment or procedure is available at aparticular 
plant. This may include: 

: 

the use of supplemental DGs-beyond the normal safety-related units-to power equipment required 
for continued core cooling and reactor plant instrumentation. A number of plants have added such 
equipment, often for f ie  protection. 

- depressurization following a small-break LOCA to the initiation pressure of the LPI systems to provide 
RCS makeup in the event that HPI fails. Procedures to support this action are known to exist at soine 
plants. 

* use of electric power cross-ties among adjacent units. 

The potential use of these alternate recovery actions was addressed in the analysis of the 1994 precursofs when 
information concerning their plant-specific applicability was available. 

B.6 BWR Event Tree Models 
The BWR event trees describe the impact of the availability and unavailability of fiont-line systems in each plant class 
on core protection following three initiating events: trip, LOOP, and small-break LOCA. The systems modeled in the 
event trees are those associated with the generic functions required in response to an initiating event. The systems that 
are assumed capable of providing these functions are: 

Function Svstem 
Reactor scram and standby liquid control (following failure to trip) Reactor subcriticality 

Reactor coolant system integrity 

Reactor coolant inventory 

Short-term core heatremoval 

Addressed in small-break LOCA models and in trip and LOOP sequences 
involving failure of primary relief valves to reseat 
High-pressure injection systems W C I  or HPCS, RCIC, CRD, FWCI] 
Main feedwater 
Low-pressure injection systems following blowdown [low-pressure coolant 
injection (LPCI) (BWR Classes B and C), condensate, low-pressure core 
spray (LPCS), residual heat removal service water (RHRSW) or equivalent] 
Power conversion system (PCS) 
High-pressure injection systems LHpCI, RCIC, CRD, FWCI (BWR Class A)] 
Isolation condenser (BWR Classes A and B) 
Main feedwater 
Low-pressure injection systems following blowdown PPCI (BWR Classes B 
and C), LPCS, condensate] 
Note: Short-term core heat removal to the suppression pool (all cases where 
power conversion system is faulted) requires use of the RHR system or 
containment venting for heat removal in the long term. 
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Function Svstem 
Long-term core heat removal . Power conversion system 

Isolation condenser (BWR Class A) 
Residual heat removal [shutdown cooling or suppression pool cooling modes 

Shutdown cooling (BWR Classes A and B) 
Containment cooling (BWR Class A) 
Low-pressure coolant injection [containment cooling (CC) mode (BWR Class 

Containment venting 

(BWR Class C)] 

BII 

B.6.1 BWR Nonspecific Reactor Trip 

The nonspecific reactor trip event tree constructed for BWR plant Class C is shown in Figures B.35 and 36. The event 
tree branches and the sequences leading to potential severe core damage follow [event tree branch designations are 
showninbrackets]. The Class Cplants are discussedfirstbecauseallbut afewoftheBWRsfitintothe Class C category. 

1. 

2. 

3. 

4. 

5. 

6. 

Initiating event (transient) W-TI. The initiating event is a transient or upset event that results in a rapid 
shutdown of the plant. Transients that are initiated by a LOOP or a small-break LOCA are modeled in separate 
event trees. Transients initiated by a large-break LOCA or large SLB are not addressed in the event trees 
described here; trees applicable to such initiators are developed separately ifrequired. 
Reactor shutdown PSI. To achieve reactor subcriticality and thushalt the fissionprocess,theRPS commands 
rapid insertion of the conGol rods into the core. Successful scram requires rapid insertion of control rods with 
no more than: two adjacent control rods failing to insert. Failure to scramresults in sequences associated with 
ATWS, which is described later in this section. 
Power conversion system IpCS]. Upon successful reactor scram, continued operation of the PCS would allow . 
continued heat removal via the main condenser. This is considered successful mitigation of the transient. 
Continued operation ofthe PCS requiresthe MSIVs toremainopen and repiresthe operationof the condenser, 
the turbine bypass system (TBS), the condensate pumps, the condensate booster pumps, and the feedwater 
Pumps. . 
SRVs close [SRVJ. SRVs are assumed to lift following scram. Success for this branch requires the reseating 
of all but one open SRV once the reactor pressure vessel (R.PV) pressure decreases below the relief valve set 
point. If an SRV sticks open, atransient-induced LOCA is initiated. The response of BWR Class C plants to 
a single stuck-open SRVis similar to the response when no SRV sticks open and is represented by the upper 
branch. The failure of two valves to close is represented by the middle branch; plant response is similar to a 
medium-breakLOCA. The lowest branchrepresents the failure of more thantwo SRVs to close. This response 
is similar to a large-break LOCA. 
Feedwater m. Givenunavailability of the PCS, continued delivery of feedwater to the RPVwill keep the 
core from becoming uncovered. This, in combination with successful long-term decay heat removal, will 
mitigate the transient, preventing core damage. For plants with turbine-driven feed pumps, the PCS failure 
with subsequent feedwater success cannot involve MSIV closure or loss of condenser vacuum because this 
would disable the feed pumps. 
High-pressure coolant injection (or high-pressure core spray) WCrJ. The primary function of the HPCI or 
HPCS system is to provide makeup following small-break LOCAs while the reactor is at high pressure (not 
depressurized). The system is also used for decay heat removal following transients imolving a loss of 
feedwater. Some later Class C plants are equipped with HF'CS systems, but the majority are equipped with 

. 
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HPCI systems. HPCI or HPCS can provide the required makeup and short-term decay heat removal when the 
condenser and feedwater system are unavailable. 
Reactor core isolation cooling WCI]. The RCIC system is designed to provide high-pressure coolant makeup 
'for transient sthatresult inLOFW. BothRCIC andHPCI (or HPCS) initiate whenthereactor coolant inventory' 
drops to the low-low level set point, taking suction from the condensate storage tank or the suppression pool. 
To prevent tripping of HPCI and RCIC pumps onhigh water level, HPCI is nomally secured afterHPCI/RCIC 
initiation when pressure and water level are restored. RCIC must then be operated until the RHR system can 
be placed in service. The RCIC system is also capable of providing successful makeup following a single 
stuck-open SRV. 
Depressurization via manual actuation of the SRVs or the automatic depressurization system [ADS]. In the 
event that the high-pressure systems have failed to provide adequate flow, the RPV can be depressurized to 
allow use of the low-pressure, high-capacity injection systems. The ADS will automatically initiate onhigh 
drywell pressure and low-low reactor water level, the availability of one train of the LPCI or LPCS systems, 
and following atime delay (whichcanbe reset bythe operator). The SRVs canalso be opened by the operators 
to speed the depressurization process or if ADS fails to automatically actuate. 
CRD injection [CRD]. In transient-induced sequences where heat removal and minimal core makeup are 
required @e., no more than one SRV sticks open), the CRD pumps can deliver coolant to the RPV. 

7. 

8. 

9. 

10. Condensate system [CDS]. Low-pressure injection can be provided by the condensate system ifit is available 
following a loss of feedwater. Condensate is initially drawn from the condenser hotwell. 

11. Low-pressure core spray [LCS]. Low-pressure injection canb'e provided by the LPCS system ifrequired. The 
LPCS systemperformsthe same functions asthe LPCI system (descriied below) except that the coolant, which 
is drawn from the suppression pool or the condensate storage tank (CST), is sprayed over the core. 

12. Low-pressure coolantinjection [LCI]. TheLPCIsystemcanprovide short-termheatremovalandcoolingwater 
makeup if the reactor has been depressurized to the operating range of the low-head RHR pumps. At Class C 
plants, LPCI is a mode of the RHR system; thus, the RHR pumps operate during LPCI. LPCI takes suction 
from the suppression pool or the CST and discharges into the recirculation loops or directly into the reactor 
vessel. If LPCI is successful in delivering sufficient flow to the reactor, long-term heat removal success is sti l l  
required to mitigate core damage. 

13. RHRservice wateror otherinjectionsource [SWS]. Thisis abackupmeasureforprovidingwaterto thereactor 
to reflood the core and maintain core cooling if other injection sources are unavailable. Typically, the 
high-pressure SW pumps are aligned to the shell side of the RHRheat exchangers for delivery of water to one 
of the recirculation loops. 

14. Residual heat removal m]. Three modes of RHR are represented by this branch. In the shutdown cooling 
mode, coolant is circulated from the reactor by the RHR pumps through the RHR heat exchangers and back 
to the reactor vessel. In the suppression pool cooling mode, the RHR pumps and heat exchangers are aligned 
to take water fromthe suppressionpool, cool it usjngthe RHRheat exchangers, andretumit to the suppression 
pool. In the containment spray mode, water from the suppression pool is first cooled using the RHR heat 
exchangers before being sprayed into the containment and returning to the suppressionpool. Long-term core 
cooling success requires that heat transfer to the environment commence within -12-24 h of the transient. 
RHR success following successful reactor scram and high- or low-pressure injection of water to the RPV will 
prevent core damage. 

15. Containment venting [CVS]. If RHR fails, decay heat can be removed by venting the suppression pool or 
drywell. Success for this branch requires alignment of the vent header and initiation of venting prior to 
exceeding aplant-specificmaximum containment pressure. The time to reachthis pressureis sequence-specific 
in many cases. 

16. CRD injection following venting [CRl]. The steamingthatwilloccurinthe suppressionpoolfollowingventhg 
is assumed to fail any injection source that draws from the suppression pool. Hence, the feed operation 
associated withventing must come from an injection systemthat operates at low pressure and that has a source 
of water other than the suppression pool. If RPV makeup is from the suppression pool prior to venting, then 
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another makeup source must be aligned. One potential source of post-venting injection is the CRD system, 
represented by this branch. Because venting occurs late, only minimal CRD flow (one pump) is required. 

17. RHRSW injection following venting [SWl]. Ifthe CRD system is unavailable for post-venting makeup, the 
RHRSW system can be used instead. This branch represents the success or failure of the RHRSW system for 
this purpose. 

The event tree constructed for a BWRplant Class A nonspecific reactor trip is shown in Figure B.21. The event tree is 
SimiIar to that constructed for BWR Class C plants with the following exceptions: Class A plants are equipped with ICs 
and FWCI systems instead of RCIC and HPCI (or HPCS) systems. The isolation condensers can provide long-term core 
cooling provided no loss of inventory exists. Class A plants do not have LPCI systems, althoughthey are equipped with 
LPCS; suppression pool cooling is provided by asystemindependent ofthe shutdowncooling (SDC) system. The event 
tree branches dBerent fiom those for Class C are discussed further below. 

1. 

2. 
3. 
4. 

5. 

6. 

7. 

8. 
9. 
10. 
11. 

12. 

13. 

Initiating event (transient) W-TJ. The initiating event is anonspecific reactor trip similar to that described for 
BWR Class C plants. The following branches have functions and success requirements similar to those 
following a transient at BWRs associated with Class C. 
Reactor shutdownlppS]. 
Power conversion system PCS]. 
SRVs close [SRV. The three branches represent conditions in which (1) all open SRVs close, (2) one valve 
fails to close, and (3) more than one valve fails to close. Following atransient with closure of all SRVs (upper 
branch), the IC can provide core cooling, as can MFW. If one SRV sticks open, MFW is required for RPV 
makeup and short-term core cooling, unless theRPVis depressurized so that low-pressure systems can be used. 
Ifmore than one SRV sticks open, thenthe low-pressure systems canbe utilized without the need for automatic 
or manual depressurization. 
Feedwater ww]. MFW or FWCI can provide short-term transient mitigation. h4FW is required for makeup 
in transient-induced LOCA sequences and for heat removal in sequences when the IC system would have 
mitigated the transient but was not available. FWCI is initiated automatically on low reactor level and uses the 
normal feedwater trains to deIiver water to the reactor vessel. When feedwater is successful, long-term decay 
heat removal is required for complete transient mitigation. (PCS unavailability is assumed prior to MFW 
demand.) 
Isolation condenser and isolation condenser makeup PSO]. If PCS is not available and sigdicant inventory 
has not been lost via the SRVs, then the IC system can provide decay heat removal and mitigate the transient. 
The IC system is an essentially passive system that condenses steam produced by the core, rejecting the heat 
to cooling water andreturningthecondensatetothereactor.Makeup isprovidedtothecoolingwater asneeded. 
The system does not provide makeup to the reactor vessel. 
Depressurizationvia SRV or ADS [ADS]. 
CRD injection [CRD]. 
Condensate system [CDS]. 
Low-pressure core spray PCS]. 
Fire water injection FWS]. Fire water or other raw water systems can provide a capability similar to that 
provided by the RHRSW connection on Class C BWRs. As a backup source, if all normal core cooling is 
unavailable, fire water can be aligned to the LPCS injection line to provide water to the reactor vessel. 
Shutdown cooling [SDC]. Like the shutdown cooling mode of the RHR system at Class C plants, the SDC 
system is a closed-loop system that performs the long-term decay heat removal function by circulating primary 
coolant from the reactor through the system’s heat exchangen and back to the reactor vessel. Success requires 
the operation of at least one SDC loop. 
Containment cooling [CSS]. If the SDC system fails to provide long-term decay heat removal, the CC system 
can remove decay heat. The system utilizes dedicated pumps, drawing suction fiom the suppression pool, 
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14. 
15. 
16. 

passing it through heat exchangers where heat is rejected to the service water system, and then either retuning 
it directly to the suppression pool or spraying it into the dry well. 
Containment venting [CVS]. 
CRD injection following venting [CRl]. 
Firewater injectionfollowingventing VWl]. This branchis equivalent to RHRSWinjectionfollowingventing 
in BWR Class C. 

The event tree constructed for a BWR plant Class B nonspecific reactor trip is shown in Figures B.25 through B.28. 
The event tree is most similar to that constructed for BWR Class A plants. In fact, the branches are the same except that 
Class B plants are equipped with HPCI systems instead of FWCI systems, and they are equipped with an LPCI system 
that represents an additional capability for providing low-pressure injection. Also, at Class B BWRs, the containment 
system considered in the event tree utilizes the LPCI pumps rather than having its own dedicated pumps. 

B.6.2 Anticipated Transient Without Scram 

The event trees constructed define potential plant response following an ATWS. Following a failure to automatically 
and manually scram or insert rods, the fission process is terminated by tripping the recirculation pumps and injecting 
soluble boron into the RPV. Availability of the PCS at this point terminates the transient. If PCS is unavailable, the 
operators M e r  control power by lowering the RPV level to the top of the active fuel and using HPCI or HPCS for 
makeup. Failing this, RPV pressure is lowered to allow the low-pressure systems to provide makeup. 

Similar event trees are used for each BWR class (differences exist in the systems used for makeup, consistent with the 
systems available at each plant class). The event trees are shown in Figures B.34, B.40, and B.32, respectively, for 
classes A, B, and C. Descriptions of the event tree branches that are unique to ATWS follow. Branches on the ATWS 
trees that are also included on the transient event trees are not discussed fkher. 

1. 

2. 

3. 

4. 

5. 
6. 

7. 
8. 

9. 

Initiating event (reactor shutdown) P S I .  The initiating event is an effective transfer fromthe transient event 
tree for sequences involving failure to scram (sequence 80 for BWR Class C). 
Recirculationpump trip @RS]. Success forthisbranchrequires the automatic ormanualtrip oftherecirculation 
pumps to reduce power. 
Standby liquid control [SLC]. The operators manually start the standby liquid control system to borate the 
RPV. This system is initiated immediately following afailure to scram since it takes some time to be effective. 
ADS inhibited and level controlled [ADl]. Failing to shut down the reactor manually or by alternate means, 
the operators must attempt to control power using RPV level. The major actions are as follows. First, inhibit 
ADS. This both protects the containment (by avoiding amajor transfer of hot RPV water to the suppression 
pool) and prevents the automatic actuation of LPCS and LPCI. Second, terminate injection. This excludes 
standby liquid control system (SLCS) injection and CRD flow. RPV level is deliberately lowered to the top of 
the active fuel (TAF). Level loweringreducesreactivity and power. Third, restore injection. Ifwater level were 
to fallbelow TAF, there would beno assurance that core damage would be prevented. Hence, levelisreinstated. 
High-pressure coolant injection [HCI]. 
Manual reactor depressurization PEP]. Jfthe high-pressure systems are unavailable, the operators lower REV 
pressure to allow the use of the low-pressure systems for RPVmakeup. This must be done carefully to prevent 
flushing boron from the core region. 
Condensate, LPCS, LPCI (ifavailable) [CDS, LCS, LCI]. 
Residual heat removal or shutdown cooling and containment cooling 
suppression pool cooling made of RHR is viable because of the time periods and RPV pressures involved. 
Containment venting [CVS]. 

or SDC and CSS]. Only the 
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B.6.3 BWR Loss-of-Offsite Power 

The event trees constructed define responses of BWRs to aLOOP intenns of sequences representing success and failure 
of plant system. Only LOOPS that challenge the EPS and result in scram are addressed in the ASP Program. 

The event tree constructed for a LOOP at BWR Class C plants is shown in Figures B.37 and B.38. The event tree 
branches associated with sequences leading to core damage are described below (branches that are identical to those for 
a BWR Class C transient are not further described). 

1. 

2. 

3. 

4. 

5. 
6. 

7. 
8. 

9. 

10. 

11. 

Initiating event (LOOP) LE-L]. The initiating event for aLOOP corresponds to any situation in which power 
from both the auxiliary and startup transfomers is lost and scram occurs. This situation could result from grid 
disturbances or onsite faults. 
Reactor shutdown LRpl]. Given a load rejection, a scram signal is generated. Successful scram is the same as 
for the transient trees: a rapid insertion of control rods with no more than two adjacent control rods failing to 
insert. The scram can be automatically or manually initiated. Failure to scram following a LOOP is assumed 
to result in core damage (this may be conservative). 
Emergency power @PSI. Emergency power is provided by DGs at almost all plants. The DGs receive an 
initiation signal when an undervoltage condition is detected. Emergency power success requires the stating 
and loading of a sufficient number of DGs to support safety-related loads in systems reguired to mitigate the 
transient and maintain the plant in a safe shutdown condition. 
LOOP recovery (long-term) [OEP]. Success forthis branchrequires recovery of offsite power or diesel-backed 
ac power before the station batteries are depleted, typically 2 to 4 h. 
SRVs close [SRVJ. 
HPCI (or HPCS) or RCIC WCI and RCTJ. Success requirements for these branches are identical to those 
following atransient at Class C BWRs. EitherRCIC or HPCI (orHF'CS) canprovidethemakeup and short-term 
core cooling required following most transients, including failure of the EPS. HE'CI and RCIC only require dc 
power and sufficient steam to operate the pump turbines. HPCS systems utilize amotor-drivenpump but are 
diesel-backed and utilize dedicated SW cooling. 
Depressurizationvia SRV or the ADS [ADS]. 
CRD injection [CRDL]. Given availability of emergency power to the CRD pumps, success requirements for 
this branch following a LOOP are identical to those following a transient. Manual restart of the CRD pumps 
is reguired following the LOOP. 
LPCS, LPCI, and RHR service water injection PCSL, LCE, and SWSL]. Given availability of emergency 
power, success requirements for these branches following a LOOP are identical to those following a transient. 
Residual heat removal -1. Given the availability of emergency power, the success requirements for this 
branch are similar to those following anonspecific reactor trip transient at Class C BWRs. Success for any one 
of the three modes associated with RHR can provide the long-term decay heat removal required for transient 
mitigation. Jf emergency power fails, it must be recovered to power long-term decay heat removal equipment. 
However, long-term decay heat removal is not required until-12-24 h after the LOOP (well beyond the t h e  
at which emergency power must be recovered to avoid battery depletion). 
Containment venting, CRD injection following venting, and RHRSW injection following venting [CVS, 
CRlL, and SWlL]. 

The event tree constructed for a LOOP at BWR Class A plants is shown in Figure B.22. The event tree is similar to that 
constructed for BWR Class C plants with the major exception that Class A plants are equipped with ICs and FWCI 
systems instead of RCIC and HPCI (or HPCS) systems. However, given aLOOP, FWCI would be unavailable because 
it is not backed by emergency power. Also, additional long-term core cooling is not required with IC success, as long 
as no transient-induced LOCA exists. In the emergency power failure sequences, the IC system is the only system that 
can provide core cooling because FWCI would be without power. The event tree branches that are different from those 
for aBWR Class A transient and aBWR Class C LOOP (LOOP-related branches only) are further discussed below. 
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1. 
2. 
3. 
4. 
5. 

6. 

7. 
8. 
9. 

10. 

11. 

12. 

Initiating event (LOOP) LIE-L]. The initiating event is aLOOP similar to that described for Class C BWRs. 
Reactor shutdown wl]. 
Emergency power PPS]. 
LOOP recovery (long-term) [OEP]. 
SRVs close [SRVJ. 
Feedwater WWj. The feedwater system can provide short-term core cooling and makeup for transient 
mitigation. However, MFW success requires normal power supplies on most plants. If emergency power can 
be supplied to the MFW pumps (from a gas turbine, for example), then MFW can provide short-term core 
cooling and makeup. 
Isolation condenser and isolation condenser makeup PSO]. 
Depressurizationvia SRV or ADS [ADS]. 
CRD injection [CRDL]. Given availability of emergency power to the CRD pumps, success requirements for 
this branch following a LOOP are identical to those following a transient. Manual restart of the CRD pumps 
is required following the LOOP. 
LPCS and fire water injection PCSL and FWS]. Success requirements for these branches are similar to those 
following a nonspecific reactor trip at Class A BWRs. With interim high-pressure cooling unavailable, either 
LPCS or, as alast resort, fire water or another water source canbe used to provide low-pressure water for core 
makeup and cooling. LPCS pumps and valves require emergency power to operate. Plants typically have one 
engine-driven fire pump that can run during a LOOP without emergency power. 
SDC and containment cooling [SDCL and CSSL]. Given the availability of emergencypower or recovery of 
offsite power, success requirements for these branches are similar to those following anonspecific reactor trip 
transient at Class A BWRs. 
Containment venting, CRD injection following venting, and firewater injection following venting [CVS, 
CRlL, FWl]. 

The event tree constructed for a BWR plant Class B LOOP is shown in Figures B.29 through B.32. The event tree is 
most similar to that constructed for BWR Class A plants. The branches are the same, except that Class B plants are 
equipped with HPCI systems instead of FWCI systems and are equipped with a LPCI system, which represents an 
additional capability for providing low-pressure injection. At Class B BWRs, the containment cooling system utilizes 
the LPCI pumps rather than having its own dedicated pumps. In emergency power failure sequences, either the IC or 
HPCI system can provide the required core cooling for short-termtransient mitigation. However, if an SRV sticks open 
(transient-induced LOCA),thentheIC cmotprovidethemakeupneeded, andHPCIisrequired. "he IC canalso provide 
long-term cooling, but when only HPCI is operable, recovery of emergency power is necessary to power SDC-related 
loads. 

B.6.4 BWR Loss-of-Coolant Accident 

The event trees constructed define the response of BWRs to a LOCA in terms of sequences representing success and 
failure ofplant systems. TheLOCAchosenfor considerationis asmall-breakLOCAthat wouldrequire areactor scram 
and continued operation of high-pressure systems. A large-break LOCA would require operation of the 
high-volumeAow-pressure systems and is not addressed in the models. 

The LOCA event tree constructed for BWR Class C plants is showninFigure B.39. The event treebranches associated 
with core damage sequences follow (only branches that are different from BWR Class C transient sequences are 
described). 

1. Initiating event (small LOCA) LIE-SL]. Any breach in the RCS on the reactor side of the MSWs that results 
in coolant loss in excess of the capacity of one CRD pump and a reactor scram is considered to be a LOCA. 
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2. 
3. 
4. 
5. 

6. 
7. 
8. 

A small-breakLOCAis consideredto be oneinwhichlosses arenot great enoughtoreducethe systempressure 
to the operating range of the low-pressure systems. 
Reactor shutdown P S I .  
MFW, HPCI or HF'CS, and RCIC W W ,  HCI and RCI]. 
Depressurizationvia SRV or ADS [ADS]. 
Controlrod drive injection [CRD]. 
Condensate, LPCS, LPCI, or RHR service water [CDS, LCS, LCI, and SWS]. 
Residual heat removal M I .  
Contaimnentventing, CRD injectionfollowingventing, andRHRSW injectionfollowing injection [CVS, CR1, 
SWl]. 

' The small-break LOCA event tree constructed for BWR Class A plants is shownin Figure B.23. The event tree branches 
associated with sequences leacling to core damage follow (only branches that are Werent from BWR Class A transient 
branches are described). 

1. 

2. Reactor shutdown P S I .  
3. Feedwater m. 
4. 
5. CRD injection [CRD]. 
6. 
7. 
8. 

Initiating event (small-break LOCA) m-SI. The initiating event is a small-break LOCA similar to that 
described for BWR Class C plants. 

Depressurizationvia SRV or ADS [ADS]. 

Condensate, low-pressure core spray, and fire water injection [CDS, LPCS, and FWS]. 
Shutdown cooling and containment cooling [SDC and CSS]. 
Containment venting, CRD injection following injection, and firewater injection following venting [CVS, 
CRl, and FWl]. 

The small-break LOCA event tree constructed for BWR Class B plants is showninFigure B.33. The event tree is most 
similar to that constructed for B'WR Class A plants. In fact, the branches are the same, except that (1) some Class B 
plants are equipped with HPCI systems instead of FWCI systems and (2) Class B BWRs have a LPCI system, which 
provides an additional capability for low-pressure injection. At Class B B W ,  the containment cooling system uses 
the LPCI pumps rather than having its own dedicated pumps. 

B.6.5 Alternate Recovery Actions 

The BWk event trees have been developed onthe basis that proceduralizedrecovery actions will be attempted ifprimary 
systems that provide protection against core damage are unavailable. If feedwater, HPCI, and RCIC are unavailable 
(FWCI and ICs onBWR Classes A and B) and cannot be recovered in the short term, the use of ADS (to depressurize 
below the operating pressure of low-pressure systems) and the CRD pumps is modeled. In addition, the potential for 
short-term recovery of a faulted system is also included in the appropriate branchmodel. 

Alternate equipment and procedures, beyond the systems and functions included inthe event tree, may be successful in 
mitigating the effects of an initiating event, provided the appropriate equipment or procedure is available at aparticular 
plant. This may include: 

- the use of supplemental diesel generators, beyond the nomal.safety-related units, to power equipment 
required for continued core cooling and reactor plant instrumentation. A number of plants have added. 
such equipment, often for fire protection. 
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the use of electric power cross-ties among adjacent units. The potential use of these alternate recovery 
actions was addressed in the analysis of the 1994 precursors when information concerning their 
plant-specific applicability was available. 

B.7 Fault Tree Models 
Fault tree models were developed for each branch included in the accident sequences represented on the plant-class 
event trees. While a single fault tree could be used to model the failure logic for some systems, others required multiple 
models to represent the different success criteria applicable to merent sequences. 

The system fault tree models consider (1) failures of active components that must start and run or change position when 
a system is demanded and (2) components such as manual valves that must remain in a preset condition. The common 
cause failure of redundant components that can directly result in system failure (a subset of all potential common cause 
failures) is also included. Operator actions required to actuate a manually actuated system are also addressed, as are 
actions to recover an initially failed system. 

Each fault tree was developed using “supercomponenty’ basic events that include grouped failures associated with a 
major component such as a pump or a train of a system. The use of supercomponents provides the same logic structure 
as amodel developed with individual component basic events but facilitates computer solution of the logic models. As 
an example of a supercomponent, consider a train of a system that includes a motor-operated vahre that must open, two 
manualvalves that must remain open, a checkvalve that must open, and apump that must start and run. Ifnone of these 
components and failure modes are included elsewhere in any other fault tree, except perhaps inthe same grouping, then 
they can be combined into a single supercomponent. The supercomponent, which should have engineering meaning, is 
then used as a single basic event representing the potenti+ failure of the five components. 

Basic event failure probabilities for each su ercomponent are developed using individual component failure 
probabilities, primarily from the ASP data base, earlier ASP program data, and NUREG-10327 A 24-hmission time 
is used for most components with hourly failure rates, such as a pump failing to run (one exception was the mission 
time for emergency diesel generators, which is based on the 9Othpercentile LOOP recovery time). 

l! 

In the example supercomponent, probabilities for failure of the motor-operated valve to open (3.0 x failure of 
bothmanualvaluestoremainopen(2 x lU4,failureofthepumpto start andrunforitsmissiontime [3 x loe3 (start)+ 
24 h x 3 x 10-5/h (run)], and failure of the checkvalve to open (1 x 10-4 would be added to estimate the supercomponent 
failure probability (7.0 x 

Common cause failure probabilities are quantified using the Multiple Greek Letter (MGL) method with data from 
Procedures for Analysis of Common Cause Failures in Probabilistic Safety Analysis, NUREG/CR-5801.* 

At the present time, the only support system failures that are modeled are emergency ac power failures following a 
LOOP. The models may be expanded in the future to include other support system failures, such as those in the service 
water system. 

An example ASP fault tree is included in Figure B.41. Addition+ information concerning the development of the fault 
tree models is provided in Ref. 9. 
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Table B.l. ASP Reactor Plant Classes 

Plant name Plant class 
AN0 - unit 1 
AN0 - unit 2 

PWR Class D 
PWR Class G 

Beaver Valley 1 
Beaver Valley 2 
Browns Ferry 1 

PWR Class A 
PWR Class A 
BWR Class C 

Browns F e w  2 
Browns Ferry 3 

BWR Class C 
BWR Class C 

Braidwood 1 I PWR Class B 
Braidwood 2 PWR Class B 
Brunswick 1 BWR Class C 
Brunswick 2 BWR Class C 
Byron 1 PWR Class B 
Byron 2 I PWRClassB 

~~ 

Callaway 1 PWR Class B 
Calvert cliffs 1 PWR Class G 
calvert cliffs 2 I PWR Class G 
Catawba 1 PWR Class B 
Catawba 2 PWR Class B 
Clinton 1 I BWR Class C 
Comanche Peak PWR Class B 
Cook 1 PWR Class B 
Cook 2 PWR Class B 
Cooper Station I BWR Class C 
Crystal River 3 PWR Class D 
Davis-Besse PWR Class B 
Diablo Canyon 1 PWR Class B 
Diablo Canyon 2 PWR Class B 
Dresden 2 BWR Class B 
Dresden 3 BWR Class B 
Duane Arnold BWR Class C 
Farley 1 PWR Class B 
Farley 2 PWR Class B 
Fermi2 I BWR Class C 
Filzpatrick BWR Class C 
Fort Calhoun PWR Class G 
Ginna PWR Class B 
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Plant name 
Grand Gulf1 

Table B.l. ASP Reactor Plant Classes (conk) 

Plant class 
BWR Class C 

~~ 

Haddam Neck 
Harris 1 
Hatch 1 

PWR Class B 
PWR Class B 
BWR Class C 

Hatch 2 
Hope Creek 1 
Indian Point 2 
Indian Point 3 I PWR Class B 

BWR Class C 
BWR Class C 
PWR Class B 

Kewaunee 
LaSalle 1 
LaSalle 2 

PWR Class B 
BWR Class C 
BWR Class C 

PWR Class B 
PWR Class B 

Millstone 1 BWR Class A 
Millstone 2 PWR Class G 

Limerick 1 
Limerick 2 
Maine Yankee 

BWR Class C 
BWR Class C 
PWR Class B 

~ 

Millstone 3 
Monticello 
Nine Mile Point 1 

NUREGlCR-4674, VoL 21 B.1-28 

PWR Class A 
BWR Class C 
BWR Class A 

Nine Mile Point 2 
North Anna 1 
North Anna 2 
Oconee 1 
Oconee 2 
Oconee 3 
Oyster Creek 
Palisades 
Palo Verde 1 
Palo Verde 2 
Palo Verde 3 
Peach Bottom 2 
Peach Bottom 3 

Perry1 
Pil& 1 

BWR Class C 
PWR Class A 
PWR Class A 
PWR Class D 
PWR Class D 
PWR Class D 
BWR Class A 
PWR Class G 
PWR Class H 
PWR Class H 
PWR Class H 
BWR Class C 
BWR Class C 
BWR Class C 
BWR Class C 
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Table B.l. ASP Reactor Plant Classes (cont.) 

Prairie Island 2 
Quad Cities 1 

PWR Class B 
BWR Class C 

Quad Cities 2 BWR Class C 
River Bend 1 BWR Class C 
Robinson 2 PWR Class B 
Salem 1 PWR Class B 
Salem 2 PWR Class B 

Sequoyah 2 PWR Class B 
South Texas 1 PWR Class B 
St. Lucie 1 PWR Class G 
St. Lucie 2 PWR Class G 
summer1 PWR Class B 
s-1 PWR Class A 
S-2 
Susquehama 1 
Susquehanna 2 
Three Mile Island 1 
Turkey Point 3 
Turkey Point 4 
Vermont Yankee 
Vogtle 1 
Vogtle 2 
wNP2 

PWR Class A 
BWR Class C 
BWR Class C 
PWR Class D 
PWR Class B 
PWR Class B 
BWR Class C 
PWR Class B 
PWR Class B 
BWR Class C 

Waterford 3 I PWR Class H 
Wolf Creek 1 PWR Class B 
Yankee Rowe PWR Class B 
Zion 1 PWR Class B 

I Zion2 I PWR Class B 
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Figure B.l. PWR Class A nonspecific reactor trip. 
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Figure B.2. PWR Class A loss-of-offsite power. 
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Ire B.3. PWR Class A small-break loss-of-coolant accident. 
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Figure B.5. PWR 
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'r 
, anticipated transient without scram. 
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igure B.6. 

- 
F 

F Y Y Y Y O Y P P Y Y Y Y O ~ O O Y Y P P  
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  

8 
m m .- 8 I- 

.- 
N 

T 

2 

Classes B and D nonspecific reactor trip. 
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7igure B.7. Classes B and D loss-of-offsite power. 
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Classes B and D small-break loss-of-coolant accident. 
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7igure B.9. 
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Figure B.ll. PWR Class Gnonspecific reactor trip. 
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PWR Class G small-break loss-of-coolant accident. 
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igure B.14. 
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ss G steam generator tube rupture. 
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Figure B.16. P W R  Class H nonspecific reactor trip. 
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Figure B.17. PWR Class H losssf-offsite power. 
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PWR Class H small-break loss-of-coolant accident. 
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igure B.21 
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PWR Class H anticipated transient without scram. 
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Figure B.21. BFVR Class A nonspecific reactor trip. 
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Figure B.22. BWR Class A loss-of-offsite power. 
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Figure B.23. BWR Class A small-break loss-of-coolant accident. 
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Figure B:24. BWR Class A anticipated transient without scram. 
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Figure B.25. BWR Class B nonspecific reactor trip. 
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igure B.30. BWR Class B loss-of-offkite power (cont.). 
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igure B.3 1. BWR Class B loss-of-offsite power (cont.). 
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Figure B.32. BWR Class B loss-of-offsite power (cont.). 
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Figure B.34. BWR Class B anticipated transient without scram. 
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igure B BWR Class C nonspecific reactor trip (cont.). 
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Figure B.38. BWR Class C loss-of-offsite power (cont.). 
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Figure B.40. BWR Class C anticipated transient without scram. 
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Appendix C At-Power Precursors 

C. 1 At-Power Precursors 

C.l.l Accident Sequence Precursor Program Event Analyses for 1994 
This appendix documents 1994 operational events selected as accident sequence precursors that are analyzed with the 
plant in an at-power condition. 

Licensee Event Reports (LERs) and other event documentation describing operational events at commercial nuclear 
power plants were reviewed for potential precursors if 

the LERwasidentified asrequiringreviewbasedonacomputerizedsearchofthe Sequence Coding and Search 
System data base maintained at Oak Ridge National Laboratory’ or 
the LER or other event documentation was identified as requiring review by the Nuclear Regulatory 
Commission’s Office for Analysis and Evaluation of Operational Data. 

1. 

2. 

Details of the precursor review, analysis, and documentation process are provided in Section 2 and Appendix A of this 
report. 

C.1.2 Precursors Identified 
Eight at-power precubrs were identified among the 1994 events reviewed at the Nuclear operations halysis  Center. 
Events were identified as precursors if they met one of the following precursor selection criteria and the conditional 
core damage probability estimated for the event was at least 

I 

1. 
2. 

3. 

4. 

the event involved the total failure of a system required to mitigate effects of a core damage initiator, 
the event involvedthe degradationoftwo ormoresystemsrequiredtomitigateeffects of acore damageinitiator, 
the event involved a core damage initiator such as a loss of offsite power or small-break loss-of-coolant 
accident, or 
the event involved areactor trip or loss of feedwater with a degraded safety system. 

The at-power precursors identified are listed in Table C.1. 
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Event No. 
LERS 213/94-004, 

IR 213/94-03 
-005, -007, -013; 

Table C.1. List of at-power precursors 

Plant Event description Page 

c.2-1 Power Operated Relief Valves and Vital 480-V ac 
Bus Degraded HaddamNeck 

LER 237/94-018 Motor Control Center Trips Due to Improper 
Breaker Settings C.3-1 Dresden 2 

LER 237/94-021 

LER 250/94-005 
LER 266/94-002 

LER 304/94-002 Zion 2 

Long-Term Unavailability of High Pressure 
Coolant Injection C.4-1 

Turkey Point 3 and 4 Load Sequenceas Periodically Inoperable C.5-1 
Point Beach 1 and 2 Both Diesel Generators Inoperable (2.6-1 

Dresden 2 

I c.7-I Unavailability of Turbine-Driven Auxiliary 
Feedwater Pump and Emergency Diesel Generator 

LER 318/94-001 Trip, LOSS of 13.8-kV BUS, and Short-Tm Salt 
Calvert Cliffs 2 Water Cooling SystemUnavaihbility C.8-1 

LER 458/94-023 

C.1.3 Event Documentation 

Scram, Main Turbine-Generator Fails to Trip, 

Control Rod Drive System Unavailable 
River Bend Reactor Core Cooling Isolation Cooling and c.9-1 

Analysis documentation and precursor calculation information for each precursor are attached. The precursors are in 
docket/LER number order. 

For eachprecursor, an event analysis sheet is included. This provides a descriptionof the operational event, event-related 
plant design information, and the assumptions and approach used to model the event, analysis results, and references. 

A figure is included that highlights the dominant core damage sequence associated with the event. Conditional core 
damage calculation information is also providedjncluding the following tables: 

- Probabilities for selected basic events, 
- Sequence logic, sequence probabilities and importances and system names for higher probability 

- Higher probability cut sets for higher probabjlity sequences. 
sequences, and 
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C.2 LER NOS. 213/94-004, -005, -007, -013; IR 213/94-03 

Event Description: Power-Operated Relief Valves and Vital 480-V ac Bus Degraded 

Date of Event: February 16 and 19,1994 

Plant Haddam Neck 

C.2.1 Event Summary 
On FebIuary 16,1994, testing revealed that one of two feeds to motor control center-5 (MCC-5) could jam and fail to 
close when demanded. MCC-5 supplies power to a number of vital components in both safety system trains. During 
testing on February 19, 1994, it was discovered that air operators for the pressurizer power-operated relief vahres 
(PORVs) were experiencing control air leaks and that the PORVs couldnot be operatedproperly f r o m t h ~  safety-grade 
control air supply. Investigation revealed that repairs to fix a prior PORV failure were made incorrectly during the 
previous refueling outage. The PORV diaphragms were not seated correctly and were coated with a lubricant rather 
thanarequired sealant. Substantial airleaksresulted, andthePORVs couldnotbe openedmorethan50%. Thecombined 
conditional core damage probability estimated for these events is 1.4 x lo4. 

C.2.2 Event Description 
During amaintenance outage, an operhility surveillance test was performed onthe pressurizer PORVs onFebruary 19, 
1994. This test revealed that both PORV air operators had leaking diaphragms P E R  213/94-005). The PORV 
diaphragms had been replaced during the 1993 refueling outage following a diaphragm leak in one of the two PORVs 
(LER 2 13/93 -0 07). 

Surveillance testing of the PORVs inMay 1993 revealed that one valve was experiencing leakage fiom its diaphragm 
assembly P E R  213/93-007). This leak, in conjunction with failure of the associated air pressure regulator, resulted m 
excessive air consumption. Had the system been demanded, operator action to isolate the leaking PORV would have 
been required to ensure an adequate long-term supply of control air to the other PORV. Repairs to the system, including 
replacement of the PORV diaphragms, were completed prior to the end of the 1993 refueling outage. 

The designofthe new diaphragmsvaried somewhat fiomthe original ones, whichmay have contributed to the difficuties 
experienced during the replacement process. Enors were made during the replacement, including the use of a lubricant 
instead of a sealant around the diaphragm’s bolt circle. This allowed the diaphragm to extrude out betweenthe sections 
of its housing, creating a pathway for air leakage. An NRC inspection team report related to this event (50-213/94-03, 
April7,1994) indicatesthat bothvalves could onlybe opened about 50% duringtesting. TheLERforthe event indicates 
thattwo safety functions were potentially compromisedbythePORVfailures: feed-and-bleed cooling andhigh-pressure 
safety injection (HF’SI) makeup during certain small-break loss-of-coolant accidents (LOCAs). 

The HPSI pumps at Haddam Neck do not develop sufficient discharge head to force adequate flow for feed-and-bleed 
cooling through the pressurizer safety valves. Accordingly, the operators must be able to open a PORV for 
feed-and-bleed cooling to succeed. Airis suppliedtothePORVs fromthe containment air compressors. The containment 
air compressors, which are located within the containment building, are not rated for the environmental conditions that 
could occur during feed-and-bleed cooling, and the compressors could be expected to fail under such conditions. The 
PORVs are provided with safety-related control air accumulators that maintain a reserve supply of control air in the 
event of compressor failure, but these accumulators were inadequate to operate the PORVs during the time that the 
air-operator diaphragms were damaged. LER213/94-005 reported that air leakage would have resulted in the eventual 
loss of air and closure of the PORVs for feed-and-bleed conditions. As aresult of their inconect installation, the PORV 
air-operator diaphragms were damaged and subject to leakage from some unknown time after they were were replaced 
during the 1993 refueling outage until the condition was discovered on February 19,1994. 
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LER 213/94-005 also identified a concern related to the provision of HPSI minimum flow protection by the PORVs. 
During small-break LOCA sequences, the HPSI minimum flow recirculation line to the refueling water storage tank is 
isolated, and minimum flow protection is provided by opening the PORVs. Withthe PORVs inoperable, this protection 
would not be provided, and the HPSI pumps would be subject to damage if reactor coolant system (RCS) pressure 
remained above the HPSI pump shutoff head. The LERindicates that an alternate strategy of using charging flow would 
be successful in maintaining the RCS filled for small break sizes that would not be large enough to ensure minimum 
necessary HPSI flow. 

LER 213/94-004 reports that, during aperiod of time overlapping the PORVunavailability, the automatic bus transfer 
(ABT) circuit for MCC-5 failed when tested. At the time of the event, MCC-5 supplied many pieces of important 
equipment in both trains, including equipment that may have been required for successful operation of HPSI, 
low-pressure safety injection &PSI), recirculation, long-term cooling, containment spray, RCS loop isolation, one 
PORV block valve, emergency boration, feedwater isolation, reactor coolant pump (RCP) seal cooling, service water, 
control air, and the closed cooling water system. Subsequent to this event, modifications were made to reduce the 
dependency upon MCC-5. 

MCC-5 can be supplied from either 480-V ac bus 5 (emergency train A) or bus 6 (emergency train B). Normally, the 
alignment is aligned such that bus 5 is the prefened supply and bus 6 is the alternate supply. At the time of the event, 
if the preferred supply was lost, the ABT system aligned MCC-5 to the alternate bus. If power was restored to the 
prefened bus, the ABT would realign back to the prefened bus. During atest of the ABT system, bus 5 was deenergized. 
As designed, the breaker supplying MCC-5 from bus 5 opened, and the supply breaker Itom bus 6 automatically closed 
to restore power. When bus 5 was reenergized, MCCJ automatically realigned itselfto bus 5. During the second part 
of the test, the preferred power source selector switch (PPSSS) for the ABT was moved to make bus 6 the preferred 
powersupplyandbus5the alternate. WhenthePPSSS wasmovedtothebus6position,thebus5 supplybreaker opened 
as expected, but the bus 6 supply breaker failed to automatically close, deenergizing MCC-5. 

Subsequent investigation revealed that a mechanical defect in the MCC-5 feeder breaker from bus 6 prevented it from 
closing. With bus 6 still energized and selected as the preferred power source to MCC-5, the bus 5 supply to MCC-5 
was prevented from closing by the ABT system logic. NRC inspection report 50-213/94-03 indicated that the likely 
cause of the failure of breaker 11C, the feeder from bus 6, was mispositioning of a breaker component (“snap ring”) 
during maintenance. The snap ring being improperly located would cause the 11C breaker to have intermittent failures. 
Vibrations of the breaker would cause the trip to occur at times and not to occur at other times. This condition would 
result in interpittent failures of the MCC-5 ABT. The fraction of time that the breaker may have operated is unknown. 

LER213/94-013 reportedthe failure of aHPSIcommonheaderreliefvalve discoveredduringtestingonMay5,1994. 
While the actual lift pressure for the valve was not stated, it was reported that it did not lift during operation of the 
A pump, which developed a discharge pressure of about 1460 psig; but the valve did lift prematurely during operation 
oftheBpump, whichdeveloped about 15lOpsig. Leakageflowbacktotherefuelingwaterstoragetank (RWST)through 
this valve was limited to a maximum of 35 gpm. The condition is reported to have existed fiomthe time that the B pump 
was overhauled in 1993 until discovery onMay 5,1994. 

LER 213/94-007 reported the discovery that the chemical volume and control system (CVCS) pump common header 
discharge relief valve minimum lift set point was 2653 psig. The maximum charging pump discharge pressure under 
accident conditions was estimated to be about 2658 psig. Maximum flow through this relief valve is 30 gpm, which 
would be directed to radwaste drain tanks. Since CVCS is utilized to provide high-pressure recirculation, this represents 
a potential diversionary flow path from the CVCS during recirculation. 

C.2.3 Additional Event-Related Information 
The description of this event and the modeling assumptions are based on the plant status at the time of the event. 
Subsequent design changes have been made to reduce the likelihood and risk of future failures, such as elimination of 
the PPSSS MCC-5 ABT. Some plant modifications initiated after the June 1993 MCC-5 bus transfer failure that were 
complete at the time of this event included shifting the power supply from MCC-5 to MCC-12 for one residual heat 
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removal (RHR) to charging pump suction valve, the A charging pump main lube oil pump, and one PORV block valve. 
The power supply to PORV PR-AOV-570 was also shifted to another source. 

C.2.4 Modeling Assumptions 

(2.2.4.1 General Modeling Issues 
The NRC inspection report related to this event (Ref. 5 )  indicates that the PORVs are required to remain operable for 
30 h and provide a total of four valve strokes during feed-and-bleed scenarios. The measured control air leak rate was 
such that, during an actual event involving loss of the containment control air compressors and PORV demand, the 
PORV control air accumulators would have been depleted within minutes. Although the valves were able to partially 
open during testing, the valves would not be able to stay open for the required duration. Further, the containment air 
compressors are not rated for the containment environment that is expected after initiation of feed-and-bleed cooling. 
Therefore, the event was modeled as an unavailability of the PORVs for feed-and-bleed cooling. The PORVs would 
still be functional for overpressure protection of the reactor coolant system. 

LER 213/94-005 indicates that the last successful operation of the PORVs was during an outage in May and June of 
1993 following installation of the new diaphragms. It further indicates that the likely cause of the PORV failure was 
incorrect installation of the air-operator diaphragms during the 1993 outage. It was, therefore, assumed that the PORVs 
were inoperable for feed-and-bleed cooling fiom July 1993 until the leakage was discovered on February 19,1994. This 
was modeled by setting the PORVs as failed for feed-and-bleed conditions at the appropriate places in the model. 

The defect, which led to the intermittent failure of the bus 6 feeder breaker, was presumed to have existed fiom the time 
of the previous failure during the June 1993 refueling outage until the time of this event in February 1994. The interval 
analyzed was the period fiom July 21,1993, until February 19,1994, aperiod of234 days (4728 h). Althoughthe failure 
mechanism was intermittent, the fiaction of time the component would have operated is unknown. It was assumed the 
breaker was failed throughout the period of interest. This is a conservative assumption. 

The potential loss of HPSI minimum flow protection was not modeled because alternate means, such as the charging 
system, were available for RCS makeup in event of a small-small-break LOCA. 

The potential failure of the HPSI relief valve during operation of train B in recirculation mode after a small-break LOCA 
was not modeled because, according to information fiom the LER, it would probably reseat following initiation of sump 
recirculation with secondary side cooling available. In any event, the maximum potential loss estimated for this pathway 
during a 24-h demand would be about 50,000 gal, which would still leave adequate sump inventory. 

Potential failure of the CVCS relief valve was not modeled because LER 213/94-007 indicated that expected losses 
would be much less than the maximum relief valve flow rate of 30 gpm. The potential total diversion within a 24-h 
mission time is less than for the HPSI relief valve and would not affect system operability. 

This analysis is structured similarly to the analysis of LER 213/93-007 and Augmented Inspection Team (AIT) Report 
213/93-80 provided in the 1993 Accident Sequence Precursor (ASP) Program Annual Report (NUREGKR-4674, 
ORIWNOAC-232, Vols. 19 and 20). That analysis also dealt with failures of PORV control air system components 
coincident with inoperability of the MCC-5 ABT. Minor modifications to the 1993 analysis were required to adapt the 
approach to the current event. Those modifications are noted. 

Challenge Rate for Pressurizer PORVs and Safety Relief Valves (SRVs) 

The PORV block valves are maintained in a closed position at Haddam Neck, and at least one is dependent on MCC-5. 
Further, the PORVs are assumed failed in this analysis due to the diaphragm air leaks. Therefore, the PORV/SRV 
challenge rate applies solely to the SRVs after a loss-of-offsite power (LOOP) with MCC-5 unavailable. Since the PORV 
block valves are normally closed, it WL assumed that the lift rate for SRVs is the same as when both the PORVs and 
SRVs are available. Therefore, this value was not modified. 

I 
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PORVBRV Reseat of Challenged Pressurizer PORVs and SRVs 

It was assumed that the failure to reseat probability for the SRVs is the same as for the PORVs. The nonrecovery value 
was set to 1.0 because the safetyvalves do not have blockvalves. 

Feed-and-Bleed 

Feed-and-bleed requires the operation of HPI or the charging pumps, the high-pressure recirculation system (HF'R), and 
the pressurizer PORVs. One HPI or charging pump and one PORV are required for success. Because the PORVs would 
not remain open for the required duration, feed-and-bleed was assumed inoperable. 

C.2.4.2 'Ikansient and Small-Break LOCA Sequences 
Two cases were used to model the effects of the failed PORVs during transient and small-break LOCA conditions. 

In the first case (IRRAS case lA), the transient initiating probability was set to 1.0 (true), and the PORVs were failed 
(set to true). All other initiator probabilities were set to 0 (ignore). 

The probability of a transient during the vulnerability period was calculated as follows: 

1 - eq(-At) = 1 - exp [-(1.85 x 104/h) x (4728 h)] = 0.58 . 
Inthe second case (IRRAS case lB), the small-break LOCAinitiating probability was set to 1.0 (true), and the PORVs 
were failed (set to true). All other initiator probabilities were set to 0 (ignore). 

The probability of a small-break LOCA during the vulnerability period was calculated as follows: 

1 - eq(-At) = 1 - e q  [-(1.0 x x (4728 h)] = 4.7 x . 
The initiating event probabilities and IRRAS case conditional probabilities were used to calculate the core damage 
probabilities fromthese initiators (see Table C.2.3 onp. C.2-11). 

C.2.4.3 LOOP Sequences 
To address the potential loss of MCCS and the failed PORVs followixig apostulated LOOP, a conditioning event tree 
was used. This event tree characterized potential plant conditions involving emergency diesel generator @DG) success 
and failure, short-term (30-min) LOOP recovery, and short-term MCC-5 recovery. The event tree, shown in Figure 
C.2.1, includes the conditioning sequences shown in Table C.2.1. 

~ ~~ ~ 
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2 

3 

4 

Table C.2.1. Sequences for conditioning event tree in Figure C.2.1 

Initial EP success and short-term recovery of offsite power but with MCC-5 not recovered at 
30min. Thisissimilartosequence 1, butwiththepotentialforanRCPsealLOCAifMCC-5 
is not recovered at 1 h. HPI is assumed m a i l a b l e  ifMCC-5 is not recovered -0.5 h following 
a seal LOCA. HPI following a stuck-open SRV and feed-and-bleed are also assumed to be 
unavailable in IRRAS Case 2.2 since MCC-5 is unavailable at 30 min. 

LOOP with EP initially successful, MCC-5 recovered, and feed-and-bleed unavailable (IRRAS 
Case 2.1). Higher probability of atransient-induced LOCA. 
LOOP with EP initially successful but neither MCC-5 nor offsite power recovered at 30 min. 
There is a higher potential for an RCP seal LOCA if MCC-5 is not recovered. There is also a 
higher probability of a transient-induced LOCA. HPI following a stuck-open relief valve and 
feed-and-bleed are also assumed to be unavailable (IRRAS Case 2.2) since MCC-5 is 
unavailable at 30 min. 

Sequence 

1 

~~ 

Description 
Initial emergency power (EP) success with short-texmrecovery of offsite power and MCC-5 
following the postulated LOOP. This is similar to a loss of feedwater but with ahigher 
probability of atransient-induced LOCA, because the SRVs would lift (ifnecessary) as aresult 
of the inoperable PORVs. Feed-and-bleed is failed in IRRAS Case 2.1 because of the 
inoperable PORVs. 

5 I Station blackout. 
6 I Anticipated transient without scram. 

LOOP Initiating Event Probability 

The probability of a LOOP during the vulnerability period was calculated as follows: 

1 - exp(-At) = 1 - exp [-(1.6 x 10%) x (4728 h)] = 7.3 x 10” . 
Thewlnerabilityperiod was estimated at 4728 h. Thisisthe operationaltimebetweenplantrestartin 1993 and discovery 
of the PORV problem in February 1994. 

Failure to Trip Probability 

The failure to trip probability was not modified for this event. The value from the IRRAS model for Haddam Neck is 
2 x This includes RPS hardware failures and subsequent operator recovery of the system. 

Emergency Power 

The probability for emergency power failure was not modified. This probability (2.3 x lo”) includes operator recovery 
following postulated EDG failures. 

LOOP Recovery in the First 30 min 

The probability for failure to recover the LOOP in the first 30 min was based on LOOP recovery models desmied m 
RevisedLOOP Recovery andPWRSeal LOCAModels, ORNLMRcnTR-89Ill. These models am based onthe results 
of the data contained in NuREG-1032, Evaluation of Station Blackout Accidents at Nuclear Power Plants. 

MCC-5 Failure and Restoration 

Based on the condition of breaker 11C (feeder from bus 6 to MCC-5) and the unpredictability of its observed failures, 
breaker 11C was assumed to be failed in this analysis. In addition to the failure of breaker 11C, one additional failure 
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must occur for MCC-5 to lose power. Either breaker 9C (feeder fiom bus 5 )  must fail to reclose, or EDG A must fail to 
start and run. 

After a LOOP with the PPSSS in the bus 5 (normal) position, power would be lost to buses 5 and 6. Two cases could 
then occur. 

Bus 5 is re-energized before bus 6. Inthis case, breaker 9C will attempt to reclose. If9C fails to close, the 
ABT will automatically try to close breaker 11C once bus 6 is energized. However, since breaker 11C is 
assumed to be failed, manual operator action is reqyired to restore power to MCC-5. 

- Bus 6 is re-energized before bus 5. In this case, breaker 11C will attempt to close. Assuming 11C fails to 
close, the ABT will attempt to automatically reclose breaker 9C afterpower isrestored to bus 5. Ifbreaker 
9C fails to reclose, manual operator action is required to restore power to MCC-5. Data collected by the 
lice&ee on EDG peIformance indicate that the time to rated speed and voltage for both of the ED@ was 
essentially the same. This would mean that bus 6 would reach rated voltage first about 50% of the time. 
(Circuit timing delays may affect this value somewhat but would have little impact on the analysis results.) 
Assuming that breaker 11C will fail to close on demand, and a beta factor of 0.1 for breaker 9C since it 
was subject to the same maintenance procedures as the failed 11C breaker, the probability of failure of the 
ABT given a LOOP is: 

b(fibefore6) x p(9CIllC)]+ b(Sbefore6)x @(EDGA)+ p(9CIllC))J= 

[p(Sbefore6) xp(9CJllC)]+ p(Sbefore6)x p(EDGA) + p(Sbefore6) xp(9CJllC) = 

p(9CIllC) +[p(5before6) x p(EDGA)] = O.l+(05x 0.05) = 0.125. * 
Thelicenseeperformed adetailed analysis ofMCC-5 failureprobabilities. Their assessment indicatesthat the probability 
that MCC-5 fails to supply power is 0.059 for LOOP events. However, this assumed anominal failure rate for breaker 
11c. 
To recover MCCJ following a failure of the ABT, an operator must proceed to MCC-5, diagnose the situation, and 
manually close one of the MCC-5 feeder breakers. During the June 1993 event, an operator took 4 min to complete this 
actioa However, the operator was already stationed at the selector switch, was immediately aware of the ABT failure, 
and had a minimum of other distractions and stresses. Similarly, during one of two ABT test failures on February 16, 
1994, operators took approximately3 mint0 repowerMCC-5 fiombus 5. The time required torepower MCC-5 during 
the second event is not known. 

Following a postulated LOOP with the failure of MCC-5, additional delays would be introduced, including detection 
time, delays for the control room to contact an auxiliary operator and describe the problem, and operator transit time. 
Unavailability of power on MCC-5 is not directly addressed inprocedure E O ,  “Reactor Trip or Safety Injection,” until 
step 16. A medianvalue was used in the analye, this assumes 6 min for diagnosis and transit time and the observed 
-4 minforrecovery atthe equipment. A 6-min diagnosis and transit t h e  is considered possible because ofthe proximity 
of MCC-5 to the control room. D e  10-minmedianvalue is somewhat longerthanthe licensee’s estimate of 5 to 6 min 
(2- to 3-min diagnostic time, 1-min transit, and 2 min to operate breakers) and somewhat shorter than a 16-minvalue 
thatcanbe estimatedbased onadistributionoftr~ittimesinresponse to afaultedEDG(anotherimportant component) 
includedin“E1ectric Power Recovery Models,” J. W. Reed and K. N. Fleming, Proceedings of the International Topical 
Meeting on Probabilistic Safety Assessment, PSA’93, January 26-29,1993.1 

The probability of not recovering MCC-5 was estimated by assuming that the 10-min period was the median of a 
lognormal distriiutionwith an mor factor of 3 2  (see Dougherty and Fragola, Human Reliability Analysis, John Wiley 

* For situafions where offsite power is recovered within 30 min, the probability for MCC-5 failure is 0.1. 
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Time interval (h) 
0.5 

and Sons, NewYork, 1988, Chap. 10). This isthe error factorfortime-reliability correlations (TRCs) for actions without 
hesitancy, whichis considered appropriate based ontherecognized importance of MCC-5. Threeprimarytime intervals 
for MCC-5 recovery were considered in this analysis. These intervals and the associated MCC-5 nonrecovery 
probabilities are shown in Table C.2.2. 

p (MCC-5 not recovered) 
6.0 x 

Table C.2.2. MCC-5 nonrecovery values. 

1.5 9.5 x 10“‘ 

For the conditioning event tree, the probabilities of MCC-5 failure followed by failure to recover MCC-5 were 
determined as follows: 

p(MCC-5 failed and not recovered I LOOP recovered within fist 30 min) = 0.1 x (6.0 x 

= 6.0 

= 7.5 . 
p(MCC-5 failed and not recovered I LOOP not recovered within first 30 min) = 0.125 x (6.0 x 

Calculations for LOOP Conditioning Sequences 1 and 3 (JRRAS Case 2.1) 

To reflect the conditions assumedinFigure C.2.1 forthese sequences, the IRRAS model for HaddamNeckwas evaluated 
with the LOOP initiator set to 1.0, both PORVs failed for feed-and-bleed only (set to true) and nonrecoverable for 
LOOP conditions (see General Modeling considerations for a discussion of the PORV operability), emergency power 
‘successful (basic eventsforbothEDGs setto false), and short-termL00Pnonrecoverysetto 1.0. PotentialEDGfailures 
are addressed in the conditioning event tree (Figure C.2.1). Other initiators were ignored for this calculation. 

Calculations for LOOP Conditioning Sequences 2 and 4 (IRRAS Case 2.2) 

For these two sequences, two calculations were performed. In the first, the IRRAS model was evaluated with the LOOP 
initiator set to 1.0, bothPORVs failed for feed-and-bleed only (set to true) and nonrecoverable under LOOP conditions, 
emergency power successful (basic events for both EDGs set to false), short-term LOOP nonrecovery set to 1.0, and 
both HPI pumps failed (set to True) and nonrecoverable fgr both HPI and HPR HPI is assumed unavailable if MCC-5 
is not recovered 4 . 5  h following a seal LOCA. HPI following a stuck-open SRV and feed-and-bleed are also assumed 
to be unavailable since MCC-5 is unavailable at 30 m h  Potential EDG failures are addressed in the conditioning event 
tree onFigure C.2.1. 

In addition to the IRRAS calculation, an event tree was developed to address the possiiility of a seal LOCA (Figure 
C.2.2). This tree was quantified as follows. 

MCC-5 Recovered Before Seal LOCA and Seal LOCA Probabilities 

Operator action is required to recover either means of RCP seal cooling (seal injection and thmal barrier cooling) 
following a LOOP and the loss of MCC-5. Component cooling water, which provides thermal barrier cooling, is lost 
following the LOOP due to the loss of instrument air. The charging pumps, which provide seal injection, also trip 
following a LOOP due to an automatic tripping feature that had recently been installed. During the 1993 ABT failure 
event, because the main lube oil pumps for the charging pumps were powered from MCC-5, the charging pumps could 
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notberestartedwithout~recovering MCC-5 or aligningthe alternate lube oilpumps. Afterthe 1993 event,thepower 
supplyto Achargingpump lubeoilpump WasrealignedtoMCC-12. However, inStnrment airispoweredfromMCC-5, 
and loss of MCC-5 would cause the charging flow controlvalve to go wide open, depriving RCP seals of flow. Operator 
actions would be required to either recover MCC-5 or to throttle charging flow and restore seal injection. 

The potentialimpact of anRCP sealLOCAfollowingloss ofMCC-5 butwithemergencypower available was addressed 
in the event tree model shown in Figuze C.2.2. This model G applicable to sequences involving emergency power and 
auxiliary feedwater (AFW) success with the SRV closed. In this model, MCC-5 must be recovered or the charging 
systemmust be restarted and realigned to prevent an RCP seal LOCA. Given that a seal LOCAhas occurred, HPI and 
HPR are required to prevent core damage. Recovery of HPI requires recovery of MCC-5 or the charging system. 

To simplify the analysis, an RCP seal LOCA was assumed likely mnonblackout sequences if MCC-5 or the charging 
system are not recovered at 1 h. The probability of not recovering MCC-Ycharging system at 1 4 given that they were 
not recovered at 0.5 h (this probability is addressed in a conditioning event tree branch), was estimated to be 

p(MCC-5 recovered at 1 h I MCC-5 not recovered at 0.5h) = (5.6 x 10'3/6.0 x = 9.3 x 

The probability of seal LOCA occurring at this time was assumed to be 0.7, consistent with other ASP analyses. 

HPI High-Pressure Injection 

Following the loss of MCC-5, the HPI system is lost (Haddam Neck IPE Table B-I, System/Function 2, Sump 
Recirculation). Restoration of power to MCC-5 is required to regain HPI function. The charging pumps are also 
unavailable followi& a loss of MCC-5 until they are realigned and restarted. 

For a stuck-open SRV, the probability of HPI failure, given that MCC-5 was not recovered at 0.5 4 was assumed to 
be 1.0. For an RCP seal LOCA with emergency power initially available, the failure probability for HPI was estimated 
to be 0.17: 

p(MCC-5 not recovered 0.5 h after apotential seal LOCA I MCC-5 not recovered at 1.0 h)* 

= 9.5 iu4/5.6 

= 0.17 . 
HPR High-Pressure Recirculation 

The failure probability for HPR was determined by using the system failure probability from the IRRAS model for 
Haddam Neck. 

Calculations for LOOP Conditioning Sequence 5 

The event tree model used to address potential seal LOCAs following a station blackout is shownin Figure C.2.3. This 
modelutilizes the same assumptions regarding the onset of a seal LOCA and recovery of HPI as the nonblackout case. 

AJ?W Auxiliary Feedwater 

Nonnal AFW flow control is dependent on MCC-5. However, flow control is also possible using the hydraulically 
powered turbine steam admission valves. AEW flow is controlled using these valves during startup and shutdown, so 
operators are familiar with t he i r  use. Therefore, nominal AFW response was assumed following the postulated loss of 
MCC-5. 

* Onset of seal LOCA assumed at 1 h-see MCC-5 failure and restoration. 
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MCC-5 Vulnerable to Failure When Power Restored 

Following restoration of power, MCC-5 is vulnerable to failure ifbreaker 9C fails to operate. The failure probability of 
breaker 9C is assumed to be 0.1 (the same as the beta factor) since the breaker was exposed to the same maintenance 
practices that led to the failure of breaker 11C. 

AC Power and MCC-5 Recovered in 1 h 

For blackout sequences, both ac power and MCC-5 (or charging) must be recovered to prevent an RCP seal LOCA. The 
probability of not recovering both in 1 h (the time at which RCP seal LOCAs are assumed to begin) is estimated to be 
0.17 based on a convolution approach. 

When MCC-5 is not vulnerable to failure when power is restored, the probability of failing to recover ac power is 
estimated to be 0.12 based on LOOP recovery models described in ORNL/NRC/LTR-89/11. 

Seal LOCA Probability 

As discussed above forthe eventtree inFigure C.2.2, theprobability of anRCP sealLOCAoccuning at 1 hwas assumed 
to be 0.7, consistent with other ASP analyses. 

HPI High-pressure Injection 

Following the loss of MCC-5, HPI is lost (Haddam Neck IPE Table B-1 , SystemRunction 2, Sump Recirculation). 
Restoration of power to MCC-5 is required to regainHPI function. The charging pumps are also unavailable following 
a loss of MCC-5 until they are realigned and restarted. 

For an RCP seal LOCA following a stationblackout, HPI recovery reguires the recovery of both AC power and MCC-5 
(or charging). The probability of failing to recover either of these, given they were not recovered at 1 4 is estimated to 
be 0.57. This value was approximated as: 

p(offsite power not recovered at 1.5 h I offsite power not recovered at 14 0.47) + 
p(MCC-5 not recovered at 1.5 h I MCC-5 not recovered at 1 4 0.17) . 

AC Power Recovered in 6 h (Prior to Battery Depletion) 

The probability of failing to recover offsite power before battery depletion at 6 h was estimated to be 0.037, based on 
LOOP recovery models described in ORNL/NRC/LTR-89/11. These models are based on the results of the data 
contained in NUREG-1032. The probabilities of ac recovery at 6 4 given it was not recovered at 1 4 were calculated 
as follows: 

p(offsite power recovered at 6 h I offsite power not recovered at 1 h and MCC-5 vulnerable to failure 
when power is restored) 

= 0.037/0.17 

= 0.22, 

p(offsite power recovered at 6 h I offsite power not recovered at 1 h and MCC-5 NOT vulnerable to failure 
when power is restored) 

= 0.037/0.12 

= 0.31. 
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C.2.4.4 Core Damage Probability Calculation 
Calculations were structured to parallelthe similar precursor analysis of MCC-5 potentialunavailability coincident with 
PORVfailures, which was performed in 1993 for AIT 213/93-80, LERs 213/93-006 and -007 (see NUReG/CR-4674, 
ORNLMOAC-232, VO~S. 19 and 20). 

The impact ofthe failed PORVs on feed-and-bleed following postulatedtransients and mall-breakLOCAs was assessed 
by setting the PORVs to true (failed) in the model and calculating the associated conditional core damage probability 
given the initiator. This value was then multiplied by the probability that those initiators would occur during the time 
interval between startup in July 1993 and discovery of the PORV failure inFebruary 1994. 

To address the loss of MCC-5 and the failed PORVs following apostulated LOOP, a conditioning event tree was used. 
This event tree characterizes potential plant conditions involving EDG success and failure, short-term (30 min) LOOP 
recovery, and short-term MCC-5 recovery. The event tree is shown in Figure C.2.3. 

Table C.2.3 providestherelevantbranchandconditioningsequenceprobabilities and identifiesthe calculationor ERAS 
case associated with eachsequence. Specificmodelprobability modjjications areindicated inthe tables of selected basic 
events that are included withthis analysis. 

The conditional probabilities estimated in calculations 1A (feed-and-bleed unavailable during transients), 1B 
(feed-and-bleed unavailable following a mall-break LOCA), 2-1 (conditioning sequences 1 and 3), 2-2 (conditioning 
sequences 2 and 4), Figure C.2.2 (seal LOCA for nonblackout sequences), and Figure C.2.3 (station blackout) were 
combined with the probabilities of such sequences occurhg in the observation period to estimate the conditional 
probability for the combined event. 

The sum of the probabilities for the sequences is 1.4 x 

For operational events involving unavailabilities such as this event, the ASP Program estimates the core damage 
probability for the event by calculating the probability of core damage during the unavailability period conditioned on 
the failures observed during the event and subtracting a base-case probability for the same period, assuming plant 
equipment performs nominally. Because a conditioning event tree was used to analyze some of the sequences associated 
with apostulated LOOP, the computer code was not used to perform this differential calculation. Instead, the calculation 
program was used to calculate the probability of core damage given the conditions observed during the event and a 
postulated initiating event. This probability was then multiplied by the probability of the initiator during the 
unavailabilityperiod. Thenominalcoredamageprobability wasestimatedinthesameway. Forthis anal~sis~thenominal 
core damage probability for the period analyzed was found to be small and was neglected. 
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Table C.2.3. Summary of conditional core damage probabilities 

YO 
P W )  Contribution Sequence p(sequence) p(cd I sequence) 

3.0 io-’ 21.0 5.2 10‘’ 
(IRJMS Case 1A) 

@IRAS Case 1B) 

(IRRAS Case 2-1) 

(IRJMS Case 2-2) 

(seal LOCA, Fig. C.2.2.) 

5.8 x lo-’ 1A 
Transient 

1B 
Small-break LOCA 

2.1 
LOOP* 

3.1 x 2.2 

4.3 IO-’ 30.0 

1.9 io-’ 13.3 

6.6 x 4.7 10” 

5.5 x 10” 

3.3 10‘~ 

7.9 x lo4 

5.9 x 10” 

1.1 x 10” 
2.2 

LOOP* 
3.6 x 2.5 

Qee .l‘atile C.Z.Z tor a description ofthe LOOP sequences. 

C.2.5 Analysis Results 
The conditional core damage probability estimated for the combined event is 1.4 x Postulated LOOPS (Cases 2.1 
through 2.5) contribute approximately 77% of the core damage probability. The dominant sequence, shown in Figure 

; C.2.4, which contributes about 30% of the total, involves apostulated LOOP, emergency power success, recovery of 
ac power and MCC-5, and failure of AFW and feed-and-bleed cooling. Selected basic event probabilities, sequence 
probabilities, system names, and conditional cut sets for each of the IRRAS cases are shown in Tables C.2.4 through 
(2.2.19. , 
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Figure C.2.1. Conditioning event tree for postulated LOOP. 
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Figure C.2.2. Event tree for RCP seal LOCA (non-blackout sequences). 
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Figure C.2.3. Event tree model for blackout sequences. 
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Figure C.2.4. Dominant core damage sequence for LERNos. 213/94-004, -005, -007, -013 ; InspectionReport 
213/94-03. 
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Table C.2.4. Selected basic events for Case lA, PORVs unavailable during transients 

Event name Description probability probability Type I Base I -ent I 
AFW-TDP-FC- 1A Failure of Turbine DrivenPump 1A 3.3E-002 3.33002 

AFW-TDP-FC-1B I Failure of Turbine DrivenPump 1B I 3.3E-002 I 3.3E-002 I 
1.4E-003 1.4E-003 Common Cause Failures of 

Turbine DrivenPqtnps AFW-TDP-CF-AB 

AFW-XHE-NOREC 2.6E-001 2.6E-001 Operator Fails to Recover AFW 
system 

AFW-XHE-NOREC 

IE-LOOP 

Mpw-XHENOREC 

1 PPR-SRV-CC-PRV1 PORV 1 Fails To Open OnDemand 6.3E-003 l.OE+OOO TRUE 

~ PPR-SRV-CC-PRV2 PORV 2 Fails To Open OnDemand 6.3E-003 l.OE+OOO TRUE 

RPS-VCF-FO Reactor Trip System Fails 6.OE-005 6.OE-005 

RPS-XHB-XM-SCRAM Operator Fails to Manually Trip 3.4E-oo1 3.4E-oo1 The Reactor 

Modified 
for this 
event 
N 

N 

N 

N 

N 

N 

Y 

Y 

Y 

Y 

N 

N 

Y 

Y 

N 

Table C.2.5. Sequence probabilities for Case lA, PORVs unavailable during transients 
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System name 
AFW 

AFW-ATWS 

Table C.2.6. System names for Case lA, PORVs unavailable during transients 

Description 
No or Insufficient AFW Flow 

No or Insufficient AFW Flow Following ATWS 

F&B 

MFW 

Failure to Provide Feed-and-Bleed Cooling 

Failure of the Main Feedwater System 

RCSPRESS 

RT 

Failure to Limit RCS Pressure to a200 psi 

Reactor Fails to Trip During Transient 

1 

Frequency % Cut set No. 

AFW-XHE-NOREC, MFW-SYS-TRIP, I 48.0 I 2.43005 I MFW-XHE-NOREC , AFW-TDP-CF-AB 

Cut sets 

~ 

2 1.9E-005 37.4 
AFW-XHE-NOREC , AFW-TDP-FC-IB , 
IVIFW-SYS-TRIP, MFW-XHE-NOREC, 
AFW-TDP-FC-lA 

1 
RPS-VCF-FO, RPS-XHE-XM-SCRAM, 
AFW-XHE-NOREC-A, AFW-XHE-RWSS-A I 36.0 1 2.1E-007 I 
RPS-VCF-FO , RPS-XHE-XM-SCRAM, 

2 I 29.7 I 1.7E-007 I AFW-XHE-NOREC-A, AFW-TDP-FC-1A 

RPS-VCF-FO, RPS-XHE-XM-SCRAM, 
3 1 29.7 I 1.7E-007 I AFW-m-NOREC-A, AFW-TDP-FC-IB 
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Table C.2.8. Selected basic events for Case 1B 
PORVs unavailable following a small-break LOCA 

Event name Description 
Base Current Modified 

probability probability Type for this 
event 

AFW-TDP-FC-1A Failure of Turbine Driven Pump 1A 3.3E-002 3.33002 N 

AFW-TDP-FC-1B Failure of Turbine DrivenPump 1B 3.3E-002 3.3E-002 N 

Common Cause Failures of 
AFW-TDP-CF-AB I Turbine DrivenPumps I l l  1.4E-003 1.4E-003 

1 2.6E-001 I 2.6E-001 I Operator Fails to Recover AFW AFW-XHE-NOREC system I N  
HPI-MOV-OC-SUC Suction MOV From RWST Fails 4.OE-005 4.OE-005 N 

1 8.4E-001 I 8.4E-001 I Operator Fails to Recover the HPI HPI-XHE-NOREC systa I N  
1.03000 1.OE-000 N Operator Fails to Recover the HPR 

Loss-of-Offsite Power Initiating 
Event 

HPR-XHE-NOREC system 

Y 8.5Eoo6 o.oEt.Ooo IE-LOOP 

E-SGTR I 1.6333-006 I O.OEt.000 I IGNORE I Y Steam Generator Tube Rupture 
Initiating Event 

I I I I I 

IE-SLOCA Small LOCA Initiating Event 1.OE-006 1.OEt-000 TRUE Y 

IE-TRANS Transient Initiating Event 5.3E-004 O.OEt.000 IGNORE Y 

MFW-SY s-TRIP Main Feedwater System Trips 2.OE001 N I 3.4E-001 1 Operator Fails to Recover Main 
m--NoREc I Feedwater I N  
PPR-SRV-CC-PRV1 I PORV 1 Fails to OpenonDemand I 6.3E-003 I 1.OEt.000 I TRW I Y 

~ 

PPR-SRV-CC-PRV2 I PORV 2 Fails to Open on Demand. I 6.3E-003 I 1.OEt.000 I 6- 
1.4E-005 1.4E-005 N Failure of Heat Exchangers Due to 

Common Cause RHR-HTX-CF-AB 

N RHR~MDp-cF-AzL 4.5E-004 4.5E-004 RHR Motor Driven pumps Fails 
Due to Common Cause 

Operator Fails to Recover the RHR R H R - F N O R E C  system , I N  
RPS-VCF-FO Reactor Trip System Fails 6.OE-005 6.OE-005 N 

RPS-XHE-XM-SCRAM Operator Fails to Manually Trip 
the Reactor I N  
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Even* tree 
name 

SLOCA 

Table C.2.9. Sequence probabilities for Case 1B 
PORVs unavailable following a small-break 

LO#$ % Sequence name Frequency Contribution 

RT, /AFW, MPI, /COOLDOWN, RHR, 
HPR 03 5.3E-004 80.4 

SLOCA 

SLOCA 

SLOCA 

SLOCA 

i 

5.1E-005 7.7 RT, AFW, MFW, F&B 20 

06 3.6E-005 5.5 RT, /My HPI 

21 2.OE-005 3 .O RT 

05 1.8E-005 2.7 RT, /AFW, MPI, COOLDOWN, HPR 

Table C.2.10. System names for Case 1B 
PORVs unavailable following a small-break LOCA 

L 
System name 

AFW 

COOLDOWN 

F&B 

HPI 

HPR - 

MFW 

RHR 

RT 

Description 
No or Insufticient AFW Flow 

RCS Cooldownto RHRfiessureUSing TBVs, etc. 

Failure to Provide Feed-and-Bleed Cooling 

No or Insufticient Flow From the HPI System 

No or Insufticient HPR Flow 

Failure of the Main Feedwater System 

No or Insufticient Flow Fromthe RHR System 

Reactor Fails to Trip During Transient 
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Table C.2.11. Conditional cut sets for higher probability sequences for Case lB 

AFW-XIE-NOREC, MFW-SYS-TRIP, 
MFW-XHE-NOREC, AFW-TDP-CF-AB 1 1 48.0 I 2.4E-005 I 

2 
AFW-XHE-NOREC, AFW-TDP-FC-lB, 

AFW-TDP-FC-lA 
37.4 1.9E-005 MFW-SYS-TRIP, MFW-XEE-NOREC, 

Table C.2.12. Selected basic events for Case 2-1 
LOOP conditioning sequences 1 and 3 

Event name 
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OEP-XHE-NOREC-2H 

Table C.2.12. Selected basic events for Case 2-1 
LOOP conditioning sequences 1 and 3 (cont.) 

I 2.2E-001 I+O.OE+OOC Operator Fails to Recover Offsite 
power within hs 

Event name 

OEP-XHE-NOREC-6H 

Description 

I 6.7E-002 I+O.OE+OOC Operator Fails to Recover Offsite 
power within hs 

probability probabiliq I Base I -ent 

I 

PPR-SRV-CC-PRV1 

PPR-SRV-CC-PRV2 

PORV 1 Fails to Open on Demand 

PORV 2 Fails to Open onDemand 

6.3E-003 l.OEt-000 

6.3E-003 l.OEt-000 

~ 

OP-6H 

RT-L 

Operator Fails to Recover-Offsite Power Within 6 hrs 

Reactor Fails to Trip During LOOP 

I 3.OE-002 I 3.OE-002 PORV 1 Fails to Reclose After PPR-SRV-00-PRVI 

1 3.OE-002 1 3.OE-002 PORV 2 Fails to Reclose After PPR-SRV-00-PRV2 

: I l.lE-002 I l.OE+OOO I Operator Fails to Close Block PPR-XHE-NOREC-L During Loop 

TRm 

TRm 

TRUE 

Modified 
for this 
event 

Y 

Y 

Y 

Y 

N 

N 

Y 

Table C.2.13. Sequence probabilities for Case 2-1 
LOOP conditioning sequences 1 and 3 

Logic % Event tree Sequence name Frequency Conebution name 
LOOP 15 7.5E-004 95.5 RT-L, /EP, AFW-L, /OP-6Hy F&B-L 

' Table C.2.14. System names for Case 2-1 
LOOP conditioning sequences 1 and 3 

Description 
No or Insufficient AFW Flow During LOOP 

Failure of Both Trains of Emergency Power 

Failure of Feed-and-Bleed Cooling During LOOP F&B-L 
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Table C.2.15. Conditional cut sets for higher probability sequences for Case 2-1 

Table C.2.16. Selected basic events for Case 2-2 
LOOP conditioning sequences 2 and 4 

Base Current Modified 
Event name Description probability probability Type for this 

event 
AFW-TDP-FC-1A Failure of Turbine Driven Pump 1A 3.3E-002 3.3E-002 N 

AFW-TDP-FC- 1B Failure of Turbine Driven Pump 1B 3.3E-002 3.3E-002 N 

Common Cause Failures of 
Turbine Driven Pumps AFW-TDp-cF-AB I N  

AFW-XHE-NoREc-L Operator During Fails to Blackout Recover AFW I l l  2.6E-001 2.6E-001 I N  
1.3E-003 t-0.OEt-000 FALSE Y Common Cause Failure of Diesel EPS-DGN-CF-ALL Generators 

EPS-DGN-FC-1A I Diesel Generator A Fails I 4.2E-002 I+O.OE+OOOI FALSE I Y 

EPS-DGN-FC-1B Diesel Generator B Fails 4.2E-002 t-0.OEt-000 FALSE Y 

€PI-MDP-FC- 1A HPI Motor DrivenPump 1A Fails 3.9E-003 l.OEt-000 TRUE Y 

HPI-MDP-FC- 1B HPIMotorDrivenPump 1B Fails 3.9E-003 l.OE+OOO TRUE Y 

8.4E-001 l.OEt-000 TRUE Y Operator Fails to Recover the HPI HPI-XHE-NOREC-L system 

1 1.OE-003 I l.OEt-000 I I Operator Fails to Recover the HPR HPR-XHE-NOREC-L system 

~ IE-LOOP 1 8.5E-006 I l.OEt-000 I TRUE I Y Loss-of-Offsite Power Initiating 
Event 

IE-SGTR 1 1.63E-006 I O.OEt-000 1 IGNORE I Y Steam Generator Tube Rupture 
Initiating Event 

I I I I I 

IE-SLOCA Small LOCA Initiating Event 1.OE-006 O.OEt-000 IGNORE Y 
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E-TRANS 

Table C.2.16. Selected basic events for Case 2-2 
LOOP conditioning sequences 2 and 4 (cont.) 

Transient Initiating Event 5.3E-004 O.OEt-000 IGNORE 

I I I I 

OEP-XHE-NOREC-2H 

Event name 

Operator Fails to Recover Offsite . 
power w i ~  hs 

Description 

OEP-XHE-NOREC-6H 

probability probability Type I Base I I 

6.7E-002 3.7E-002 Operator Fails to Recover Offsite 
power within hs 

PPR-SRV-CC-PRV1 

PPR-SRV-CC-PRV2 

PORV 1 Fails to Open on Demand 6.3E-003 1.OEt-000 TRUE 

PORV 2 Fails to Open on Demand 6.3E-003 1.OEi-000 TRUE 

PPR-SRV-00-PRV2 

ppR-XHE-NoREc-L 

3.OE-002 * 3.OE-002 PORV 2 Fails to Reclose After 
opening 

l.lE-002 l.OEt-000 TRUE Operator Fails to CLose Block 
Valves During LOOP 

I 3.OE-002 1 3.OE-002 I PORV 1 Fails to Reclose After PPR-SRV-00-PRV1 

Table C.2.17. Sequence probabilities for Case 2-2 
LOOP conditioning sequences 2 and 4 

Modified 
for this 
event 

Y 

Y 

Y 

Y 

Y 

N 

N 

I Y  

Event tree Sequence name % Logic 
name Frequency Contribution 

LOOP 08 5.9E-002 98.7 RT-L, EP, /AFW-L, PORV-L, 
PRVL-RES, /OP-2H, HE'I-L 
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Table C.2.18. System names for Case 2-2 
LOOP conditioning sequences 2 and 4 

System name 
AFW-L 

EP 

F&B-L 

HPI-L 

OP-2H 

OP-6H 

PORV-L 

PRVL-RES 

RT-L 

Description 
No or Insufficient AFW Flow During LOOP 

Failure of Both Trains of Emergency Power 

Failure of Feed-and-Bleed Cooling During LOOP 

No or Insufficient Flow From the HPI System During LOOP 

Operator Fails to Recover Offsite Power Within 2 hrs 

Operator Fails to Recover Offsite Power Within 6 hrs 

PORVs Open During LOOP 

PORVs and Block Valves Fail to Reseat (EP Successful) 

Reactor Fails to Trip During LOOP 

Table (2.2.19. Conditional cut sets for higher probability sequences for Case 2-2 
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C.3 LER NO. 237/94-018 

Event Description: Motor Control Center Trips Due to Improper Breaker Settings 

Date of Event: June 8,1994 

Plant: Dresden 2 

C.3.1 Summary 
Following an unexpected trip of a motor control center (MCC) at Dresden 2 during surveillance testing, three MCCs 
were identified at Dresden 2 and Dresden 3 with improperly set feeder breakers. A review of MCC loading indicated 
that load additions since the original settings were determined had created an overload situation. For two of the MCCs, 
the overload condition would only have existed if an emergency diesel generator (EDG) had been NIlIljng following a 
reactor trip with offsite power available. Load shedding following aloss-of-offsite power (LOOP) would have precluded 
an overload condition for this initiating event. For one of the MCCs, the overload condition would also have existed 
following aLOOP. The conditional core damage probability estimated for the event is 6.1 x 

C.3.2 Event Description 
On June 8,1994, Dresden Unit 2 was operating at 99% power, and Unit 3 was in refueling. The Unit 2/3 standby gas 
treatment (SBGT) system was in operation, and a 24-h endurance rim for EDG 3 was in progress, as was a Unit 2 
high-pressure coolant injection (HPCI) surveillance. 

Shortly afterthe Unit 2 HPCI auxiliary oil pump started, MCC 39-2tripped. As aresult ofthe loss ofpower at MCC 39-2, 
(1) EDG 3 tripped on high temperature following loss of power to its cooling water pump and ventilation fan, (2) the 
125-Vdcand250-Vdcbatterysystemshadtoberealignedto alternatechargers, (3) ahalf-scramforUnit3 was generated 
as a result of loss of power to a reactor protection system (RF’S) motor-generator, and (4) SBGT train A automatically 
started following loss of power to trainB components. 

MCC 39-2 loads were stripped, and the MCC feeder breaker was reclosed. MCC 39-2 loads were reenergized within 
30 min of the breaker trip. 

The trip of MCC 39-2 was caused by an incorrectly set feeder breaker. The feeder breaker forthe MCC had a General 
Electric dashpot type EC-2A overcurrent trip device, which was original equipment. The setting for this breaker was 
400 A. A review of the original loading on the MCC indicated that the 400-A setting was adequate, but load additions 
made to the MCC over time had increased the available runuing load current above the 400-A setting. 

Two other breakers were subsequently identified withsimilarproblems-MCC 28-3 and 38-3. The EC-2A trip devices 
for both of these MCCs had been replaced with newer General Electric solid state type RMS-9 trip devices. Both of 
these MCCs were also set to trip at 400 A. The licensee noted in the licensee event report (LER) that the setting for 
MCC 38-3 was chosen to be identicalwiththe originalbreaker setting based onthe assumption that MCC loading had 
not changed over time. However, since the loading had changed, the total connected load was greaterthan the protective 
device setting. At the time of the MCC 28-3 trip device replacement, it was recognized that the overcurrent setting was 
lower than the total connected load. However, it was assumed that the running load during accident conditions would 
be within the setting of the protective device. 

Based on the loads associated with each MCC, the licensee concluded that MCCs 38-3 and 39-2 could be overloaded 
and trip during a safety actuation in which the associated EDG was nmning (e.g., for testing or following a spurious 
start) while offsite power was sti l l  available. FortheseMCCs, loads shed following aLOOP would preclude anoverload 
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condition. For MCC 28-3 , however, the overload condition could exist for both LOOPS and other events in which the 
associated EDG was nmning. 

C.3.3 Additional Event-Related Information 
Three EDGs provide emergency power to the two Dresden units: EDG 2 provides power to Unit 2 bus 24-1 , EDG 3 
provides power to Unit 3 bus 34-1, and Swing EDG 213 provides power to either Unit 2 bus 23-1 or Unit 3 bus 33-1 in 
the event of aLOOP on Unit 2 or Unit 3, respectively. In the event of a dual-unit LOOP with a loss-of-coolant accident 
&OCA) on one unit, EDG 213 provides power to the unit with the LOCA. In the event of a dual-unit LOOP without a 
LOCA, EDG 213 powers the unit that suffers the LOOP first. Unit 2 bus 24-1 and Unit 3 bus 34-1 can be cross-tied by 
closing two normally open breakers. 

Two 250-V dc and two 125-V dc batteries are shared between bothunits. The 250-V dc batteries primarily power large 
loads, such as dc-powered pumps and valves, while the 125-V dc batteries provide control power to components such 
as circuit breakers. Battery chargers that normally supply dc power and provide battery charging can be powered fkom 
buses associatedwithEDG2 (Unit 2) orEDG3 (Unit 3) orthe swingEDG. Eachbatteryis sizedtopoweritsrespective 
loads for 4 h. 

The isolation condenser (IC) and HPCI can provide decay heat removal in the event of a LOOP with unavailability of 
on-site ac power. Diesel-driven pumps provide IC secondary side makeup in this case. Since the IC does not provide 
RPVmakeup, it cannotbeusedifanSRVsticks openor ifarecirculationpump sealfails. Themodelalso assumesthat 
ifac power (theEDGs or offsitepower) isnot recovered priorto battery depletioncore damage occurs. Following battery 
depletion, all instrumentation would be lost, as would control power for breaker, turbine-driven pump, and dc valve 
operatioa Potential recovery after this time, although possible, is extremely difficult and beyond the scope of this 
analysis. 

C.3.4 Modeling Assumptions 
Four possible situations were addressed in the analysis of this complex event. All three MCCs could have tripped 
following an initiating event in which emergency core cooling system (ECCS) actuation tvas required, offsite power 
was available, and the EDG associated with the MCC was running (e.g., for testing or following a spurious start). 
Andy& Case l a  addresses the situation in which one EDG was running. Analysis Case Ib addresses the situation in 
which two EDGs were nmning. In addition, MCC 28-3 could have tripped folloving a LOOP. Analysis Cases 2a and 
2bconsideraplant-centeredLOOP atunit 2 anddual-unitLOOPs atUnits2 and3.1nallcasesJtheMCCswereassumed 
to trip ifthey could have tripped. This assumptionmay be conservative. 

8 e a .  ed' -. e e  ' . This situation could exist if a 
transient or small-break LOCA occurred and one of the two EDGs associated with a unit was undergoing monthly 
surveillance testing. The greatest potential impact is associated with MCCs 39-2 and 38-3 at Unit 3. These MCCs, in 
addition to supplying power to EDG components (and turning gear components for MCC 38-3), also supply power to 
containment cooling service water (CCSW) cubicle fans. CCSW provides decay heat removal for the containment 
cooling mode oflow-pressure coolant injection. The analysis assumedthetwo CCSW trains associated withthe running 
EDG would be unavailable after the MCC tripped. The trip of MCC 38-3 at Unit 3 (and 28-3 at Unit 2) also impacts 
fire protection panel FP-3 (and FP-2). The analysis assumes these panels do not Muence the use of firewater as an 
alternate source of loy-pressure injection. The probability of a running EDG was estimated to be 1.4 x IOe3, based on 
an assumed I-h surveillance run-time for each EDG per month. 

The significance for this case was estimated by setting basic evenls esociated with the two impacted CCSW trains to 
true (failed) and calculating the increase in core damage probability for non-LOOP (transient and small-break LOCA) 
initiating events over a 1-year period using the IRRAS-based ASP model for Dresden. Long-term unavailabilities such 
,as this event have typically been modeled in the ASP Program for a 1-year period, assllming the plant was at power 
70% of the time; this is equal to 6132 h (365 d x 24 h/d x 0.7). The increase in core damage probability was multiplied 
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by the probability that an EDG would be running to estimate the conditional probability for Case la. This conditional 
probability is less than 1.0 x Since this is substantially below the 1.0 x IOe6 documentationlimit used in the ASP 
Program, the calculational results are not included here. 

Case Ib. Postulated initiatinv event with offsite ~ o w e r  available and two ED& nmn mz. This situation could exist if a 
transient or a small-break LOCA occurred and bothEDGs associated with aunit were spuriousb started. The analysis 
forthiscaseissimilarto Case la, exceptalltrainsofCCSWwereassumedtobeunavailable. Theprobabilityofspurious 
EDGstartwasestimatedusing aSequence Coding and SearchSystemsearchofBoiling WaterReactor (BWR) automatic 
or manual reactor trips with spmious EDG starts. Three such events were identified in 573 trips from power, resulting 
in an estimated probability of spurious EDG actuation of 5.2 x IO3. The resulting conditional core damage probability 
is estimated to be 4.3 x As for Case la, the calculationalresults are not included here. 

Case 2 a  Postulated ulant-centered LOOP at Unit 2. For apostulated plant-centered LOOP at Unit 2 only, offsite power 
remains available atUnit3. Trip ofMCC 28-3 willresultininoperabilityof swingEDG2/3 andunavailabilityofpower 
to 4-kV bus 23-1. Power can be recovered to bus 24-1 XEDG 2 fails by recovering offsite power or by closing the 
cross-tie fiom Unit 3 bus 34-1. Because of the shared dc system at Dresden, dc power will remain available for 
instrumentation even if Unit 2 batteries are depleted. Therefore, a sequence involving safety relief valve (SRV) reseat 
and isolation condenser or HPCI success following a postulated Station blackout will not proceed to core damage 
(essentially al l  of sequence 44). 

also well below 1.0 x 

Theprobabilityoffailingtorecoverpowertobus24-1 throughclosureofthecross-tiebrealcers~omUnit3 was assumed 
to be 0.12 [Accident Sequence Precursor (ASP) nomecovery class R3, see Appendix A, Sect. A.l to the 1992 Annual 
Report, NUREG/CR-4674, Vol. 171. This value was chosen because recovery appeared possible in the required time 
fiom the control room, but was not considered routine (the value chosen for this failure probability for this case is 
considered a bounding probability and does not substantially impact the overall analysis results). This value is used in 
lieu of the failure probability for EDG 3 in the IRUS-based ASP models to reflect the failure to provide power from 
bus 34-1. The probability of EDG common-cause failure was set to false to reflect the unavailability of EDG 2/3 and 
the availability of power onbus 34-1. 

After elimination of sequence 44 of the LOOP tree shownin Figure C.3.1 (since it does not proceed to core damage for 
a single-unit plant-centered LOOP), a conditional core damage probability of 1.6 x is estimated. As for Cases l a  
and Ib, the calculational results are not included here. 

h. For a postulated dual-unit LOOP (primarily grid- and weather-related 
LOOPS), offsite power is unavailable to both units. Ifthe LOOP occurs at Unit 2 fht, trip of MCC 28-3 will result in 
unavailability of swing EDG 2/3. EDG 3 will be required to power Unit 3 loads, leaving only EDG 2 to supply power 
to Unit 2 loads (except for battery charging, which can be provided by either EDG 2 or EDG 3). 

The frequency of a dual-unit LOOP and the probability of failing to recover offsite power in the short-term and before 
battery depletionwere estimatedto be 1.7 x 10'2/year, 0.66, and 0.21,re!qectively, based onmodels describedinRevised 
LOOPRecovely andPWR Seal LOCAModels, ORNLMRcnTR-89/11, August 1989. These models are based onthe 
results of data distributions contained in Evaluation of Station Blackout at Nuclear Power Plants, NUREG-1032. The 
probability of the dual-unit LOOP occurring first at Unit 2 was assumed to be 0.5. Thisvalue is based onthe assumption 
that a dual-unit LOOP has an equal probability of occurring first at either unit. Therefore, the initiating event probability 
is equal to (1.7 x 10-2/year x 0.66 x 0.5 x 1 year). The failure probability for EDG 2/3 was set to true to reflect its 
unavailability following a trip of MCC 28-3. The common-cause failure probability for the EDGs was revised to 
4.4 x to reflect theunavailability ofEDG2/3. Sequence44, whichinvolvesfailure of emergencypower and failure 
to recover offsite powerpriorto battery depletion, dominatesthe analysisresults. Forthis sequence to occur, bothEDG2 
and EDG 3 must fail; otherwise power for battery charging will exist and the batteries will not deplete. The resulting 
conditional core damage probability is estimated to be 6.1 x This is the only case that significantly contriiutes to 
the conditionalcore damage probability forthis event. Thecalculationalresults are showninTables C.3.1 throughC.3.5. 
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C.3.5 Analysis Results 
The conditional core damage probability estimated for this event is 6.1 x The dominant core damage sequence, 
highlighted onthe event tree inFigure C.3.1, involves apostulated dual-unit LOOP (Case 2b) with subsequent failure 
of all three Dresden ED& and failure to recover offsite power prior to battery depletion. In the dominant sequence, 
EDG 2/3 fails due to MCC 28-3 trip following its aligolhent to Unit 2 (the postulated dual-unit LOOP affects Unit 2 
first), and EDG 2 and 3 fail for unspecified reasons (random or common-cause failures). 

The calculational results for Cases la, lb, and 2a were not included since they do not provide a significant contriiution 
to the conditional core damage probability for the event. The calculationalredts for Case 2b are shownin Tables C.3.1 
through.C.3.5. Definitions and probabilities for selected basic events are shown in Table C.3.1. The conditional 
probabilities associated withthe highest probability sequences are shownin Table C.3.2. Table C.3.3 lists the sequence 
logic associated with the sequences listed in Table C.3.2. Table C.3.4 describes the system names associated with the 
dominant sequences. Cut sets associated with each sequence are shown in Table C.3.5. 

C.3.6 Reference 
1. LER 237/94-018, “Potential Trip of Motor Control Centers Due to Improper Feed Breaker Settings,” 

July 7,1994. 
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Event tree 
name 
LOOP 

Sequence name Logic 

44 /RPl, EPS, OEP 

System name 
EPS 

Description 
Emergency Power System Fails 

OEP 

RP1 

Offsite Power Recovery 

Reactor Shutdown Fails 

LER NO. 237194-018 Annendix C 

Table C.3.1. Definitions and probabilities for selected basic events for LER 237/94-018 (Case 2b) 

Current 
probabilig 

Modified 
Type forthis 

event 

Y 

N 

N 

TRm Y 

N 

Y 

IGNORE Y 

IGNORE Y 

N 

Event name Description probabiliQ 

1.2E003 GeneratOIS 4.4E-003 EPS-D GN-CF-DGNS 

EPS-D GN-FC-DG2 

EPS-DGN-FC-DG3 

Unit 2 h e r a t o r  Fails 4.43-002 

Unit 3 Diesel Generator Failure 4.4E-002 

4.4E002 

4.4E-002 

l.OEt-000 IPS-D GN-FC-D G23 

EPS-XHE-XE-NOREC 

Swing Diesel Generator Fails 4.4E-002 

8.0E-001 Emergency Power 8.OEOO1 

Loss-of-offsite Power Initiator 1 9.1E-007 IE-LOOP 5.E-003 

IE-SLOCA Small LOCA Initiator 1.7E-006 

Transient Initiator 3.4E-004 

O.OEt-000 

O.OEt-000 

OEP-XHEXE-NOREC I 2.1E001 Operator Fails to Recover Offsite 
Power 2.1E-001 

Table C.3.2. Sequence conditional probabilities for LER 237/94-018 (Case 2b) 

Importance 
(CCDP-CDP) Contribution XI 2.3E-006 

Conditional core 
damage Core damage 

probability Event tree name Sequence name 
(CCDP) (CDP) 

I I . - I  I 

LOOP 44 5.9E-006 3.5E-006 

Table C.3.3. Sequence logic for dominant sequences 
for LER 237/94-018 (Case 2b) 

Table C.3.4. System names for LER 237/94-018 (Case 2b) 
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Table C.3.5. Conditional cut sets for higher probability sequences for LER 237194-018 

LOOP Sequence: 44 
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C.4 LER NO. 237/94-021 

Event Description: Long-Tem Unavailability of High Pressure Coolant Injection 

Date of Event: August 4,1994 

Plant: Dresden Unit 2 

C.4.1 Summary 
On August 4,1994, at 1559 hours, with the plant at 99% power, the high pressure coolant injection (€PCl) turbine 
tripped due to high exhaust pressure during a monthly surveillance test. The cause of the high exhaust pressure was 
determined to be a failed check valve (No. 2-2301-74). The failure mechanism indicated that, since the last monthly 
surveillance test, the HPCI turbine would have iripped shortly after starting if the HPCI system had been needed to 
perform its safety function. The conditional core damage probabity estimated for this event is 3.1 x 

C.4.2 Event Description 
On August 4,1994, at 1559 hours, withthe plant at 99% power, the HPCIturbine failed the monthly surveillance test. 
Prior to the automatic trip, the turbine was run up to 2500 rpm add manually tripped per the surveillance after nmning 
for approximately 5 min. The turbine was restarted and automatically tripped after 1 min due to high exhaust pressure 
(100 psig). An inspection of the turbine drain system was performed, and the rupture diaphragm was replaced. On 
August 7,1994, the HPCI turbine was retested. Whenthe turbine was started, the exhaust pressure increased at ahigher 
than normal rate, and the turbine was manually tripped at an exhaust pressure of 30 psig to avoid an automatic trip. At 
this point, the turbine exhaust check valves were examined. A local leak rate test of the check valve volume was 
performed, and leakage that exceeded the technical specification limit was found. Since the HPCI exhaust line check 
valves could not be repaired on line, the reactor was shut down on August 8,1994. 

The two HPCI turbine exhaust valves (2-2301-45 and 2-2301-74) were disassembled and inspected (see Figure C.4.1). 
The valve seats for 2-2301-45 were found to be slightly worn due to normal valve operation. This condition did not 
affect the operation of the HPCI system. Whenvalve 2-2301-74 was disassembled and inspected, the valve disk was 
not attached to the valve guide piston. Further inspection revealed that the four tack welds, which prevent the assembly 
from rotating, had broken recently due to fatigue. Exhaust pressure observed on previous tests was determined to have 
been normal, supporting the assumption that the tack welds failed during the most recent test nm. Once the tack welds 
were broken and the valve disc was off the closed seat, the steam flow was able to rapidly rotate the valve disc on the 
valve stem, causing the valve to close by elongating the stem and valve disc assembly. This, intum, caused the exhaust 
pressure to increase as observed in the last two tests. 

C.4.3 Additional Event-Related Information 
The HPCI system is designed to pump water into the reactor vessel under losssf-coolant accident @,OCA) conditions 
that do not result in rapid depressurization of the reactor pressure vessel (l2PV). The HPCI system is designed to pump 
5600 gpmwithinanRPVpressurerange of about 165 to 1135 psia. The size ofthe systemis selectedtoprovide sufficient 
core cooling to prevent clad melting until the RFV pressure decreases to the point where the core spray system and/or 
the low-pressure coolant injection (LPCl) subsystem become effective. 

For medium-break LOCAs, RPV pressure decays away too slowly for the low-pressure injection pumps to inject and 
prevent core damage without operator action to depressurize. Therefore, following HPCI failure, the automatic 
depressurization system (ADS) is required to depressurizetheRPVsothat core spray and/ortheLPCI subsystembecome 
effective. 
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C.4.4 Modeling Assumptions 
The event was modeled as a long-term nonrecoverable unavailability of HPCI. Once the tack welds broke, the exhaust 
check valve elongated itself closed in a matter of minutes (approximately 6 min during the failed surveillance). At this 
point, the exhaust pressure would increase to the turbine trip set point (unless the pump was manually tripped). It was 
assumed that any safety demand for the HPCI turbine, subsequent to the last successful monthly surveillance, would 
have resulted in several minutes of high pressure injection followed by a HPCI turbine trip. Therefore, the HPCI train 
was modeled as failed (HCI-TDP-FC-TRAIN set to TRUE). The difEculty encountered in identifyingthe root cause of 
the pump failure indicates that the failure would not have beenrecovered during an actual demand. Therefore, the failure 
was modeled as nonrecoverable (HCI-XHE-XE-NOREC set to TRUE). The HPCI system was considered unavailable 
for one surveillance period (i.e., 720 h) prior to the failed surveillance. The system was also unavailable for an additional 
107 hfollowingthefailed surveillance priortotheunit shutdown. As aresult, atotalfailureperiod of 827 hwasmodeled. 

The run time involved in a successful surveillance of the HPCI turbine is less than the subsequent mission time that 
would be required in certain accident scenarios. If the running vibration of the turbine is considered to be a significant 
contributor to the tack weld failure mechanism, then previous tests could be viewed as consuming the remaining run 
time available prior to the tack weld failure. Under this scenario, the failure period could include several previous 
successll surveillances. If this were the case, the 827-h unavailability period would be increased to encompass these 
additional surveillance periods. However, this time period is difficult to estimate with the information available. 
Therefore, the 827-h failure period modeled was utilized, althoughthis may be nonconservative. 

A loss of the HPCI turbine leaves the plant more susceptible to core damage fiom a medium-break LOCA; therefore, a 
medium-break LOCA event tree was added to the model that is consistent with the event tree inthe Dresden individual 
plant examination @E). The existing fault trees that are used in conjunction withthe other event trees for Dresden were 
applied tp the medium-break LOCA event tree. The medium-break LOCA initiating event frequency was modified to 
8 x 10'4/year, consistent with the value used in the Dresden P E  (Table 1.5.1-1). This was converted to a per hour 
fiequencyof 1.3 x lO-'bydividingthe8 x 10-4/yearvalueby6132h, assuminga70%plant availability [(365 daysbear) 
(24 Wday) (0.7 unit availability)]. 

Two dif€erent values were used for the operator mor prevents depressurization probability under daerent 
conditions.For medium-break LOCAs and transient-induced medium-break LOCAs (sequences 39 and 38-39), a 
probability of 0.01 wasused. For conditions where amedium-breakLOCA were not present, avalue of 0.001 was used. 
These values were derived fiom a review of the individual plant examinations (PES) for a number of BWRs. 

C.4.5 Analysis Results 
The conditional core damage probability estimated for this event is 3.1 x 
the event tree in Figure C.4.2 involves apostulated medium-break LOCA, failure of HPCI, and failure of ADS. 

The dominant sequence highlighted on 

For BWRs with isolation condensers (ICs) loss of HPCI under a medium-break LOCA (or transient-induced 
medium-break LOCA) requires the use of the ADS system to depressurize to allow injection of low-pressure systems. 
Medium-break LOCAs are defined as those that do not depressurize the system fast enough to allow low-pressure 
systems to be effective ontheir o m  However, core damage will be minimal if depressurization fails because the break 
will eventually cause sufficient depressurization to allow low-pressure systems to inject. If HPCI works for a short 
period of time prior to failure, this will accelerate the depressurization such that ADS may not be required. The two 
medium-break LOCA sequences (39 and 38-39) contribute 63% of the overall conditional core damage probability for 
this event. 

Definitions and probabilities for basic events are shown in Table C.4.1. The conditional probabilities associated with 
the highest probability sequences are shown in Table C.4.2. Table C.4.3 lists the sequence logic associated with the 
sequences listed in Table C.4.2. Table (2.4.4 describesthe systemnames associated withthe dominant sequences. Cutsets 
associated with each sequence are shown in Table (2.4.5. 
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C.4.6 Reference 
1. LER 237/94-021, “HPCI Turbine Tripped on High Exhaust Pressure Due to aFailed Exhaust Check Valve,” 

September 2,1994. 
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Table C.4.1. Definitions and probabilities for selected basic events for LER 237194-021 

Modified 
Event name Description 

ADS-SRV-CC-VALVS ~ ADS Valves Fail to Open I 3.7E-003 

ADS-XHE-XE-ERROR 
I 

Operator Error Prevents 
Depressurization I 1.OE-002 I I N  1 .OE-0 02* 

ADS-XHE-XE-NOREC Operator Fails to Recover ADS I 7.1E-001 7.1E-001 

Train A Failure I 3.7E-003 CRD-MDP-FC-TRNA 

CRD-MDP-FC-TRNB 

CRD-XHE-XE-ERROR 

Train B Failure 3.73003 

Operator Fails to Align CRD 1 .OE-002 

3.7E-003 

l.OEt-000 I CRD-XHE-XE-NOREC 

EPS-D GN-CF-D GNS 

EPS-D GN-FC-D G2 

Operator Fails to Recover CRD 1.OEt-000 

1.4E-003 Generators 

Unit 2 Generator Fails 7.8E-0 02 

1.4E-003 1 I N  
I 1 

7.8E-002 N 

EPS-DGN-FC-DG23 

EPS-DGN-FC-DG3 

Swing Diesel Generator Fails 7.8E-002 

Unit 3 Diesel Generator Failure 7.8E-002 

7.8E-002 

7.8E-002 

8.OE-001 EPS-XHEXE-NOREC Operator Fails to Recover 
Emergency Power 8.OE-001 

l.OE+OOO I TRUE I Y HCI-TDP-FC-TRALN 

HCI-XHE-XE-NOREC 

HPCI Train Level Failures 3.9E-002 

Operator Fails to Recover HPCI 7.1E-001 =+=-I-+ 4.9E-003 IE-LOOP Loss-of-offsite power Initiator I 5.9E-006 

IE-SLOCA Small LOCA Initiator I 1.7E-006 1.4E-003 

Transient Initiator I 3.4E-004 E-TRAN 

IE-MLOCA Medium-Break LOCA Initiator I 1.3E-007 l.lE-004 4-w 
OEP-XHE-XENOREC Operator Fails to Recover Offsite 

Power 6.6E-002 
6-6E-oo2 I 

PCS Hardware Components Fail I 1.7E-001 1.7E-001 N 

l.OEt-000 N PCS-XHE-XE-NOREC Operator Fails to Recover PCS I 1.OEt-000 

PPR-SRV-00-2VLVS Two SRVs Fail to Close I 1.3E-003 1.3E-003 

PPR-SRV-00-1VLV One or Less SRVs Fail to Close I 3.6E-002 

zU.U1 used ror -A sequences, 0.001 used for other sequences. 
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Event tree 
name 

E-MLOCA 

TRAN 

LOOP 

LOOP 

Table G4.2. 

Sequence name Logic 

39 HCI, ADS 

3 8-3 9 / R P S ,  PCS, P2, HCI, ADS 

44 /RP1, EPS, OEP 

41 /RP1, EPS, /OEP, P1, HCI 

Sequence conditional probabilities for LER 237/94-021 

System name 
ADS 
EPS 

Description 
Automatic Depressurization Fails 
Emergency Power System Fails 

Table C.4.4. System names for IWER 237/94-021 

OEP 
P1 

Offsite Power Recovery 
One or Less SRV Fail to Close 

HPCI Fails to Provide Sufficient Flow to Reactor I vessel 

PCS 
RP1 
RPS 

Power Conversidn System 
Reactor Shutdown Fails 
Reactor Shutdown Fails 

l P 2  ~ I TWO SRVS  ail to Close 
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Table C.4.5. Conditional cut sets for higher probability sequences for LER 237194-021 

CS-XHE-XE-NOREC, 

2 I 25.3 I 1.2E-007 I EPS-D GN-FC-D G23, EPS-D GN-FC-D G2, 
EPS-DGN-FC-DG3 

EPS-DGN-FC-DG3 



. 
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C.5 LER NO. 250/94-005 

Event Description: Load Sequence= Periodically Inoperable 

Date of Event: November 3,1994 

Plant: Turkey Point 3 and 4 

C.5.1 Summary 
During a Unit 4 Integrated Safeguards Test, the 3A sequencer failed to respond to the opposite unit's safety actuation 
signal. Troubleshooting resulted in the discovery of an m r  in the sequencer software logic that could prevent each of 
the four Turkey Point sequencers from responding to a safety actuation signal. As a result of the software mor, each 
sequencer was unavailable one-fourth of the time to respond to automatic safety actuation signals fiom its o m  train 
and one-sixteenth of the time to respond to automatic signals from the other unit during both automatic self-testing and 
manual testing. Unavailability of each sequencer would prevent the automatic actuation of safety-related equipment 
associated with that train including the high head safety injection (HHSl) and residual heat removal (RER.) pumps. 

The estimated increase in core damage probability for this event for a 1-year period is 1.8 x 
for the same period of 9.5 x 

over a nominal value 
This value is applicable to eachunit. 

C.5.2 Event Description 
OnNovember 3,1994, Turkey Point Unit 3 was operating at 100% power, and Unit 4 was inMode 5 during arefueling 
outage. During the Unit 4 Integrated Safeguards Test, the 3A sequencer failed to respond to the opposite unit's safety 
actuation signal. Troubleshooting resulted in the discovery of an mor in the sequencer software logic that could prevent 
each sequencer from responding to a safety actuation signal. The error impacted the Tmkey Point 3 sequencers since 
November 1992 and the Turkey Point 4 sequencers since May 1993. 

The Turkey Point design utilizes four sequencers, one for each train at each unit. The sequencers are progammable 
logic controller (F'LC)-based cabinets that use a PLC for bus stripping and logic controL The sequences are designed 
to respond to losses of offsite power (LOOPS), loss-of-coolant accidents (LOCAs), and combined LOOPLOCA events. 
The sequencers start 'the diesel generators and sequentially load safety-related equipment required to respond to the 
initiating event. Each sequencer responds to safety actuation signals associated with its train plus signals fiom the 
opposite unit. 

Each sequencer is provided with manual and automatic self-test capabilities. The automatic test mode is normally m 
operatioa In the automatic test mode, the sequencer continually tests the input cards,. output cards, and output relay 
coils and exercises the program logic. The automatic self-test cyclesthrough 15 of 16 possible sequencertest steps. The 
test steps start roughly an hour apart and individually take about 10 s to complete. There is 1 h during which no testing 
takes place. The complete automatic test cycle, therefore, takes about 16 h and then begins again The sequencer is 
designed to abort the manual and automatic test modes in response to avalid mput. If a valid mput signal is received 
during sequencer testing, the testing stops, the test signal clears, and the inhiiit signal, if present, is supposed to clear. 
The valid signal is then allowed to sequentially energize the output relays for the associated sdety-related equipment. 

The 3A sequencer had dropped out of the automatic self-test without alarming, indicating that it had received a valid 
input signal. During troubleshooting, the input light emitting diode (LED) for the 4A safety actuation signal was found 
to be lit, indicatingthe signal was stillpresent. ' he  3A sequencerresponse should have beento start the 3AHHSIpump. 
However, the pump failed to start because it did not receive a start signal from the sequencer. 

1 
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A software design error was discovered that inhibited the 3A HHSI pump start signal even though a valid input signal 
was present. The design error was found to affect all sequencers during both manual and automatic testing in 5 of the 
16 test steps. If a valid input signal was received 15 s or later into one of the hour-long test step periods, the test signal 
cleared as intended, but the inhibit signal was maintained by means of latching logic. This latching logic is established 
by the test signal but could be maintained by the process input signal if it arrived prior to removal of the test signal. 

This software logic error was introduced during the detailed logic design phase of the software development. The error 
was not discovered during the validation and verification (V&V) process because the response to valid inputs was not 
tested during all test sequences of the testing logic. In four loading sequence tests, the error prevented the sequencer 
from responding to a valid safety actuation signal on the same train. In one other loading sequence test, the error 
prevented the sequencer fiom responding to a valid safety actuation signal on the opposite unit. This software error did 
not impact response to LOOP or a combined LOOP and LOCA; only safety actuation with off ite power available was 
affected. The logic error also did not affect sequencer operation with the test selector switch ii  the “off’ position. 

A detailed review of the sequencer software resulted in the discovery of one other error in the software, which was 
independent ofthe test mode. A conditionwas identifiedthat wouldhave preventedthe automatic start ofthe containment 
spray pumps. The condition would occur when a hi-hi containment pressure signal is received by the sequencer during 
a 60-ms time window beginning 12.886 s after receipt of a LOCA signal or 28.886 s after receipt of a LOOPLOCA 
signal. This error does not impact core damage sequences and was not addressed in this analysis. 

C.5.3 Additional Event-Related Information 
For non-LOOP events, each sequencer sends start signals to the following equipment associated with its train: one RHR 
pump, one HHSI pump, two intake cooling water pumps, two emergency containment cooler fans, two component 
cooling water pumps, and two emergency containment filter fans. Some equipment may already be in operation and 
would not be affected by a sequencer failure. 

Turkey Point has four HHSI pumps, one per train for each unit. All four trains are normally cross-connected at the 
discharge of the pumps. Each HHSI pump is capable of providing 50% of the required injection; two of the four pumps 
are, therefore, required for high-pressure injection success following a small-break LOCA. To meet single failure 
criteria for a safety actuation, each sequencer signals its associated HHSI pump to start, and the opposite unit’s 
sequencers signal their associatedHHS1 pumps to start. For example, a safety actuation signal on Unit 3, Train A, signals 
the 3A sequencer and both of the Unit 4 sequencers. With no equipment failures, all four HHSI pumps will respond to 
a safety actuation signal on either unit. Other equipment provided for each unit, including the two RHR pumps, is only 
started by its associated sequencer. 

C.5.4 Modeling Assumptions 
This event was modeled as an unavailability of HHSI and RHR pump automatic actuation for LOCA-related sequences 
during a 1-year period. Assuming the units were at power 70% of the time, an unavailability of 6132 h is estimated. 

The Accident Sequence Precursor (ASP) Program typically considers the potential for core damage following three 
postulated offsite-power-available pressurized water reactor (PWR) initiating events: transient, small-break LOCAs, 
and steam generator tube rupture (SGTR). For each of these initiating events, unavailability of high-pressure injection, 
when required to make up inventory lost from the reactor coolant system, is assumed to result in core damage. Two 
additional initiating events also exist that are impacted by the unavailability of the HHSI and RHR pumps: medium- 
and large-break LOCAs. For both of these initiating events, unavailability of low-pressure injection is assumed to result 
in core damage. 

The significance of an unavailability such as this event is estimated in the ASP Program in terms of the increase in core 
damage probability during the unavailability period. Since a nonrecoverable failure of multiple sequencers will fail 
high- and low-pressure injection, and, since unavailability of high- and low-pressure injection following a LOCA 
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proceeds to core damage, the significance of this event can be estimated directly from the change in high- and 
low-pressure injection failure probabilities due to the sequencer software error and the probability of a small-, medium-, 
and large-break LOCA in the 6132-hour unavailability period. 

Small -breakLOCA . Small-breakLOCA initiating events, SGTRs, and transient-mduced LOCAs (primarily stuck-open 
relief valves for non-LOOP transients) were considered small-break LOCAs in this analysis. The ii-equencies of these 
three events, based ondatausedinthe ASP models, are 1.4 x 10-8/h (transient inducedLOCA), 4.7 x 10-7h [small-break 
LOCA initiating events (spurious relief valve lifts, reactor coolant pump seal failures)], and 1.6 x 10-6/h (SGTRs). 
Summing these values results in an overall small-break LOCA frequency of 2.1 x 10% For the 6132-hour 
unavailability period, the probability of a small-break LOCA is 1.3 x 10". 

For a small-break LOCA, two of four HHSI pumps provide injection success; failure of three of the four pumps will, 
therefore, fail high-pressure injection. Since the software error did not affect sequencer response to LOOPS, only 
single-unit initiating events are of concern in the analysis (if LOOP response was affected, then potential dual-unit 
events such as asevere weather-related LOOP would also have to be considered). Assume the small-breakLOCA occurs 
at Unit 3. The probability of the sequencers failing to actuate the four HHSI pumps is 0.25 for HHSI pumps 3A and 3B 
(the sequencers would not respond to avalid signal on the same train during 4 of the 16 loading sequence tests) and 
0.0625 for HHSI pumps 4A and 4B (the sequencers would not respond to avalid signal from the opposite unit during 
one of the 16 loading sequence tests). The probability of three of the four pumps failing is estimated by considering the 
pump failure combinations that canresult ininjection failure: 

p(3A) x p(3B) x ~ ( 4 4  + p(3A) x p(3B) x p(4B) + 

p(3A) x p(4A) x p(4B) + p(3B) x p(4A) x p(4B) = 9.8 x 

Consideration of the sequencer testing process indicates that an assumption that the sequencers fail independently is 
reasonable. If the testing of the two sequencers on each unit is synchronized, the inmased HHSI failure probability is 

0.25 x 1.0 x 0.0625 + 0.25 x 1.0 x 0.0625 +0.25 x 0.0625 x 1.0 + 0.25 x 0.0625 x 1.0 = 6.3 x 

using the same approach as in the last paragraph. Ifthe testing of the four sequencers were somehow synchronized, the 
increased HHSI failure probability would be zero, since the test step that prevents response from the opposite unit is 
different from the steps that prevent response on the same train. The potential impact of synchronized testing of both 
sequencers on an individual unit was addressed as a sensitivity analysis. 

For a small-break LOCA, manual initiation of safety injection (SI> within 30 min of the LOCA is assumed to result m 
injection success. Assuming 5 min to reach the procedure step to verify SI, 25 min would be available for operator 
action. The probability of failure torecoverS1 due to operator error was estimatedby assumingthatthefailureprobability 
can be represented as atime-reliability correlation (TRC) as described in Human ReZiubiZityAnulysis (E. M. Dougherty 
and J. R. Fragola, John Wiley and Sons, New York, 1988). Operatorresponse was assumed to be rule-based and without 
hesitancy. For the 25-min period, a failure probability of 1.8 x lo4 is estimated. 

The increase incore damage probability for small-breakLOCAsresulting fromthe sequencer software error is, therefore, 

1.3 x lO"@robability of a small-breakLOCA inthe 6132-hperiod) x 

9.8 x 10'3@robability of HHSI actuation failure due to the software error) x 

1.8 x lo'4@robability that the operators fail to manually hitiate SI prior to core damage) 

= 2.2 x 

Medium- and 1 awe-break LOCAs . The analysis of postulated medium- and large-break LOCAs follows the same 
approach as a small-break LOCA. The frequency of medium- and large-break LOCAs is estimated to be 1 x 10g/year 
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and 2.7 x 104/year, respectively (see Analysis of Core Damage Frequency: Internal Events Methodology, 
NUREG/CR-4550, Vol. 1, Rev. 1, Table 8.2-4 and Appendix H to this report). Mitigation of both medium- and 
large-break LOCAs repuires low-pressure safety injection (LPSr) success. Two RHRpumps are available for injection, 
amlone oftwoprovides success. Sincethetwo RHRpumps are actuated onlybytheirsame-trainsequencers, anactuation 
failure probability of 0.25 x 0.25 = 0.0625 is estimated. 

Assuming manual initiation of SI within 20 min of a medium-break LOCA provides injection success (this value is 
consistent withAnalysis of Core Damage Frequency: Suny, Unit I ,  Internal Events, NUREG/CR-4550, Vol. 3, Rev. 1, 
Part 1, Table 4.8-4), an operator failure probability of 2.2 x is estimated, using the same approach as described for 
small-break LOCAs. 

For alarge-break LOCA an operator failure probability of 0.095 is estimated. This value was developed from simulator 
dataprovided inthe licensee event report (LER) usingthe same TRC approachthat was used to estimate operator failure 
probabilitiesforsmall- andmedium-breakLOCAs. The dataprovidedintheLERwere assumedtorepresentunburdened 
response; their standard deviation was revised to reflect burdened response as desmied onp. 127 ofHurnan Reliabiliy 
Analysis. The allowed response time was a s w e d  to be 7.1 min, as specified in Appendix D.4 of NUREG/CR-4550, 
Vol. 3, Rev. 1. This is the time to core uncovery estimated Using the MARCH code during source term calculations 
performed in 1984. 

These estimates result in the following increase in core damage probability for medium- and large-break LOCAs: 

1.0 x lO”(pr0bability of amedium-breakLOCAin a 1-year period (6132 at-power hours) x 

0.0625(probability of LPSI actuation failure due to the software exror) x 

2.2 x lO”(pr0bability that the operators fail to manually initiate LPSI) 

= 1.4 x (medium-breakLOCA), 

and 

2.7 x (probability of alarge-break LOCA in a 1-year period (6132 at-power hours) x 

0.0625 (probability of LPSI actuation failure due to the software error) x 

0.095 (probability that the operators fail to manually initiate LPSI) 

= 1.6 x loe6 (large-breakLOCA). 

C.5.5 Analysis Results 
Combining the probability estimates for small-, medium-, and large-break LOCAs results in an overall increase in core 
damage probability for the sequencer software error over a 1-year period of 1.8 x lV6, contributed almost entirely by 
postulated large-break LOCAs. This value is applicable to eachunit. The dominant core damage sequence for the event 
involves a postulated large-break LOCA and failure of low-pressure injection. This sequence is highlighted in 
Figure C.5.1. 

A greater than usual uncertainty is associated with this estimate. It is based on an estimated fiequency of a large-break 
LOCA (no large-break or medium-break LOCAs have occurred), an estimated time to core uncovery developed in 
conjunction with source term calculations (there is large uncertainty in this estimated time), and assumptions regarding 
operator actions following a large-break LOCA. 
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The nominal core dama e probability over a 1-year period estimated usmg the ASP models for Turkey Pomt is 
approximately 9.5 x 10’ . The failed sequences increased this probability by 2% to 9.7 x lo? This value is the 
conditional core damage Probability for the 1-year period in which the sequencers were degraded. 

For most ASP analyses of conditions (equipment failures over aperiod of time d u h g  which postulated initiating events 
could have occurred), sequences and cutsets assbciated withthe observed failures dominate the conditional core damage 
probability (the probability of core damage overthe unavailability period, given the observed failures)..The inmase m 
core damage probability because of the failures is therefore essentially the same as the conditional core damage 
probability, and the conditional core damage probability can be considered a reasonable measure of the significance of 
the observed failures. 

f 

, 

For this event, however, sequences unrelated to the degraded sequencers dominate the conditional core damage 
probability estimate. The increase in core damage probability given the degraded sequencersy 1.8 x is, therefore, 
a better measure of the significance of the sequencer problems. 

If the sequencer testing was synchronized at each unit, the actuation failure probability for the HHSI pumps would 
increase to 6.3 x lU2 as described in the modeling assumptions. The failure probability for low-pressure injection 
actuation would also increase to 0.25. These failure probabilities were used m a sensitivity analysis to estimate the 
potential impact if the testing were synchronized. The resulting estimated increase in core damage probability is 
7.1 x 1U6, againprimarilyfromlarge-breakLOCAs. 

C.5.6 Reference 
1. LER 250/94-005, Rev. 1, “Design Defect in Safeguards Bus Sequence Test Logic Places BothUnits Outside 

the DesignBasis,” February 9,1995. 
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Figure C.5.1. Dominant core damage sequence for LER250/94-005. 
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C.6 LER NO. 266/94-002 

Event Description: Both Diesel Generators Inoperable 

Date of Event: February 8,1994 

Plant: Point Beach 1 and 2 

C.6.1 Summary 
Point Beach Units 1 and 2 were operating at 100% power when emergency diesel generator (EDG) GO2 was taken out 
of service for maintenance. Plant technical specifications require that, if one EDG is removed fiom service, the other 
must be tested daily to verify its operability. When the EDG remaining in service was tested, electric fuel pump and 
exciter failures were eqerienced, and the EDG was declared inoperable. Both EDGs were, therefore, simultaneously 
umvailable. These unavailabilities would have impacted the Point Beach plant response to a loss-of-offsite power 
POOP) had it occurred during the unavailability period. The conditional core damage probability estimated for this 
event, 1.2 x is applicable to bothunits. 

C.6.2 Event Description 
EDGGO2,theB trainemergencypower source forbothunits at PomtBeach, wasremovedfiomserviceformaintenance 
at 0339 hours on February 7,1994. At 0753 hours on February 8,1994, an operability test of the A train emergency 
power source, EDG GO1, was begun. At 0951 hours trouble annunciations were received for that EDG. 

Investigation determined that the electric fuelpump for EDG GO1 had failed. The EDGcontinued to nm, however, with 
fuel supplied by a shaft-driven mechanical pump. The diesel was allowed to continue to run unloaded while repairs 
were made to the electric fuel pump. At 1940 hours repairs were complete, and the EDG was shut down. 

At 2046 hours EDG GO1 was started and loaded for a hard run to clean its exhaust system of deposits accumulated 
during the prior prolonged no-load run. At 2100 hours power swings were noted onthe EDGvarmeter. These Swings 
increased in intensity, and at 2204 hours EDG GO1 was declared inoperable. 

A stationary brush jumper cable in the EDG’s exciter was found to be contacting arotating bus bar, shorting out the dc 
excitationvoltage. This condition was repaired, and the EDGwas declared operable at 0244 hours onFebruary 9,1994. 

C.6.3 Additional Event-Related Information 
The Licensee Event Report GER) for this event mdicates that the brush jumper cable was installed incomctly during 
an annual maintenance outage on February 3, 1994. The report fuaher indicates that EDG GO1 was nm for 3 h on 
February 4,l.g h on February 7, and 10.3 h on February 8 (while the electric fuel pump was repaired). The LER also 
indicates that a gas turbine generator was available as a backup source of emergency ac power. 

C.6.4 Modeling Assumptions 
This event was modeled as a 47-h simultaneous unavailability of both EDGs. As it was out of service for maintenance, 
EDG GO2 was assumed to be unavailable after 0339 hours on February 7,1994. EDG GO1 experienced fuelpump and 
exciter failures that resulted hits being declared inoperable on February 8,1994. After investigation, the exciter failure 
was attributed to maintenance errors that occurred onFebruary 3,1994. EDG GO1 was operated on occasion between 
February 3 and February 8; however, the EDG ran unloaded for most of this time. After it was restarted to run under 

C.6-1 NUREGlCR-4674, Vol. 21 



LER NO. 266194-002 Appendix C 

load onFebruary 8, the EDG only operated for about 15 minbefore erratic exciter performance was observed. While it 
is possible that the EDG could have successfully run for an extended time in a loaded condition, this analysis assumes 
EDG GO1 was unmailable to perform its safety function of supplying long-term emergency power until the exciter 
repairwascompletedonFebruary9,1994. Dueto thenature oftheEDGunavailabilities,noEDGrecoverywas assumed 
to bepossible.Because oftheunavailabilityofbothEDGs, the core damage sequences ofprimaryconceminthis analysis 
are those associated with apostulated LOOP and subsequent station blackout. 

Theprobability of aLOOP inthe47-hperiodYtheprobabilityofits short-termandlong-termrecovery, andthe probability 
of a reactor coolant pump (RCP) seal loss-of-coolant accident (LOCA) following a postulated station blackout were 
developed based on data contained inNUREG-1032, Evaluation ofstation Blackout Accidents at NucIearPower Plants, 
and RCP seal loss-of-coolant (LOCA) models developed as part of the NUREG-1150 probabilistic risk assessment 
@A) efforts, as described in Revised LOOP Recovely and PWR Seal LOCAModeIs, ORNL/NRC/LTR-89/11, August 
1989. 

The Final Safety Analysis Report (FSAR) indicates that a gas turbine generator is available at the Point Beach site that 
can be started and loaded within 10 min. This gas turbine generator is credited as a source of emergency ac power in 
the Point Beach Individual Plant Examination @’E), and failure to recover ac power using the gas turbine is assigned 
aprobability of 0.13 intheIPE. Thatvalueis employedinthis analysisfortheprobability offailuretorecover emergency 
ac power. 

The IRRAS-based ASP model for Point Beach was modified to reflect the conditions observed during the event by 
setting the independent failure basic events associated with each EDG (EPS-DGN-FC-lA, B) to true, the EDG 
common-cause failure basic event (EPS-DGN-CF-ALL) to false, and the emergency power nonrecovery probability 
(EPS-XHE-NOREC) to 0.13. Basic events and their probabilities are shown in Table C.6.1. The incremental core 
damage probability over 47 h was then calculated by re-solving the accident sequence model. 

The cment ASP LOOP model for Point Beach assumes that the PORVs will be challenged, and that they will fail to 
reclose with a probability of 3 x (IRRAS model default value) each. This assumption may be conservative, but it 
did not affect the dominant sequence for the event. 

Calculations wereperfomedforPointBeachUnit 1,theunitreported intheLER SinceEDGGOl and GO2 also provide 
emergency power for Unit 2, the calculations are equally applicable to that unit. 

The FSAR for Point Beach also indicates that the station batteries are designed to cany shutdown loads following a 
plant trip and loss of all ac power for aperiod of 1 h. Information provided by Point Beach indicates that the expected 
battery lifetime is 2 h. This analysis was performed based on the expected 2 h battery Hetime. 

C.6.5 Analysis Results 
The estimated conditional core damage probability associated with this event at each unit is 1.2 x The dominant 
core-damage sequence, highlighted on the event tree in Figure C.6.1, involves a postulated loss-of-offsite power, 
unavailability of emergency power because of the unavailability of both EDGs, failure to recover emergency power 
though use of the gas turbine generator, RCP seal LOCA, and failure to recover ac power prior to core uncovery. 

Definitions and probabilities for selected basic events are showninTable C.6.1. The conditional probabilities associated 
with the highest probability sequences are shown in Table C.6.2. Table C.6.3 lists the sequence logic associated with 
the sequences listed in Table C.6.2. Table C.6.4 describes the system names associated with the dominant sequences. 
Cutsets associated with each sequence are shown in Table C.6.5. 

C.6.6 Reference 
1. LER 266/94-002, “Inoperability of Both Emergency Diesel Generators,” March 9,1994. 
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Figure C.6.1. Dominant core damage sequence for LER 266194-002. Figure C.6.1. Dominant core damage sequence for LER 266194-002. 
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Event name Description Type 
Modified 
forthis 
event 

AFW-XHE-XA-PSWEP Operator Fails to Align Backup 
Water Source During SBO 

EPS-D GN-FC-1A 

EPS-DGN-FC-1B 

Diesel Generator A Fails 

Diesel Generator B Fails 

Eps-XHE-NoREc Operator Fails to Recover 
Emergency power 

IE-SLOCA Small LOCA Initiating Event 

OEP-IME-NOREC-BD 
Operator Fails to Recover 
Offsite Power Before Battery 
Depletion 

oEP-XHE-NoREc-sL Operator Fails to Recover 
Offsite Power (Seal LOCA) 

LER NO. 266194-002 ADDendix c 

Table C.6.1. Definitions and probabilities for selected basic evenfs for LER 266/94-002 

Base I Current 
probability probability 

AFW Turbine DriVenPump 1 Fails AFW-TDP-FC-lA I N  3.33002 3.33-002 

3.4E-001 3.4E-001 Operator Fails to Recover 
AFW-XHE-NoREc-Ep 1 AEW During Station Blackout N 

I N  4.OE-002 4.OE-002 

l.lE-003 O.OEt-000 Common Cause Failure of two 
EPS-DGN-CF-~~L 1 diesel generators 

4.2E-002 l.OEt-000 

t 8.OE-001 1.33001 

5.8E-006 2.7E-004 Loss-of-Offsite Power 
Initiating Event E-LOOP 

E-SGTR O.OEt-000 I O.OEt-000 Y Steam Generator Tube Rupture 
Initiating Event 

E-TRANS I Transient Initiating Event 

8.333-002 8.3E-002 

6.5E-001 I 6.5E-001 I N  
~ 

3.OE-002 I 3.0E002 PORV 1 Fails to Reclose After PPR-SRV-00-PRV1 

PORV 2 Fails to Reclose Mer PPR-SRV-00-PRV2 3.OE-002 3.OE-002 

2.6E-001 2.6E-001 I N  I RCP Seals Fail Without RCS-MDP-LK-SEALS and hjection 

NUREG/CR-4674, VoL 21 C.6-4 



Appendix C LER NO. 266/94-002 

tree Sequence name name 
LOOP 37 

LOOP 30 

LOOP 38 

LOOP 39 

Table C.6.2. Sequence conditional probabilities for LER 266/94-002 

%Contribution 

Logic 

RT-L, EP, /AFW-L-EP, PORV-L, RORV-EP, SEALLOCA, OP-SL 

RT-L, EP, /AFW-L-EP, PORV-L, RORV-EP, /SEALLOCA, OP-BD 

RT-L, EP, /AFW-L-EP, PORV-L, PORV-EP 

RT-L, EP, AFW-L-EP 

System name 
AFW-L-EP 

Table C.6.4. System names for LER 266/94-002 

Description 
No or Insufficient AFW Flow During Station Blackout 

OP-BD 

OP-SL 

I Ep 
Operator Fails to Recover Offsite Power Before Battery Depletion 

Operator Fails to Recover Offsite Power (Seal LOCA) 

I Failure of Both Trains of Emergency Power 

PORV-EP 

PORV-L 

PORVs Fail to Reclose (No Electric Power) 

PORVs Open During LOOP 

RT-L 

SEALLOCA 

Reactor Fails To Trip During LOOP 

RCP Seals FailDuring LOOP 
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Table C.6.5. Conditional cut sets for higher probability sequences for LXR 266/94-002 

Cut sets 

AFW-XHE-XA-PS 
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C.7 LER NO. 304/94-002 

Event Description: Unavailability of Turbine-Driven Auxiliary Feedwater Pump and Emergency Diesel 
Generator 

Date of Event: March 7,1994 

Plant: Zion Unit 2 

C.7.1 Summary 
During a refueling outage, with Unit 2 in hot shutdown, operators were performing a surveillance test on the 
turbine-driven auxiliary feedwater (TDAFW) pump and an endurance test on the 2B emergency diesel generator (EDG). 
During the tests, the TDAFW pump tripped on “overspeed,” and the EDG experienced frequency swings and was 
manually tripped. An operator also observed an increase in lube oil and jacket water cooler temperatures for the EDG 
before it was manually tripped. The cause of the TDAFW pump trip could not be detennined. The EDG frequency 
swings were caused by a blown fuse, and the elevated lube oil and jacket water cooler temperatures were caused by 
zebra mussel shells in the lube oil and jacket water coolers for EDG 2B. The conditional core damage probability 
estimated for this event is 2.3 x 

C.7.2 Event Description 
Zion Unit 2 was performing several tests required to conclude a refieling outage. During a surveillance test on the 
TDAFW pump, the pump tripped at 0533 hours on March 7,1994. The cause of the TDAFW pump trip could not be 
determined. An endurance test of the 2B EDG was also being performed. During the endurance test, the EDG 
experienced frequency swings, and lube oil and jacket water cooler temperatures increased. The EDG was manually 
tripped at 0618 hours onMarch7,1994. It was later determined that the frequency Swings were caused by a blownfuse, 
and the increased coolant temperatures were caused by zebra-mussel shells inthe lube oil and jacket water coolers. The 
zebramussels were from the fire protection header that was used to supply EDG cooling during a dual-unit service water 
outage. 

The zebra-mussel shells were cleaned from EDG 2B, and the blown fuse was replaced. The coolers for the 0 EDG and 
the 2A EDG were inspected and few or no shells were found. The 1A and 1B ED& were not inspected, but testing was 
performed to verify that the EDGs were operable. 

C.7.3 Additional Event-Related Information 
The auxiliary feedwater (AFW) system consists of two 200% capacity subsystems. One subsystem utilizes two 100% 
capacitymotor-drivenpumps that arepoweredfrom separate engineered safety features (ESF) buses. Eachmotor-driven 
pump supplies a header, which in turn supplies all four of the steam generators (SGs). The TDAFW pump supplies all 
four of the SGs. Steam to drive the TDAFW pump is supplied from either SG 2A or SG 2D. 

There are three safety-related buses for each unit. There are three sources of power for each bus-a normal feed from 
the respective unit’s transformers, a cross-tie to the opposite unit, and an emergency diesel generator. There are five 
diesel generators-two for Unit 1, two for Unit 2, and one common diesel that can serve one bus on both units. E a 
safety injection signal is present, the common diesel generator will align to the unit with the safety injection signal. If 
a safety injection signal is absent, the common diesel generator is capable of supplying power to the associated electrical 
bus of each unit simultaneously. 
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C.7.4 Modeling Assumptions 
Althoughthis event occurred during arefueling outage, it was modeled assuming it could have occurred withthe plant 
at power. The fuse failure that rendered the EDG inoperable could have occurred at any time. The failure mechanism 
for the TDAFW pump could not be determined, but is was assumed that the failure could also have occurred at any 
time. The zebra mussel shells could have been introduced during a short outage, and the plant could have been returned 
to apowerconditionpriortoperforming anendurancerunoftheEDG. Therefore,this event wasmodeled asifit occurred 
during power operation. 

It was assumed that the EDG 2B was inoperable for one-half of its 30-day surveillance period. It was assumed that the 
EDG surveillance tests performed every 30 days would have run the EDGlong enough to detect the degraded cooling 
condition. It was also assumed that the TDAFW pump would have tripped on “overspeed” during this period. The 
equipment powered by the 2B EDG would be unavailable during a LOOP event prior to restoration of offsite power. 

This event wasmodeled as anunavailability ofthe 2B EDG andthe TDAFWpump for aperiod of 15 days (360 h). The 
TDAFW pump failure to start and run probability (AFW-TDP-FC-1C) was set to 1.0 (TRUE) to reflect its condition, 
and the operator nonrecovery probability was set to 0.04 because recovery was considered to be proceduralized and 
could have been perfonned from the control room. Note, this value is the default value and is nearly identical to the 
probability used for the failure of auxiliary feedwater. The 2B EDG failure probability (EPS-DGN-FC-1B) was set to 
1.0 (TR.UE). The emergency power system was treated as a three-train system because of the common diesel. 
Common-cause failure probabilities are estimated using the MGL modeL In this model, the nominal common-cause 
basic event for a three-train system is Q x p xy . If one train suffers a random failure and the other trains are exposed to 
this failure mechanism, then the common-cause basic event becomes p x y. Therefore, the common-cause failure 
probability becomes 2.7 x (0.1 x 0.27). The initiating event frequency for all initiators was calculated for a 360-h 
period. 

C.7.5 Analysis Results 
The conditional core damage probability estimated for this event is 2.3 x lo-’. The dominant sequence highlighted on 
the eventtreeinFigure (2.7.1 involves apostulatedLOOP, asuccessfulreactortrip, failure of emergencypower, aPORV 
lift and successll reseat, recovery of AFW, and failure to recover offsite power prior to core uncovery following a 
reactor coolant pump seal LOCA. Ifthe zebramussels were judged not to be a common cause failure, then the CCDP 
would be 7 x 

Definitions and probabilities for selected basic events are showninTable C.7.1. The conditional probabilities associated 
with the highest probability sequences are shown in Table C.7.2. Table C.7.3 lists the sequence logic associated with 
the sequences listed in Table C.7.2. Table C.7.4 describes the system names associated with the dominant sequences. 
Cutsets associated with each sequence are shown in Table C.7.5. 

C.7.6 Reference 
1. LER 304/94-002, Revision 1, “Exceeded Limiting Condition for Operation 3.7.2 Action e for Placing Unit in 

Mode 4 with a Turbine-Driven and Motor-Driven AFW Pump Inoperable,” July 25,1994. 
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I 

Figure C.7.1. Dominant core damage sequence for LER 304/94-002. 
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Event name Description 

AFW-TDP-FC-1 C AFW Turbine Driven Pump Fails 

3.4E-001 

2.6E-001 

1 .OE-003 

4.OE-002 Y 

4.OE-002 Y 

3.7E-003 Y EPS-DGN-CF-ALL Common Cause Failure of Diesel 
Generators 

EPS-DGN-FC-10 

EPS-D GN-FC-1 A 

Diesel Generator 0 Fails 

Diesel Generator 1A Fails 

EPS-DGN-FC-1B Diesel Generator 1B Fails 

I EPS-XHE-NO~C Operator Fails to Recover 
Emergency Power 

HPI-MOV-00-RWST 

HPR-MOV-CC-RHRB 

HPI RWST Isolation MOVFails 

RHR Train B Discharge MOV Fails 3.OE-003 

3.OE-003 

3.OE-003 N 
3.03003 N HPR-MOV-CC-SMPB Failure of Sump MOV SI-8811B 

~ 

5.3E-004 1.7E-001 Y 

I oEP-XHE-NoREC-BD Operator Fails to recover offsite 
power before battery depletion 

~ _ _ _ _ _ _  

4.OE-003 
~~ 

4.OE-003 N 

RHR-MOV-CF-RWST I Common Cause Failure of 
mwST MOVs 

LER NO. 304194-002 Appendix C 

Modified 
for this 
event 

Base I Current 1 Type I 
robability probability 

3.93-002 I l.OEt-000 I "RUE I Y 
Operator Fails to Recover AFW I AFWZHE-NoREc-Ep I During Station Blackout 

Operator Fails to Recover AFW I AFW-XHE-NoREc-L I System During LOOP 

3.7E-002 I 3.7E-002 I I N  
3.7E-002 I 3.7E-002 I I N  
3.8E-002 1.OEt-000 "RUE 

8.OE-001 8.OE-001 

3.OE-003 I 3.OE-003 I I N  

1.OEt-000 I l.OEi-000 I 
I N  

Operator Fails to Recover HPR I HPR-xHE-Nomc-L I System During LOOP 

I E-LOOP Loss-of-Offsite Powq Initiating 1 Event 

I E-SGTR Steam Generator Tube Rupture 
Initiating Event 

1.OE-006 I 3.6E-004 I I Y I E-SLOCA Small Loss of Coolant Accident 
Initiating Event 

I 

E-TRANS I Transient Initiating Event 

3.1E-002 I 3.1E-002 1 I N  
Operator Fails to Recover Offsite I oEp-XHE-NoREc:sL I Power (Seal LOCA) 

PORV 1 Fails to Reclose After I PPR-SRV-00-1 

3.OE-002 I 3.OE-002 I I N  PORV 2 Fails to Reclose After 
opening 

PPR-SRV-00-2 

2.7E-001 I 2.7E-001 1 1 N RCP Seals Fail Without Cooling I RCS-MDP-LK-SEALS I and 
I 

RHR-MDP-FC-1B I RHR Train B Fails 

I 2.6E-004 2.63004 I N  L I 
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Table C.7.1. Definitions and probabilities for selected basic events 
for LER 304/94-002 (conk) 

Event name 
I Base I Current 1 

Description probability probability Type 

RHR-MOV-00-RWST RHR/RWST IsolationMOV 
8812A Fails to Close I 3.OE-003 1 3.OE-003 I 

RHR-MOV-00-RWSTB RHR/RWST Isolation MOV 1 8812B Fails to Close 

1 1.OEi-000 1 1.OEi-000 I Operator Fails to Recover the RHR RHR-xHE-NoREc system 

Operator Fails to Recover the RHR 
System During LOOP RHRXE3E?-NoREc-L 

Table C.7.2. Sequence conditional probabilities for LER 304/94-002 

Modified 
for this 
event 

N 

N 

N 

N 

~~~ ~ 

Conditional core Core damage 
Event tree name Sequence name damage probability Importance %Contribution 

(CCDP-CDP) (CCDP) (CDP) 
LOOP 37 1.OE-005 1.2E-006 9.6E-006 46.2 
LOOP 38 4.23006 1.7E-007 4.OE-006 18.0 
LOOP 39 2.8E006 1.8E-007 2.63-006 12.0 
LOOP 30 2.1E-006 5.1E-008 2.1E-006 9.3 
LOOP 05 1.7E-006 1.7E-007 1.5E-006 7.4 

Table C.7.3. Sequence logic for LER 304/94-002 

Event tree pig Sequence name 

37 

38 

39 

30 

05 

/RT-L, EP, /AFW-L-EP, PORV-L, PORV-EP, SEALLOCA, OP-SL 

RT-L, EP, /AFW-L-EP, PORV-L, PORV-EP 

/RT-L, EP, AFW-L-EP 

/RT-L, EP, /AFW-L-EP, PORV-L, PORV-EP, /SEALLOCA, OP-BD 

/RT-L, /EP, /AFW-L, PORV-L, PRVL-RES, /OP-2HJ /HpI-L, 
/COOLDOWN, RHR-L, HPR-L 
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System name 
AFW-L 

AFW-L-EP 

COOLDOWN 

EP 

HPI-L 

HPR-L 

Table C.7.4. System names for LER 304/94-002 

Description 
No or Insufficient AFW Flow During LOOP 

No or Insufficient AFW Flow During Station Blackout 

RCS CoolDown to RHR Pressure Using TBVs, etc. 

Failure of Both Trains of Emergency Power 

No or Insufficient Flow From HPI System During LOOP 

No or Insufficient HPR Flow During LOOP 
~~ 

OP-2H 

OP-BD 

OP-SL 

PORV-EP 

PORV-L 

PRVL-RES 

RHR-L 

Operator Fails to Recover Offsite Power Within 2 hrs 

Operator Fails to Recover Offsite Power Before Battery Depletion 

Operator Fails to Recover Offsite Power (Seal LOCA) 

PORVs Fail to Reclose (No Electric Power) 

PORVs OpenDuring LOOP 
PORVs and Block Valves Fail to Reclose (EP Succeeds) 

No or Insufficient Flow From RHR System During LOOP 

RT-L 

SEALLOCA 

Table C.7.5. Conditional cut sets for higher probability sequences for LER 304/94-002 

Reactor Fails to Trip During LOOP 

RCP Seals FailDuring LOOP 

1 I 47.4 I 2.OE-006 I EPS-DGN-CF-ALL, EPS-XHE-NOREC, PPR-SRV-00-2 

2 I 47.4 I 2.OE-006 I EPS-DGN-CF-ALL, EPS-XHE-NOREC, PPR-SRV-00-1 

1 94.9 2.7E-006 AFW-XHE-NOREC-EP, EPS-DGN-CF-ALL, EPS-XHE-NOREC 
AFW-XHE-NOREC-EP, EPS-DGN-FC-l A, EPS-XHE-NOREC, 1.4E-0 O7 EPS-D GN-FC- 10 2 5.0 

1 I-- 94.9 I 2.1~-006 I EPS-DGN-CF-ALL, EPS-XHE-NOREC, OEP-XHE-NOREC-BD 
EPS-D GN-FC- 1 A, EPS-XHE-NOREC, OEP-XHE-NOREC-BD, 1.1E-007 EPS-DGN-FC-10 2 5.0 
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Table C.7.5. Conditional cut sets for higher probability sequences for U R  304/94-002 (cont) 
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C.8 LER NO. 318/94-001 

Event Description: Trip, Loss of 13.8-kV Bus, and Short-Term Saltwater Cooling System Unavailable 

Date of Event: January 12, 1994 

Plant Calvert Cliffs 2 

C.8.1 Summary 
Calvert Cliffs Units 1 and 2 were both operating at 100% power with emergency diesel generator (EDG) 11 and saltwater 
(SW) loop 11 for Unit 1 removed from service for scheduled maintenance. A modification to install three 13.8-kV 
voltage regulators on each unit was also in progress. The new voltage regulator protective trip circuits to the 13.8-kV 
supply feeder breakers, which had been connected earlier inthe modification sequence, were believed by the plant staff 
to be functionally isolated from existing plant equipment. 

However, the protective trip circuits were not completely isolated, and a ground on Unit 2 dc bus 21 resulted in the 
spurious tripping of three 13.8-kV breakers for Unit 2 over a27-minperiod. Unit 2 tripped and power was lost to 4-kV 
safeguards bus 14. Flow was consequently lost to the remaining Unit 1 SW loop, but this was recovered by the manual 
closure of an altemate feeder breaker that reenergized bus 14. The conditional core damage probability estimated for 
this event is 1.3 x lo? 

C.8.2 Event Description 
Calvert Cliffs Units 1 and 2 were operating at lOO%power on January 12,1994. At 0405 hours, EDG 11 and SW loop 
11 for Unit 1 were removed from service for scheduled maintenance. 

Also at this time, a modication was in progress to install six 13.8-kvvoltage regulators, three for eachunit, between 
the unit service transfomers (USTs) and their 13.8-kV supply feeder breakers (a simplified drawing of the electrical 
distribution system as it impacted this event is included as Figure C.8.1). On the morning of January 12,1994, all six 
voltage regulators were mounted in place, but the 13.8-kV cables Were not Connected to existing plant equipment. Their 
annunciation circuits were tagged out with the fuses removed. 

The voltage regulator protective trip circuits to the 13.8-kV supply feeder breakers had been connected e a r k  mthe 
modification sequence. These protective circuits are designed to open the associated feeder breaker and deenergize the 
regulator and UST in the event of a sudden pres- increase ftom a fault inside a winding compartment. Utility staff 
believed these protective trip circuits were functionally isolated from existing plant equipment. 

At 0552 hours, a sudden pressure trip relay actuated in voltage regulator 2H2103, tripping open the 13.8-kV feeder 
breaker (breaker 25p2103, see Figure C.8.1) to UST U-4000-22. The feeder breakers for buses 22,23, and 24 also 
tripped open on undervoltage, and Unit 2 tripped. Auxiliary feedwater (AFW) flow was initiated, and EDG 21 started 
andloaded as designed. The 13.8-kVelectricalcomponents wereinspected. There wasno localindication of any breaker 
protective devices tripped, but the UST U-4000-22 feeder breaker’s lockout device was tripped. 

At 0617 hours (+25 min), the 13.8-kV feeder breaker (252-2102) to UST U-4000-21 tripped open, with a subsequent 
undervoltage trip of the Unit 1 4-kV bus 14 feeder breaker (152-1414). Flow was lost inunit 1 No. 12 SW loop when 
theNo. 12 SWpump stoppedduetothelossofpowerto bus 14. SincetheNo. 11 SWloophadpreviouslybeenremoved 
from service for maintenance, SW cooling was unavailable to Unit 1. Swing EDG 12 started upon loss of power to 
bus 14. Unit 1 control room operators closed altemate feeder breaker 152-1401, which reenergized bus 14. No. 12 SW 
pump was restarted, and SW flow was restored in the No. 12 SW loop approximately 2 min after flow was lost. 
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At 0619 hours (+27 min), the 13.8-kV feeder breaker (252-2101) to UST U-4000-23 tripped open, resulting in a loss 
ofpowertoUnit2buses25 and26.By0628 hours (+36min)theoperatorsconcludedthatthespmious 13.8-kVbreaker 
trips were isolated to 13.8-kV bus 21, and they deenergized the bus by opening feeder breaker 252-2104. 

Approximately 2 min later, plant electricians determined that a ground existed on Unit 2 125-V dc bus 21. Subsequent 
troubleshooting isolated the dc ground to voltage regulator 2H2102 (the regulator for UST U-4000-21, which supplies 
power to 4-kV bus 14). The sudden pressure trip circuits for the breakers associated with the Unit 2 13.8-kV voltage 
regulators were disconnected. The threeunit 2voltageregula~rtransferswitchassemblieswerethentagged andlocked 
in the bypass mode. 

At 1535 hours, 9.75hafterUnit2trippe4 13.8-kVbus21 wasreenergized. At 155OhoursJtheotherUnit2 4-kVbuses 
were restored to a n o d  lineup. Unit 1 buses were restored to a normal electrical lineup, with the voltage regulators 
isolated and the trip circuits removed, at about 1845 hours. 

The actuation of the sudden pressure trip circuits for the 13.8-kVvoltage regulators was caused by intexmittent grounds 
ontheir associated 125-V dc bus. Electrical bench testing after the event confinned that the circuit would actuate in the 
presence of a dc ground in the condition the circuit was in at the time of the event. An actuation would not occur if the 
circuit was m its h a l  (completely installed) designed configuratioa The utility believed the ground was due to loose 
leadsfiomatermjnalblockinthe 2~102bypasstransfer switchcabinet coming incontact withtheinner cabinet door. 

C.8.3 Additional Event-Related Information 
UST power is provided fiom two 13.8-kV buses, bus 11 for Unit 1 and bus 21 for Unit 2 (a simplified drawing of the 
electrical distriiution system is included as Figure C.8.1.). Each bus powers eqyipment associated with its own unit 
withthe exceptionof one safety-related 4-kVbusJ whichis powered fiomthe otherunit. Unit 2 4-kVbus 21 is powered 
fiomunit 113.8-kVbus 11, andunit 14-kVbus 14ispoweredfiomUnit2 13.8-kVbus21. 

Three EDGs provide power to four safety-related buses. EDGs 11 and 21 can provide power to one bus in either Unit. 
EDG 12 can provide power to any one of the safety-related buses. 

The SW cooling system for each Calvert Cliffsunit is athree-pump, two-train system. The SW system provides cooling 
for the service water heat exchangers, the component cooling water (CCW) heat exchangers, and the emergency core 
cooling system coolers. SW pumps 11 and 12 supply SW headers 11 and 12, respectively. SW pump 13 can supply 
either header 11 or 12 and is normally aligned to header 12 and powered by bus 11. 

The CCW heat exchangers provide cooling for the low-pressure safety injection (LPSJJ and high-pressure safety 
injectiOn~SJJpumps,theshutdowncoolingheatexchangers,thereactor coolantpump (RCP) seal andlube oilcoolers, 
andcontrolelementdrivemechanism(CEDM) coolers. The service waterheat exchangersprovidecoolingfortheEDGs, 
the feed pump turbine and condensate pump lube oil coolers, and the instrument and plant air compressors. 

Bus 14 supplies power to LPSIpump 12, HPSIpumps 12 and 13, containment spray pump 12, service water pumps 12 
and 13, and SW pumps 12 and 13. 

The AFW pumps at Calvert Cliffs are self-cooled and are not af€ected by the loss of the SW cooling system. The HPSI 
pumps require CCW for boththe injection and recirculation phases following a loss-of-coolant accident &OCA) or if 
required for feed and bleed. 

Unlikemany other RCP sealsthatutilizebothsealinjectionandth~albatriercooling,theRCP seals at Calvert Cliffs 
use only t h d  bmier cooling. Unavailability of CCW for an extended period of time, resulting fiomthe loss of SW 
cooling, may result in seal failure and a small-break LOCA. 
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C.8.4 Modeling Assumptions 
The analysis considered three situations relevant to the event: (1) the trip and loss of power to the 13.8-kV buses at Unit 
2, (2) the potential for an extended loss of SW cooling at Unit 1, and (3) the potential for atrip-induced losssf-offsite 
power (LOOP) in conjunction with the loss of SW cooling and potential trip of Unit 1 following the Unit 2 trip. 

Case 1: T r i ~  and loss of uower to 13.8-kV buses at Unit 2 

The loss of power to the Unit 2 USTs resulted in an effective plant-centered LOOP to Unit 2 with the exception of 4-kV 
bus 21, which remained powered from Unit 1. The IRRAS-based ASP model for Ca€vert Cliffs was revised as follows 
to reflect the conditions observed during the event. 

Because EDG 11 was out of service for maintenance and Unit 2 4-kV bus 21 remained powered from Unit 1, the 
LOOP-related fault trees were modified by deleting basic events associated with aloss of power to bus 21 and including 
both EDG 12 and EDG 21 as power sources for 4-kV bus 24. Failure of ac power to bus 24 components was modeled 
as (1) the common-cause failure of EDGs 12 and 21, (2) the independentfailure ofbothEDGs, or (3) the failure ofEDG 
21 and alternate feeder breaker 152-1401 (ifthis breaker failed to close, EDG 12 would be needed to provide power to 
bus 14 in order to recover SW cooling to Unit 1): 

EPS-DGN-CF-ALL + (EPS-DGN-FC-B x (EPS-DGN-FC-SWG + EPS-152-1401)), 

Since one of the safety-related buses remained powered from Unit 1, a Unit 2 station blackout was assumed to be 
impossible. Failure of emergency power was made false by setting the emergency power nonrecovery basic event 
@PS-XHE-NOREC) to false. This effectively eliminated station blackout sequences from consideration in the analysis 
of this case. Due to the length of time required to identify the cause of the breaker trips, the probability of failing to 
recover offsite power to Unit 2 4-kV buses 22-26 before 6 h (the longest recovery time considered in the ASP models) 
was assumed to be 1.0, and OEP-XHE-NOREC-2H, -6H were set to TRTJE to reflect this. Similarly, short-term LOOP 
nonrecovery (in IE-LOOP) was revised to 1.0. The other LOOP recovery values (OPE-XI-E-NOREC-BD and 
OPE-XHE-NOREC-SL) and the RCP seal LOCA due to failure of cooling (RCP-MDP-LK-SEALS) have no effect on 
the results since failure of emergency power is precluded in this case. 

The common-causefailureprobabilityfortheEDGs (EPS-DGN-CF-ALL) was alsorevisedfrom 1.1 x l o 3  to 4.2 x lo" 
to reflect the unavailability of EDG 11. 

The basic event changes for this case are shown in Table C.8.1. The core damage probability associated with this case 
was calculated by solving the accident sequence model for the LOOP sequences using the modified fault trees and this 
change set. 

Case 2 : Potential loss of SW co sling at Unit I. 

Since SW cooling loop 11 was out of service for scheduled maintenance, the loss of power to 4-kV bus 14 resulted in 
atotal loss of SW cooling at Unit 1. ESW cooling 14 had not been qyicklyrecovered, heat removalvia the CCW and 
SW systems would have been lost. The resulting loss of cooling to the feed pump lube oil coolers, instrument air 
compressors, RCP lube oil coolers, and CEDMs was assumed to result in an automatic or manual scram and a loss of 
feedwater (LOFW). 

The AFW pumps at Calvert Cliffs are self-cooled and were considered availablewithoutthe SW cooling system. Because 
the high-pressure safe@ injection @€PSI) pumps require CCW for boththe injection and recirculation phases following 
a LOCA or if required for feed and bleed, high-pressure injection ("I) would have been m a i l a b l e  until the SW 
cooling system was recovered. This analysis assumes the operators stop operating components prior to their being 
damaged by the loss of cooling. 
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The core damage modelused to analyze this case consideredthe potential failure ofthe operators torecover SW cooling 
(a) prior to a reactor trip and LOFW resulting from the unavailability of cooling to the feedwater pump and RCP lube 
oil coolers, instrument air compressors, and CEDMs; and (b) prior to the need for HPI to mitigate a LOCA resulting 
fkom apotential stuck-open primary reliefvalve or RCP seal failure or for feed and bleed. 

A conditioning event tree was used to characterize the plant status associated with success or failure in recovering SW 
cooling through restoration of power to 4-kV bus 14. This event tree is shown in Figure C.8.2. Six sequences involving 
failure to recover SW cooling prior to reactor trip are listed, along with the associated plant status, the conditioning 
sequence probability, the conditional core damage probability given the conditioning sequence, and the overall core 
damage probability for the sequence. The probabilities are for Unit 1 alone; the combined impact of the event at both 
units is developed later in this analysis. The following assumptions were made when developing this event tree. 

Successll recovery of SW cooling within 10 min was assumed to prevent a reactor trip (although a plant shutdown 
may st i l l  be required). Failure to recover SW cooling at 40 min (one-half hour after the assumed trip) was assumed to 
renderHP1 inoperable ifit were required to mitigate a stuck-open primary relief valve or if it were required for feed and 
bleed. The RCP seals were also assumed to be vulnerable to failure if SW cooling was not recovered within 40 min. 
Failure to recover SW cooling within 30 min of an RCP seal failure was also assumed to render HPI unavailable. 

The event tree includes the following branches related to the recovery of 4-kV bus 14 and SW cooling: 

Loss of SW cooling. The initiating event is a loss of SW cooling caused by the loss of power on 4-kV bus 14. 

SWcooling not recovered (component failures). This branch represents nonrecoverable component failures that prevent 
recovery of SW cooling at Unit 1. SW cooling can be recovered by recovering power to bus 14. Bus 14 was assumed 
to be recoveraHe either through the use of alternate feeder breaker 152-1401 (this breaker was used during the event) 
or throughthe use of EDG 12. SW cooling can also be recovered by manually starting SW pump 13 and providing flow 
to SWheader 12.Failuretorecover SW coolingis assumedtoresultincore damageifanRCP sealLOCAoccurs, since 
neither SW loop is mailable for heat removal. The probability for this branch can be approximated by 

[p(EPS-DGN-FC-SWG) + p(EPS-DGN-CF-ALL)] x p(EPS-152-1401) x p(SW p ~ m p  13 fails to start and run> 
c4.2 1.1 3.0 3.7 = 4.8 

However, the cutsets must be preserved to ensure EDG 12 is not credited withpowering loads onunit 1 and Unit 2 at 
the same time. 

SW cooling recoveredprior to trip. The control room operators recover SW cooling within approximately 10 min. A 
reactor t r i p a d  LOFW resulting from loss of cooling to the feedwater pumps, RCPs, CEDMs, and instrument air 
compressors are prevented. The probability of failing to recover SW cooling due to operator error was estimated by 
assuming the failure probabzty can be represented as a time-reliability correlation (TRC) as descnied in Human 
Reliabilityhalysis, E. M. Dough- and J. R Fragola, John Wiley and Sons, New York, 1988. Because of the sequential 
nature of the failures and the lack of understanding of their cause, the “response (rule-based) with hesitancy” TRC, as 
described inchap. 11, wasutilizedinthe analysis. The probability distribution forthis TRC is lognormal, with amedian 
response time of 2 min and an error factor of 6.4. The probability of crew failure at 10 min, estimated using this TRC, 
is 0.073. 

Swcooling recovered at 40 min. SW cooling is recovered within 40 min of its initial loss. HPI is available to mitigate 
astuck-openreliefvalve and for feed andbleed cooling. Usingthe approachdescribed above, the conditional probability 
of failing to recover SW cooling at 40 min, givenit was not recovered at 10 min, is estimated to be 0.047. Recovery of 
SW cooling within 40 min is assumed to result in a LOFW with unavailability of the one train of the emergency core 
cooling system (ECCS) cooled by the SW loop out of service for maintenance. 

RCP seal failure. Unavailability of RCP seal cooling may result in anRCP seal failure and a small-break LOCA. In this 
analysis, the probability of an RCP seal LOCA was assumed to be zero up to 60 min after the reactor trip (70 min after 
theloss of SW cooling). BegiMing at 60minafterthetrip, the probability of anRCP sealLOCA was assumed to increase 
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linearly to 0.083 at 1.5 h after the trip, after whichno additional seal failures were assumed to occur (see Appendix H 
for additional information concerning this seal failure model). This type of seal failure model is similar to that used in 
the ASP Program for modeling station blackout sequences (see ORNLINRCLTR-89/11 , Revised LOOP Recovely and 
P F R  Seal LOCAModels, August 1989). 

For example, the probability of sequence 5, which involves an RCP seal failure and the failure to recover SW cooling 
following the seal failure is calculated as follows: 

p(seq5) = p(opr failstorecoverSWcoolingat4Omin) x j  f=(t) x psw(t+ 05)dt, 

where fsL(t) is the probability density function for an RCP seal LOCA and psw (t + 0.5) is the probability of not 
recovering SW at t + 0.5 h. Since fsL (t) is assumed to be nonzero only between 1.0 and 1.5 h following the trip, and 
psw = a{ [In(t + 0.5) - In(median)]/o}, the probability of the sequence is 

0.073 x 0.047 x r F x @ [  ln(t+30)-ln(2)]dt= 0.0033. 
ln(6.4) / 1.645 70 

SWcoolingrecoveredfolIowingasealLOCA. Failure to recover SW coolingwithinone-halfhour of anRCP sealLOCA 
is assumed to result in core damage, since HPI is unavailable for RCS makeup. Recovery of SW cooling within the 
half-hour is assumed to result in aLOCA with one train of ECCS unavailable. 

Using a convolution approach similar to that in ORNL/NRC/LTR-89/11 allows estimation of the probabilities of 
conditioning event tree sequences involving potential RCP seal failures and SW cooling recovery. 

Probabilities estimated for the combined events involving RCP seal failure and SW cooling following a seal LOCA are 
as follows: 

p(RCP sealfailure occurs and SW coolingrecovered) = 0.0061; 

p@CP seal failure occurs and SW cooling not recovered) = 0.0033; 

p(RCP seal failure does not occur) = 0.99. 

The basic event changes associated with the plant status for each conditioning sequence included in Figure C.8.2 are 
shown in Tables C.8.2 through C.8.4. The core damage probability given each conditioning sequence was calculated 
by solving the accident sequence model for the relevant sequences using the appropriate change set. These conditional 
probabilities are included in Figure C.8.2, along with overall sequence probabilities. 

3: Pot-OOP at the lJn&&q . . .  . .  

E SW cooling had not been quicklyrecovered at Unit 1 and the unit had tripped, then the potential would have existed 
for a LOOP to Unit 1 caused by the sudden separation of both Calvert Cliffs units fiomthe grid. Ethis were to occur, 
EDG 12 wouldhave beenrequiredto supply emergencypowertoUnit 1. Bothunits wouldhavebeenrequiredto respond 
to LOOPS with only one EDG per unit. 

The probability of a trip-induced LOOP is 1.0 x IO9 (Reactor Safe& Study, WASH-1400, NUREG-75/014, p. 1-90). 
Combiningthisvalue withthe probability oftrip giventheloss of SW cooling, 0.1 fiom Case 2, results in aprobability 
of LOOP giventhe loss of powerto the Unit 2 13.8-kVbuses of 1.0 x IO4. The postulated LOOP would be grid-related 
for Unit 1 and for Unit 2 (since bus 21 is recovered once offsite power is recovered to Unit 1). The basic event changes 
for this case are shown in Tables C.8.5 and C.8.6. In addition to the basic event changes, the electric power fault tree 
was revised to reflect the one EDG per unit that would be available. Combining the sequence conditional probabilities 
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for LOOP calculated using the basic event changes with the probability of LOOP results in the LOOP sequence 
probabilities for this case. 

The probability of long-term offsite power recovery was developed based on data contained m NUREG-1032, 
Evaluation of Station Blackout Accidents at Nuclear Power Plants. 

C.8.5 Analysis Results 
The conditional probability estimated for this event is 1.3 x The conditional probabilities for Cases 1,2, and 3 are 
1.3 x and 5.1 x lo-*, respectively. Case 2 contributes 85% of the total conditional probability. The 
dominant sequence highlighted on the event tree in Figure C.8.2 is fiom Case 2 and involves apostulated loss of SW 
cooling onunit 1, failure to recover SW cooling, and a subsequent RCP seal LOCA. 

The results of this analysis are strongly dependent on assumptions concerning the probability of not recovering SW 
cooling and the probability of a subsequent RCP seal LOCA. Because of the uncertainties inherent in both probability 
estimates, the overall conditional probability estimate is also subject to considerable uncertainty. As an example of this 
impact, an assumption that the seal failure probability is a factor of ten lower than that used m the analysis results in a 
conditional probability estimate of 2.9 x 

The conditional probabilities associated with the highest probability sequences are shown in Table C.8.7. Table C.8.8 
describes the system names associated with the dominant sequences. 

1.1 x 

a factor of 4.5 lower. 

C.8.6 Reference 
1. LER 3 18/94-001, Rev. 1, “Reactor Trip Due to Opening of 13.8 Kilovolt Feeder Breaker,” March 16,1994. 
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Figure C.8.1. Simplified drawing of Calvert Cliffs electrical distribution system. 
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SW COOLING 
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~ c p  SW COOLING 
CONDITIONING 

SEQUENCE 
LOCA SEALLOCA SEQUENCE PROBABILITY 

RECOVERED 
SW COOLING 

RECOWRED SEA!. AFER 
AT 40 MIN. 

I 1- - - 
1 4.OE-8 

0.083 

4.8 E-7 2 4.4E-7 

No Trip 

3 7.OE-2 

4 2.1E-5 

5 l.lE-5 

6 3.4E-3 
O.OD* 

RESULTING 
STATUS AND 

CONDITIONAL 
PROBABILITY 

NOTE 1 
1.0 

NOTE 2 
8.4E-5 

NOTE 3 
M E - 7  

NOTE 4 
2.1E-3 

NOTE 1 
1.0 

NOTE 2 
8.4E-5 

SEQUENCE 
CONDITIONAL 
PROBABILITY 

4.OE-8 

4.OE-8 

2.6E-8 

4.4E-8 

1.1E-5 

3.2E-7 

1.1E-5 

IOTE 1: This sequence results in an RCP seal LOCA with unavailable ECCS [p(cdlsequence) = 1.01. 
IOTE 2: This sequence resub in a L O W  with Bus 14 and ECCS unavailable to mitigate a stuck-open relief valve or for feed and bleed [p(cdlsequence) = 9.4E- 
IOTE 3: This sequence resub in a LOFW with one ECCS train unavailable to mitigate a stuck-open relief valve or for feed and bleed [p(cdlsequence) = 3.5E-71. 
DTE 4: This sequence results in an RCP seal LOCA with one train of ECCS unavailable [p(cdlsequence) = 2.1E-31. 

These values Include the RCP seal LOCA probability 
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Table C.8.1. Basic event changes for Case 1 

Event name Description 
I Base I Current I 
probability probability Type 

EPS-DGN-CF-ALL Common Cause Failure of Diesel Generators l.lE-003 4.2E-003 
EPS-DGN-FC-A Diesel Generator A Failures 4.2E-002 1.OEt-000 TRUE 
EPS-XHE-NOREC Operator Fails to Recover Emergency Power 8.OE-001 O.OEi-000 FALSE 
IE-LOOP Initiating Event - Loss of Offsite Power 8.6E-006 l.OE+OOO 

IE-SGTR I 1.6E-006 I O.OEt-000 I Mating  Event - Steam Generator Tube I Rupture I 

IE-SLOCA Initiating Event - Small Break LOCA 1.OE-006 O.OEi-000 
IETRANS Initiating Event - Transient 4.OE-004 O.OEi-000 

I 2.2E-001 I l.OE+OOO I TRUE Operator Fails to Recover Offsite power OEP-XHE-NOREC-2H within hrs 

6.7E-002 1.OEt-000 TRUE Operator Fails to Recover Offsite Power Within OEP-XHE-NOREC-6H hrs 
Operator Fails to Recover Offsite Power Before OEP-XHE-NOREC-BD Battery Depletion 

5.5E-001 4.8E-001 Operator Fails to Recover Offsite Power (Seal OEP-XHE-NOREC-SL LoCAI 
I 

RCS-MDP-LK-SEALS I RCP Seals Fail Without Cooling and Injection I 1.4E-001 I 2.8E-002 I 
Table C.8.2. Basic event changes associated with Case 2 

Note 2 of Figure C.8.2 

Event name Description probability probability Type 1 Base I I 
1.4E-005 1.OEt-000 TRUE Common Cause Failure of Shutdown Heat CSR-HTX-CF-ALL 

CSR-MDP-CF-AB Common Cause Failure of CSRMDPs 4.1E004 l.OEt-000 TRUE 
HPI-MDP-CF-ALL Common Cause Failure of HPI MDPs 1.OE-004 l.OE+OOO TRUE 
IE-LOOP Initiating Event -Loss of Offsite Power 8.6E-006 O.OEt-000 

t I 

IE-SGTR Rupture 1.6E-006 O.OEt-000 Initiating Event - Steam Generator Tube 

___ 

IE-SLOCA I Initiating Event - Small Break LOCA I 1.OE-006 I O.OEt-000 I 
IE-TRANS I Initiating Event - Transient I 4.OE-004 I 1.OEt-000 I 
LPI-MDP-CF-AB I Common Cause Failure of LPI Trains I 5.6E-004 I l.OEi-000 I TRUE 
MFW-SYS-TRIP Main Feedwater System Trips 2.OE-001 1.OEt-000 TRUE ' 

MFW-XHE-NOREC Operator Fails to Recover Main Feedwater 3.4E-001 1.OEt-000 TRUE 
PCS-VCF-HW TBVs/COND/CIRC Failures 3.OE-003 l.OE+OOO TRUE 
PPR-MOV-00-BLK2 PORV 2 Block Valve Fails to Close 3.OE-003 l.OEi-000 TRUE 
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CSR-MDP-CF-AB- 
CSR-MDP-FC-1A 
HPI-MDP-CF-ALL 

Table C.8.3. Basic event changes associated with Case 2 
Note 3 of F'ipe C.8.2 

Common Cause Failure of CSRMDPs 4.1E-004 O.OEt-000 FALSE 
CSR MDP Train lA Failures 3.9E-003 l.OEt-000 TRUE 
Common Cause Failure of HPI MDPs 1.OE-004 3.7E-004 

Base Current 
'lescription !probability!srobability! 

n _.._. A I 

IE-LOOP 
IE-SGTR 
IE-SLOCA 

J I mvenr name 

Initiating Event - Loss of Offsite Power 8.6E-006 O.OEt-000 
Initiating Event - Steam Generator Tube Rupture 1.6E-006 O.OEt-000 
Initiating Event - Small Break LOCA 1 .OE-0 06 O.OEt-O 0 0 

Common Cause F h u G  u1 UuuLUU CSR-HTXCF-ALL Exchangers 

LPI-MDP-FC-1 A 
MFW-SYS-TRIP 
MFW-XHE-NOREC 
P CS-VCF-HW 

1 1.4E-005 1 O.OEt-000 1 FALSE qwn Heat :l..-- ..C Ql...+d 

LPI Train A Fails 3.9E-003 l.OEt-000 TRUE 
Main Feedwater System Trips 2.OE-001 1.OEt-000 TRUE 
Operator Fails to Recover Main Feedwater 3.4E-001 l.OEt-000 TRUE 
TBVs/COND/CIRC Failures 3.OE-003 l.OEt-000 TRUE 

CSR-HTX-FC-lA I Shutdown Heat Exchanger A Fails I 1.4E-004 I l.OEt-000 I TRUE 

Event name 

CSR-m-CF-ALL 

Base Current 
Description probability probability 

1.4E-005 O.OEt-000 FALSE Common Cause Failure of ShutdownHeat 
Exchangers 

HPI-MDP-FC-lA I HPI MDP Train 1A Failures I 3.9E-003 I 1.OEt-000 I TRUE 

- -~ 

CSR-HTX-FC-U- 
CSR-MDP-CF-AB 
CSR-MDP-FC-1A 

Shutdown Heat Exchanger A Fails 1.43004 1.OEt-000 TRUE 
Common Cause Failure of CSR MDPs 4.1E-004 O.OE-IdO0 FALSE 
CSR MDP Train lA Failures 3.9E003 l.OE+OOO TRUE 

E-TRANS I Initiating Event - Transient I 4.OE-004 I l.OEt-000 I 

LPI-MDP-CF-AB ~ 

LPI-MDP-FC-1A 
MFW-SY s-TRIP 
MFW-XHE-NOREC 
PC S-VCF-HW 

LPI-MDP-CF-AB I Common Cause Failure of LPI Trains I 5.6E-004 I O.OEt-000 I FALSE 

Common Cause Failure of LPI Trains 5.6E-004 O.OEt-000 FALSE 
LPI Train A Fails 3.9E-003 l.OEt-000 TRUE 
Main Feedwater System Trips 2.OE-001 l.OEt-000 TRUE 

TBVs/COND/CIRC Failures 3.OE-003 l.OEt-000 TRUE 
Operator Fails to Recover Main Feedwater 3.4E-001 l.OEt-000 TRUE 

Table C.8.4. Basic event changes associated with Case 2 
Note 4 of F i p e  C.8.2 

EPI-h4DP-CF-ALL 
HPI-MDP-FC-lA 
JELOOP 
E-SGTR 
IE-SLOCA 

Common Cause Failure of HPI MDPs 
HPI MDP Train 1A Failures 
Initiating Event -Loss of Offsite Power 
Initiating Event - Stem Generator Tube Rupture 
Initiating Event - Small BreakLOCA 

1 .OE-004 
3.93003 

~~ 

8.6E-006 
1;6E-006 
1.OE-006 

3.73004 I 
l.OEt-000 I "RUE 

E-TRANS I Initiating Event - Transient I 4.OE-004 I O.OEt-000 I 

~~ ~ 
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CSR-HTX-CF-ALL 

Table C.8.5. Basic event changes for Case 3 
unit 1 analysis 

I 1.4E-005 I O.OEt-000 I FALSE Common Cause Failure of Shutdown Heat 
Exchangers 

Event name 

CSR-MDP-FC-1A 

EPS-D GN-CF-ALL 

Description 

CSR MDP Train lA Failures 3.9E-003 l.OEt-000 TRUE 

Common Cause Failure of Diesel Cfenerators l.lE-003 ' O.OEt-000 FALSE 

1 Base I Current .I 
probability probability Type 

~~ 

HPI-MDP-FC-1A 

IE-LOOP 

HPI MDP Train 1A Failures 3.9E-003 l.OE+OOO TRUE 

Initiating Event -LOSS of Offsite Power 8.G-006 4.8E-001 

C SR-HTX-FC- lA 

IE-SGTR 

IE-SLOCA 

I Shutdown Heat Exchanger A Fails 

Rupture 1.6E-006 O.OEt-000 Initiating Event - Steam h e r a t o r  Tube 

Initiating Event - Small Break LOCA 1.03006 O.OEt-000 

CSR-MDP-CF-AB I Common Cause Failure of CSRMDPs 

LPI-MDP-CF-AB 

LPI-MDP-FC- 1A 

I 4.1E-004 I O.OEt-000 I FALSE 

Common Cause Failure of LPI Trains 5.6E004 O.OEt-000 FALSE 

LPI TrainA Fails 3.93003 l.OEt-000 TRUE 

OEP-XHENOREC-2H 

OEP-XHENOREC-6H 

EPS-DGN-FC-A 

2.2E001 l.lE-001 Operator Fails to Recover Offsite Power Within 

Operator Fails to Recover Offsite Power Within 

hrs 

6.7E-002 3.6E-004 hrs 

I Diesel Generator A Failures 

OEP-XHE-NOREC-BD 

OEP-XHE-NOREC-SL 

RCS-MDP-LK-SEALS 

I 4.2E-002 I l.OEt-000 1- T R k  

Battery Depletion 1.4Eoo2 5-43006 Operator Fails to Recover Offsite Power Before 

LoCAI 5.5E-oo1 4.4E-oo1 Operator Fails to Recover Offsite Power (Seal 

RCP Seals Fail Without Cooling and Injection 1.43001 2.53002 

EPS-DGN-FC-B I Diesel Generator B Failures I 4.2E-002 I l.OEi-000 I TRUE 

HPI-MDP-CF-ALL I Common Cause Failure of HPI MDPs . I 1.OE-004 I 3.7E-004 I 

IE-TUNS 1 E g E v e n t  - Transient I 4.0E004 1 O.OEt-000 I 

C.8-11 NQREGICR-4674, Vol. 21 



LER NO. 318194-001 Appendix C 

Event name 

EPS-D GN-CF-ALL 

EPS-DGN-FC-A 

EPS-D GN-FC-SWG 

E-LOOP 

E-SGTR 

E-SLOCA 

OEP-XHE-NOREC-2H 

OEP-XHE-NOREC-6H 

OEP-XHE-NOREC-BD 

OEP-XHE-NOREC-SL 

RCS-MDP-LK-SEALS 

Table C.8.6. Basic event changes for Case 3 
,unit 2 analysis 

Description 

Operator Fails to Recover Offsite Power (Seal 5.5E-oo1 4.4E-oo1 LOCA) 

RCP Seals Fail Without Cooling and Injection 1.4E-001 2.5E-002 

Table C.8.7. Sequence conditional probabilities for LER 318/94-001 

I I I I 

Logic 

swcooL 1 5 1 5.2E-005 I 96.3 1 /SWNR, SW", SW4O,RCPL0CAy SWLOCA (Case 2) 

I 21 I 1.2E-006 I 1.8 1 /RT-L,/EP,AFW-L, OP-6H,F&B-L LOOP 
(Case 1) 

6 *All Case 3 sequences have probabilities of 10- . 
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System name 
AFW-L 

Table C.8.8. System names for LER 318/94-001 

Description 
Auxiliary feedwater system fails (LOOP) 

EP 
F&B-L 
OP-6H 

Emergency power system fails 
Feed and bleed fails (LOOP) 
Failure to recover offsite power at 6 h (EP success) 

RCPLOCA I RCP seal LOCA I 
RT-L 
SWLOCA 
SWNR 

Reactor trip fails (T.,OOP) 
Bus 14 not recovered following RCP seal LOCA 
Bus 14 not recovered (component faults) 

SWTP I Bus 14 not recovered before trip I 
SW40 I Bus 14 not recovered at 40 min I 
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C.9 LER NO. 458/94-023 

Event Description: Scram, Main Turbine-Generator Fails to Trip, Reactor Core Isolation Cooling and 
Control Rod Drive Systems Unavailable 

Date of Event: September 8,1994 

Plant: RiverBend 

C.9.1 Summary 
With the plant at 97% power, spurious high-level scram signals fmm two newly replaced reactor level transmitters 
resulted in a reactor trip. Due to the nature of the trip signal, the main turbine and generator did not automatically trip 
and were manually tripped by plant operators. The manual generator trip resulted m a slow transfer of plant prefeaed 
power supplies to components in the condensate, feedwater, reactor protection system (RPS) ,  circulating water, service 
water, and instnunent air systems. A voltage transient at the time of the power supply transfer caused a control power 
fuse in the control rod drive (CRD) system to open, causing the loss of power to most control room indicators for the 
system and the CRD flow control valves to fail shut. Operators attempted to align the reactor core isolation cooling 
system (RCIC) to provide cooling water makeup to the reactor, but it tripped on overspeed and could not be restarted. 
The high pressure core spray (I-IPCS) system was then used to provide reactor makeup water. The conditional core 
damage probability estimated for this event is 1.8 x lo-’. 

C.9.2 Event Description 
River Bend Station was operating at 97% power when two of four reactor water level channels simultaneously initiated 
spurious high-level scram signals, causing a reactor trip. Subsequent investigation d e t d e d  that the two newly 
replaced channels of level instrumentation were insufficiently damped and were overly sensitive to random noise. Since 
only two of the channels sensed a high level, the logic for the turbine/generator and feedwater system trips was not 
satisfied. 

Within 2 min of the reactor trip, the main generator megawatt output declined to zero and the generator beganmotoring. 
The reverse power relay protection for the generator failed to cause a trip due to a high power factor. Approximately 
7 min after the reactor trip, the operators noticed that the main turbine had not tripped. Following a discussion, the 
turbine was manually tripped. The operators expected the main generator output breakers to open automatically at this 
point. When they did not, the operators manually tripped the breakers. 

When the main generator output breakers were manually opened, the plant responded differently fiom the way the 
operators were trained to expect. The delayed power transfer resulted in the unexpected loss of the nonsafety-related 
electrical loads. This required the operators to manually restore power to these affected loads. 

The power transfer delay caused the loss of all main feedwater pumps, all condensate pumps, both trains of the RPS, 
the A and C main circulating water pumps, one of two running n o d  service waterpumps, both recirculation pumps, 
the turbine building ventilation system, one instrument air compressor, and miscellaneous nonessential control room 
indications. In addition, the main steam isolation valves (MSIVs) and other containment isolationvalves closed, and 
the standby service water system automatically started. 

The transfer delay did not affect the safety-related electrical busses (because they are normally powered from a different 
power source). Since no safety-related loads were lost, the emergency diesel generators did not get a start signal. The 
loss of the balance of plant (BOP) loads caused loss of the normal heat sink for reactor decay heat removal. 
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At the same time, a fuse in the CRD system blew. As aresult, almost all the control room CRD indications were lost, 
and the CRD flow control valves failed shut. It took approximately 2-112 h for the operators to identify that the CRD 
parameters were not reading correctly. The only available indication of the CRD system operability was pump cment. 

Operators attempted to align RCIC to provide reactor vessel makeup, but it tripped on overspeed and could not be 
restarted. The HPCS pump was started to provide vessel injection. The operators also manually openedthe safety relief 
valves (SRVs) intermittently to reduce reactor pressure by relieving steam to the suppression pool, The HPCS system 
isolated four times during the event due to swells from the lifting of the SRVs. 

While taking the actions described above, the operators were also taking actions to return power to the RPS busses and 
to restore the feedwater system, condensate system, and turbine building ventilation. The condensate and feedwater 
systems required venting before they could be restarted. 

About 1 h into the event (at 2127 hours), the residual heat removal system (RHR) was placed in the suppression pool 
cooling mode. At 2140 hours, the HPCS system suction switched to the suppression pool because of high suppression 
pool leveL 

At approximately 2209 hours, the shift superintendent declared anUnusualEventbecause (1) there was only one source 
of high-pressure makeup water to the reactor, (2) the event had the potential of degrading, and (3) additional personnel 
were required to assist inretuming the BOP systems to service. 

To help control the reactor pressure and water level, valves in the main steam drain system were opened to provide 
equalization of pressures around the MSJYs and to assist with pressure control by dumping steam to the condenser. 

At approximately 2220 hours, operators had restored the condensate system, and at approximately 2321 hours the 
feedwater system was restored to service. The MSIVs were then opened, and the operators verified that reactor water 
level and pressure were being properly controlled. At 0017 hours on September 9, the HPCS pump was secured. At 
0030 hours the Unusual Event was exited, and the plant was cooled down to the cold shutdown condition. 

Additional information regarding this event can be found in NRC Augmented Inspection Team (AIT) Report 
50-458/94-20, October 19,1994 (Ref. 2). 

C.9.3- Additional Event-Related Information 
The event was initiated by a sensed high reactor water level. The reactor trip was set for +51 in. (level 8). The 
turbine/generatoI and feedwater pump trips would also occur at this level. There are four sensors (channels) in the RPS 
that detect a level 8 condition. The channels, identified as A, B, Cy and D, are arranged in one-out-of-two-taken-twice 
logic for a reactor trip. The high-level condition must be detected by channels A or C and B or D. During this event, 
only channels C and D sensed high level. Channels A, By and C are manged in a two-out-of-three logic for feedwater 
system and turbiie/generator trip signals. Since channels A and B did not sense ahigh level, the feedwater system and 
the turbine/generator did not automatically trip. 

Post-event investigation revealed that the sensors for channels C and D were a dif€erent modelthanthat used in channels 
A and B. The sensors for channels C and D were installed during the recent refieling outage. They were found to be 
overly sensitive to transient level signals. 

Themaingenerator didnot automaticallytrip onreversepower duetothehigh-powerfactorthatwas experienced during 
the event. T h m  are two reverse power relays. One is set at approximately 3 MW (at a 0 power factor angle) and is only 
enabled if the turbine stop valves are closed, as is the case following a turbine trip. The second relay is also set at 
approximately 3 MW (also at a 0 power factor angle) but does nbt require a turbine trip permissive. Post-event. 
investigation found that these relays were sensitive to large power factor angles such as the power factor angle 
(approximately 85’) that existed when the main generator was motoring. 
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Post-event investigation revealed that the normally open RCIC governor valve was stuck in the open direction. As a 
result, when steam was admitted to the turbine, its speed increased until the overspeed trip setpoint was reached. Upon 
disassembly, the governor valve stem was found to have excessive corrosion in the gland area. This corrosion caused 
the valve stem to stick and resist the hydraulic pressure that otherwise would have repositioned the valve. 

C.9.4 Modeling Assumptions 
This event was modeled as atransient with the power conversion system (PCS), condensate, feedwater, RCIC, and CRD 
systems unavailable. 

The PCS was modeled as failed and not recoverable. During the actual event, it took approximately 2-1/2 h to equalize 
pressure across the MSIVs and restore the PCS. Therefore, the system failure probability (PCS-SYS-VF-MISC) and 
the nonrecovery value (PCS-XHE-XE-NOREC) were set to 1.0 (true). 

The condensate and feedwater systems were modeled as failed and not recoverable. During the actual event, it took 
approximately 2 h to restore the condensate system and approximately 3 h to restore the feedwater system. A step in 
the feedwater system (FWS) abnormal procedure requiredthe venting ofthe system under these circumstances regardless 

. of whether system indications indicated the need for system venting. The emergency procedure for the FWS does not 
require the system to be vented. However, it is unclear when the emergency procedure would be used as opposed to the 
abnormal procedure used during this event. It is also unclear whether the system actually needed to be vented to ensure 
its operability under the conditions observed during this event. A high priority was placed on the restoration of the FWS, 
as its unavailability was, in part, the basis for declaring a Notification of Unusual Event. Given the other equipment that 
needed to be manually recovered during the event, it does not appear as if the FWS could have been recovered any 
faster. Therefore, although the pumps and valves were operable, the extended time period required to vent the system 
makes it unavailable as a source of high-pressure makeup. Therefore, the system failure probabilities 
(CDS-SYS-VF-COND and MFW-SYS-VF-FEEDW) and the nonrecovery values (CDS-XHE-XE-NOREC and 
MFW-XHE-XE-NOREC) were set to 1.0 (true). 

Since there were no failures in the FW or condensate systems, the systems would be recoverable in the long term. The 
current ASP models do not account for recovery at this point in the sequences. However, since the dominant sequence 
(sequence 3 1) involves early injection system failures, incorporation of long-term feedwater recovery into the model 
would have little affect on the conditional core damage probability for this event. 

The RCIC system was modeled as unavailable and nonrecoverable. Following the event, investigation revealed that the 
turbine governor would not function due to excessive corrosion. Therefore, the system failure probability 
(RCI-TDP-FC-TRAIN) and the nonrecovery value (RCI-XHE-XE-NOREC) were set to 1.0 (true). 

The CRD system was modeled as failed and not recoverable. The lacli of control room indication and the failed closed. 
flow control valves were not identified for approximately 2-1/2 h into the event. Once the incorrect readings were noted, 
it took an additional 55 min to restore the system to operability. The operators were concerned with high-pressure 
injection systems as noted by the basis for the declaration of the notification of unusual event. It would seem unlikely 
that the CRD system could have been restored faster based on the number of tasks that needed to be accomplished 
(systems that needed to be restored) and the need for additional manpower. Therefore, modeling the system as inoperable 
andunrecoverable inthetime periodrequired to maintaincore cooling is appropriate. The pumptrain failure probabilities 
(CRD-MDP-FC-"RNA and CRD-MDP-FC-TRNB) and the nonrecovery value (CRD-XHE-XE-NOREC) were set to 
1.0 (true). It was assumed that the system could be recovered in time to operate following the successful operation of 
low-pressure core spray or low-pressure coolant injection, failure of and successful containment venting. 
Therefore, the operator nonrecovery value under these conditions (CRl-XHE-XE-NOREC) was not modified. 

The HPCS isolation valve closed four times d&g the event due to a high vessel level (level 8 signal). The additional 
cycling of the isolation valve was not explicitly modeled. 

Standby Service Water Pump 2A discharge valve l-SWP*MOV40A did not fully open when the pump started and 
control room position indication for the valve was lost. Post-event investigation indicated that the valve opened 
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approximately 20%. The valve was subsequently opened m a n d y  by an operator. The valve failed to fully open due 
to a short m one of the control cables. Althoughthisvalve did not fully open automatically, the valve was modeled with 
anominalfailure rate. Giventhat the other SSW pumps andvalves operated, flow throughthe systemwas sufficient to 
provide the design cooling loads. 

Other support systems, such as instrument air, were also impacted by the slow power t r d e r  that occurred during this 
event. However, it was assumed that these systems were restored quickly following the recovery of.offsite power to the 
nonemergencybuses. It was assumedthattheloss ofthese systemshadminimalimpact onthe oeprationof safety-related 
systems. As aresult, the modeling was not modified as aresult of these support system failures. 

C.9.5 Analysis Results 
The conditional core damage probability estimated for this event is.1.8 x The dominant sequence highlighted on 
the event tree in Figure C.9.1 involves a trip, failure of the PCS, operation of the SRVs with no more than one valve 
failing to close, failure of high-pressure makeup systems (MFW, HPCS, and RCIC), failure of the ADS system, and 
failure of the CRD system. 

A sensitivity calculationwasperfomedto determinetheimpact of assumingthe condensate andmainfeedwater systems 
were unrecoverable. If the nominal nonrecovery values are used, the conditional core damage probability for the event 
decreases by afactor of 2.2 to 8.0 x 

Definitions and probabilities for basic events are shown m Table C.9.1. The conditional probabilities associated with 
thehighestprobability sequences are shownh Table C.9.2. Table C.9.3 describesthe systemnames associatedwiththe 
dominant sequences. Cutsets associated with each sequence are shown m Table C.9.4. 

C.9.6 References 
1. 

2. 

LER 458/94-023, Rev. 1, “Reactor Scram Due to Spurious Signals from Undamped Rosemount Model 1153 
Transmitters,” December 12,1994. 
NRC Augmented Inspection Team Report No. 50-458/94-20, October 19,1994. 
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Figure C.9.1. Dominant core damage sequence for LER 458/94-023. 
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CDS-SYS-VF-COND Condensate Hardware Components 
Fail 

CDS-XHE-XE-NOREC Operator Fails to Recover 
Condensate 

CRD-MDP-FC-TRNA 

CRD-MDP-FC-TRNB 

Train A Failures 

Train B Failures 

CRD-XHE-XE-NOREC Operator Fails to Recover CRD 

HCS-MDP-FC-TRAIN 

HCS-XHE-XENOREC 

HPCS Train Level Failures 

Operator Fails to Recover HPCS 

E-SLOCA 

B T R A N  

Small LOCA Initiator 

Transient Initiator 

4.8E-007 

l.lE-003 

O.OEt-000 IGNORE 

l.OEt-000 

MFW-SYS-VF-FEEDW 

MFW-XHE-XE-NOREC 

MFW Hardware Components Fail 

Operators Fail to Recover 
Feedwater 

PCS-SYS-VF-MISC 

PCS-XHE-XE-NOREC 

PCS Hardware Components Fail . 

Operator Fails to Recover PCS 

RCI-XHE-XE-NOREC 

SRV 

Operator Fails to Recover RCIC 

One or Less SRV Fail to Close 

LER NO. 458194-023 Amendix C 

Table C.9.1. Definitions and probabilities for selected basic events for LXR 458/94-023 

Modified 
for this 
event 

N 

Event name Description 

N Operator Error Prevents ADS-XHE-XE-ERROR 
I 

ADS-XHE-XE-NOREC Operator Fails to Recover A D S  N 

3.4E-001 1 l.OEt-000 I 11 
1.OEt-000 1.OEt-000 

Y 

Y 

7.2E-004 1 l.OEt-000 1 :IR 
7.2E-0 03 1 .OEt-000 

Y 

Y 

Y 

N Operator Fails to Recover CRD CRl-XHE-XENOREC 

N 

N 

I Loss-of-offsite power Initiator 1.7E-005 I O.OEt-000 I IGNORE Y E-LOOP 

Y 

Y 

4.6E-001 I l.OEt-000 1 IlR 
3.4E-001 1.OEt-000 

Y 

Y 

1 1.7E-001 1 1.OEt-000 1 ZI'R 
l.OEt-000 l.OEt-000 

Y 

Y 

RCI-TDP-FC~kUN ~~ I RCIC Train Component Failures 
~ 4.OE-002 1 1.OEt-000 I TRUE Y 

~ 7.OE-001 1 l.OEt-000 I TRUE 

2.2E-003 2.2E-003 

Y 

N 
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Event 
usllllagt 

name probabili ~ ~-~ 

Table C.9.2. Sequence conditional probabilities for LER 458/94-023 

I Conditional 
core 

YO 

Contribution 
e .la---- 

' 

tY 
Logic 

(CCDP)- 
TRANS 31 1.6E-005 89.8 /RPS, PCS, ISRV, MFW, HCS, RCI, ADS, CRD 

TRANS 07 1.5E-006 8.1 /RPS ,  PCS, ISRV, MFW, /HCS, RJB, CVS 

Table C.9.3. System names for LER 458/94-023 

System name Description 
ADS Automatic Depressurization Fails 

CRD 

cvs Containment (Suppression Pool) Venting 

HCS 

MFW 

PCS Power Conversion System 

RCI 

RHR Residual Heat Removal Fails 

RPS Reactor Shutdown Fails 

SRV 

hmfficient CRD Flow to RCS 

HF'CS Fails to Provide Suf6cient Flow to Reactor Vessel 

Failure of Main Feedwater System 

RCIC Fails to Provide Sufficient Flow to RCS 

One or Less SRV Fail to Close 

Table C.9.4. Conditional cut sets for higher probability sequences for LER 458/94-023 
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Appendix D Shutdown Precursors 

Event No. 

IR 482/94-18 

D. 1 Shutdown Precursors 

Plant Event description Page 
Reactor Coolant System Blows Down to 

Shutdown 
Wolf Creek Refueling Water Storage Tank During Hot D.2-1 

D.1.1 Accident Sequence Precursor Program Event Analyses for Shutdown 
Events for 1994 

This appendix documents 1994 operational events selected as accident sequence precursors that are analyzed with the 
plant in a shutdown condition. 

Licensee Event Reports (LERs) and other event documentation describing operational events at commercial nuclear 
power plants were reviewed for potential precursors if 

theLERwasidentified asrequiringreviewbasedonacomputerizedsearchofthe Sequence Codingand Search 
System data base maintained at Oak Ridge National Laboratory or 
the LER or other event documentation was identified as requiring review by the NRC Office for Analysis and 
Evaluation of Operational Data. 

1. 

2. 

Details of the precursor review, analysis, and documentation process are provided in Chapter 2 and Appendix A of this 
report. 

D. 1.2 Shutdown Precursors Identified 
One shutdown precursor was identified among the 1994 events reviewed at the Nuclear Operations Analysis Center. 
Events were identified as shutdown precursors if they met the following precursor selection criteria: 

the event involved a core damage initiator such as aloss of shutdown cooling, loss of reactorvessel inventory, 
loss of offsite power, or a losssf-coolant accident, and 
the initiator could only have occmed with the plant in a shutdown condition, and 
the conditional core damage probability estimated for the event was at least 

1. 

2. 
3. 

The shutdown precursors identiiled are listed in Table D.l. 

Table D.l List of shutdown precursors 

D.1.3 Event Documentation 
Analysis documentation and precursor calculationinfomationfor eachshutdownprecursor are attached. The precursors 
are in docket/L.ER number order. 

The analysis of each shutdown precursor includes a description of the operational event, event-related plant design 
information, the assumptions and approach used to model the event, conditional core damage calculation infomation, 
analysis results, and references. 
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D.2 LER No. Inspection Report 482/94-18 

Event Description: Reactor Coolant System Blows Down to Refueling Water Storage Tank During Hot 
Shutdown 

Date of Event: September 17,1994 

Plant: Wolf Creek 

D.2.1 Summary 
On September 17,1994, about 28 h after shutting downto begin arefueling outage, aninappropriate alignment of the 
residual heat removal (RITEl) system allowed the rapid transfer of about 9,200 gal of water from the reactor coolant 
system (RCS) to the refueling water storage tank (RWST). Operators corrected the misalignment within about 66 s. 
Subsequent analyses have shown that, had the operators not actedwithin about 3 min, the RCS could have beenvoided 
downto the loop piping elevation, potentially rendering all emergency core cooling systems (ECCSs) inoperable. With 
the RCS vented to the environment throughthe RWST, core uncovery could have occurred in as little as 30 min. The 
conditional core damage probability estimated for this event is 3.0 x 

D.2.2 Event Description 
At 0400 hours on September 17,1994, Wolf Creek was inMode 4 preparing to begin arefueling outage with anRCS 
pressure of 340 psig and temperature of 300°F. Two reactor coolant pumps (RCPs) were in service, the steam generators 
(Sa) were filled, and the condenser and condensate systems were secured. The safety injection (SI) pumps and one of 
two centrifugal charghgpumps were out of service withbreaken opento prevent low-temperature overpressurization. 
RHRtrain A was in service to provide shutdown cooling. 

Activities in progress included monitoring RCS cooldown and depressurization, perfoming a 24-h emergency diesel 
generator test run, and responding to alarms caused by minor component cooling water (CCW) system problems. 
Maintenance work was being performed on RHRvalve 8716A, the A RHR to SI system hot leg recirculation isolation 
valve, and efforts were in progress to ready RHR train B for use. 

=train B was being lined up for recirculation back to the RWST in order to raise boron concentration before placing 
the train in service. This required the opening of valve 8717, a manual valve in the 8-in. common line from the RHR 
pump discharge headers to the RWST ECCS pump suction header. A nuclear station operator (NSO) was dispatched 
to locally openvalve 8717. 

The reactor operator was controlling the chemical andvolume control system (CVCS) inpreparation for taking the RCS 
solid. This effort was complicated by failure of the volume control tank’s nitrogen cover gas pressure regulator. The 
balance of plant (BOP) operator was lining up the B RHRtrain for service and adjusting the CCW system to deal with 
incoming alarms. The operators then received a call fiom a plant electrician requesting that valve 8716A be stmked 
(closed and reopened) in support of a test procedure. Meanwhile, the NSO had anived at valve 8717 and prepared to 
open it. 

Approximately 3 fi fiomthe NSO, the electrician was working onvalve 8716A, but neither henor the NSO recognized 
the significance of opening valves 8717 and 8716A simultaneously. When opened together, valves 8716A and 8717 
provide a direct pathway from the RHR pump discharge to the RWST ECCS suction header. When the control room 
operator closed valve 8716A fkom the control room, the operator stationed at valve 8717 apparently had only begun 
opening it. As water flowed fiom the RCS to the RWST, pressurizer level dropped about 2%, but this was not noted 
until the event was reviewed later. After valve 8716A closed, the control room operator waited about 30 s and then 
reopened it. 
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Valve 8717 was full yopenbythistime, andreactor coolantinventorybeganrapidlyflowingtotheRWST. The operator 
stationed at 8717 observedloudflowandwaterhammernoises, calledthe controlroomtoreportthem, andwasinstructed 
to closethevalve. Thisinstructionwas apparently based ongood operating practicetoreclose avalve whenunexpected 
flow and noise results from opening it, rather than from an understanding of the circumstances of the event. At the same 
time, control room personnel received ahighRWST level dam, the pressurizer levelhigh annunciator cleared, and the 
pressurizer level instnrentation “pegged low.” 

Operators responded by tripping the RCPs, increasing charging flow, and manually isolating letdown A relief 
supervising operatorwho waspresent atthetimeidentifiedtheflowpaththroughvalves 8716Aand 8717 totheRWST. 
Operators closed valve 8716A, isolating the blowdown about 66 s into the event. 

During the time that the blowdown was in progress, about 9,200 gal flowed from the RCS to the RWST causing the 
RWST to overflow. Approximately 650 gal overflowed fromthe RWST to the waste holdup tank. 

The RHR and charging systems remained in service, and RCS level was gradually restored. 

Additional information related to this event is contained in LER 482/94-013, “Personnel Error Resulted in an 
Unanticipated Loss of Reactor Coolant Level.” 

D.2.3 Additional Event-Related Information 
Subsequent analysis determined that, had the blowdown not been quickly isolated, the primary system could have 
drained down to the RCS loop elevation in as little as 3 min. The RWST ECCS suctim header could have been filled 
with steam shortly thereafter. It was further determined that an operating RHR pump could have been damaged by as 
littleas0.5minof operationaftertheprimarysystemdr~ed downtotheRCSloop elevation. Unisolated,theblowdown 
could have led to core uncovev in as little as 30 min, based on a Westinghouse analysis of the event. 

The Westinghouse analysis, performed after the event, suggests that once the RWST ECCS suction header voided, 
operation of the multistage SI pumps would have resulted in their failure. Isolation of the blowdown path would have 
allowed waterto flowbackfromthe RWSTintothe suctionheader; however,thereisno assurancethattheECCSpumps 
could fulfill their fimctions while drawing water fromthe RWST following such an event. 

The Westinghouse analysis also indicates that ifthe suction headervoided, recovery would be problematic evenifthe 
RHRpumps wereshutoffintime. Inlessthanthetimerequiredtofill,vent, andrestartanRHRpump,reactorpressure 
could exceed the RHR reactor high-pressure shutoff point. 

Also noteworthy inthis event is the fact that the containment was bypassed. Had the blowdownnot been isolated, core 
damage could have occuned in as little as 30 min. A direct pathway would have existed via the RHRreturn line to the 
RWST and to the environment via the RWST vent. Off-site doses could be expected to exceed technical specification 
limits under such conditions. 

D.2.4 Modeling Assumptions 
Evaluation ofthis event is strongly influenced by assumptions regarding humanreliability, the time and degree of effort 
required to recover ECCSs, and the viability of the ‘‘reflux7’ cooling method, wherein steam from a boiling core may be 
condensed in the SG tubes with the condensate draining back to the reactor. Substantial uncertainty is associated with 
each of these assumptions. 

Approximately 3 min was available for the operators to diagnose and isolate the blowdown before all RHR and ECCS 
pumps were rendered inoperable. Even though procedures did not address the response to this condition, the operators’ 
understanding of the existing system alignment allowed them to rapidly diagnose and correct the problem. During the 
event, the blowdown was isolated after aperiod of 66 s. 
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To estimate the likelihood that operators would fail to isolate the blowdownprior to uncoveringthe RCS loops, the time 
reliability correlation (TRC) models fiom Human Reliability Analysis (Dougherty and Fragola, Wiley, 1988) were 
employed. Operator response within the first 3 min was assumed to be rule-based and without hesitancy. This is 
considered appropriate based on the indications available to the operators at the time. Assuming the median response 
time to be the response time observed in this event ( 4 0  s), andusing Table 10-8 of Dougherty and Fragola, a crew error 
probability of 0.06 is estimated. 

Had operators failed to isolate the blowdown path within 3 min, a direct vent path would have been established fiom 
the RCS through the RWST. Analyses were performed showing that core damage could have occurred as little as 27 
min later. 

After the RCS loops voided at 3 min, the ECCS common suction header would have begun to void. Additional 
consequences of a failure to terminate the event prior to this point would require more dZicult operator actions. These 
actions were considered recovery (general diagnosis that must be used in the absence of rules) with hesitancy (due to 
conflict, burden, and uncertainty) within the context of the TRC model. Based on Table 10-1 1 inDougherty and Fragola, 
a crew failure probability of 0.05 is estimated for the 27-min time period. 

If the blowdown had been isolated after the loops voided (after 3 mh, but before 30 min), substantial time and effort 
would have been required to refdl and vent the RWST ECCS suction header and the ECCS pump suctions that are 
aligned to it. An analysis performed by Westinghouse indicates that signiscant voids entrained in the suction supply 
(5 to 20%) would guarantee a loss of ECCS prime [Reference 31, and other analyses have shownthat operation in that 
condition for more than a minute or two would cause pump failure. 

Without extensive venting and priming, the high-pressure pumps would be expected to fail after loop voiding. A report 
concerning the event indicated that there was no assurance that the ECCS pumps would fulfill their function while 
drawing water fiom the RWST following the event [Reference 41. Further, questions have been raised regarding the 
structural integrity of the RWST, if it were subjected to the water hammer effects fiom a blowdown. The high-pressure 
ECCS pumps were, therefore, assumed in this analysis to be unavailable once the RWST ECCS suction headervoided. 

A conservative analysis (without consideration of SG secondary-side inventory that existed during the event) showed 
that, without some form of decay heat removal, pressure in the RCS could exceed the RHR shutoff head within as little 
as 15 min. This is less than the time that would likely be required to restore the RHR system to service. Because the 
power-operated relief valves were found to be inoperable subsequent to this event, it was assumed that depressurization 
of the RCS would have been difficult to achieve. The RHR pumps were, therefore, assumed to be inoperab1e:once the 
RWST ECCS suctionheadervoided. The onlyremaining decay heat removal path would bereflux coolingviathe SGs. 
The SGs were available during the event, and reflux cooling was considered aviable core cooling method. In the short 
term, the water inventory in the SG would provide decay heat removal. Eventually, SG makeup and the opening of 
atmospheric vent valves would be required for continued heat removal via this method. Reflux cooling was assumed to 
require two SGs and one source of feedwater for success (consistent with SBO requirements). Assuming both 
motor-driven auxiliary feedwater pumps and all four SGs and their atmospheric dump valves are available, a failure 
probability of N 7.0 x lU4 is estimated for reflux cooling based on component failure probabilities used in the 
IRRAS-based ASP models for Wolf Creek. It should be noted that this estimate addresses equipment availability only 
and not the uncertainty in the viability of the reflux cooling method. Since consideration of such uncertainty is beyond 
the scope of this analysis, the potential impact of reflux cooling being unavailable or ineffective was addressed in a 
sensitivity analysis. 

The analysis of this event follows the simple event tree in Figure D.2.1. The tree includes the following branches: 

BLOWDN. Blowdown. Blowdown of RCS inventory viavalves 8717 and 8716A. 

ISOS-S. Isolation in the short term (3 min). Isolation of the blowdown within 3 min is assumed to prevent voiding of 
the RCS. After the RCS loops voided at 3 min, RCS pressure would have rapidly dropped, and the ECCS common 
suction header would have begun to void. It was assumed that once the RWST ECCS suction header voided, the 
high-pressure ECCS pumps would be unavailable. 
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ISOS-L. Isolation in the long term (withixi the next 27 min). Had operators failed to isolate the blowdown path within 
3 min, a direct vent path would have been established from the RCS through the RWST. Analyses were performed 
showing that core damage could have occurred as little as 27 min later. 

RB?LUX Successful use of SG reflux cooling. If the blowdown is successfully isolated 3 to 30 min after the initiating 
event, SGreflux cooling must be successl l  to prevent core damage. ECCS is assumed to be unavailable due to voiding 
in ?he suction header. 

D.2.5 Analysis Results 
The probability of core damage for this event is the probability of sequence 3 (failure to isolate the RCS blowdown 
before voiding the RCS loops, successful isolation before core uncovery, and failure of reflux cooling) plus the 
probability of sequence 4 (failure to isolate the RCS blowdown beforevoidingthe RCS loops and failure to isolate the 
blowdown before core uncovery): 

0.06 x (1-0.05) x 7.0 x lo4+ 0.06 x 0.05 = 3.0 x . 
If reflux cooling is assumed to be viable, a core damage probability of 0.003 is estimated. This estimate is probably 
conservative because it assumes that all ECCS pumps are m a i l a b l e  once significant voiding occurs in the ECCS 
common suction header. Assumptions conceming the viability of reflux cooling play an important role in the core 
damage probability estimated for this event. For example, it may be of interest to consider what reflux cooling failure 
probability would lead to a doubling of the estimated core damage probability. An assumed failure probability of -0.05 
for reflux cooling raises the estimated core damage probability by a factor of 2, to 6.0 x 
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2. 
3. 
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LER 482/94-013, “Personnel Error Resulted in an Unanticipated Loss of Reactor Coolant Level,” 
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E. 1 Po tentially Significant Events Considered Impractical to Analyze 

Twelve events have been identified as potentially significant but impractical to analyze. It is believed that such events 
are capable of impacting core damage sequences. However, the eventsusually involve component degradationsin which 
the extent of the degradation could not be determined or the impact of the degradation on plant response could not be 
ascertained. 

The events identified for 1994 are shown in Table E.l. A summary, event description, and any additional event-related 
information are provided for these events. 

Table E.l. 

. 

Events identified as potentially significant but impractical to analyze 

Event No. Description Plant name Page 
213/94-012 Potential Loss of Service Water Due to Potential Flooding HaddamNeck E.2-1 

Emergency Service Water Declared Inoperable Due to I 219/94-010 I Biological Fouling Oyster Creek E.3-1 

237/94-004 HPCI Steamline Drain Potentially Inoperable Dresden 2 & 3 ~ . 4 - 1  

237/94-006 Shutdown Cooling Pump Motor Replacement Inadequate Dresden 2 E.5-1 
Dresden 3, 
Quad Cities 1 E.6-1 254/94-S01 

255/94-008 1E and Non-1E Circuits Not Properly Separated Palisades E.7-1 

249/94-s01y Cracks inReactor Core Shroud 

Palisades E.8-1 Potential Containment Sump Blockage from Signs, Labels, and 

Alternate Cooling Tower System Inoperable During Warm 

255/94-014 Tape 
Vermont 
Yankee E.9-1 271/94-002 weather 

--/E.10-1 Reactor Core Isolation Cooling Found Inoperable During I 293/94-004 I Surveillance 

295/94-011 Violation of IOCFRSO, Appendix R Analysis Separation Criteria Zion 1 E.ll-1 

382/94-004 waterford E.12-1 Both Component Cooling Water Heat Exchangers Potentially 
Degraded 

454/94-003 Byron E.13-1 Auxiliary Feedwater Isolation Valves Potentially Exposed to 
Harsh Environment 

i 
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E.2 LER NO. 213194-012 

Event Description: Potential Loss of Service Water Due to Potential Flooding 

Date of Event: April 28,1994 

Plant: Haddam Neck 

E.2.1 Summary 
A previously unidentitied external flooding scenario was discqvered that had the potential to incappacitate the service 
water (SW) system during ariver flood scenario less than that assumed in the design analysis. 

E.2.2 Event Description 
The Updated Final Safety Analysis Report (ZTFSAR) discussesthe potential for flooding at HaddamNeck. The UFSAR 
states the probable maximum flood (PMFJ occurs at an elevation of 39.5 f t  mean sea level (MSL) and discusses the 
flood protection features at the site. The plant is protected fiom extemal floods up to an elevation of 30 ft MSL (plant 
grade level is about 21 ft MSL). Floods above 30 f t  MSL are considered of very low probability, and no permanent 
features are provided; procedures and temporary equipment are to be used in case such floods occur. 

A Service Water Operational Performance Inspection (SWOPI) was conducted to verify the ab- of the SW system 
to meet its designbasis. A flood slightlyinexcess of grade elevationwas postulated aspart ofthe SWOPI. This assumed 
flood would enter the intake structure and flood the lower level by means of a stairwell. Althoughthe SW pumps would 
be protected by temporary fiberglass cans placed around the pump motors upon waming of animpending site flood, the 
flooding of the lower level of the intake structure would make the SWpump discharge strainers inaccessible for cleaning 
by normalmeaus. River debris could then clog the discharge strainers to the point thatthe SW pumps would be incapable 
of delivering sufficient flow to maintainvital functions, such as emergency diesel generator cooling and residual heat 
removal. 

Since the plant’s emergency operating procedures require a plant shutdown prior to flooding at the plant site, the SW 
flow required would be greatly reduced compared to that for normal operation. The estimated total SW flow required 
would be -2000 gpm compared to a single pump m o u t  flow of about 7000 gpxn Therefore, the limited cooling 
requirementsunder this scenario would be satisfied for some period after flooding hadde red the  strainers inaccessible 
by normal methods. Other actions would also be available to plant Mifthis scenario occurred. 

E.2.3 Basis for Selection as An Impractical to Analyze Event 
The uncertainties with respect to the probability of the postulated flooding, the timing and magnitude of the SW flow 
loss, and the potential mitigating actions make this event impractical to analyze. 
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E.3 LER NO. 219/94-010 

Event Description: Emergency Service Water Declared Inoperable Due to Biological Fouling 

Date of Event: July 5,1994 

Plant: Oyster Creek 

E.3.1 Summary 
On July 5,1994, both containment spray (CS) and emergency service water (ESW) systems were declared moperable 
due to high differential pressure on the tube side of the heat exchangers. The high differential pressure was due to 
biological fouling, speciflcally, blue mussel shells. 

E.3.2 Event Description 
During performance of the normal monthly system operability test for CS and ESW system 2, mdications of heat 
exchanger tube side plugging were noticed on the control room hstrumentation. The flow rate of the ESW pumps was 
indicating 2400 gpm versus the expected value of 3500 gpm. CS and ESW system 1 were tested, and similar results ' 
were obtained. The local heat exchanger tube side differential pressure indicators exceeded the operability limit of 
40 psid for both heat exchangers. Both systems were declared inoperable. 

The cause of the degraded performance was found to be plugging caused by blue mussel shells on the first pass tube 
sheet (the heat exchangers are a four-pass design). Almost all the mussels were found dead withvery little tissue left m 
the shells. The source of the mussel shells was believed to be the ESW piping. The shells were released when the intake 
water exceeded the life supporting temperature of about SOOF, which can occur each summer. Plugging of the tube side 
of ESW heat exchangers has occurred duringpreviouS summers, but never to the extent observed duringthis event. This 
may have been due to the loss of the chlorination system, which is intended to operate when the ESW system is idle, 
but had been secured prior to this event. 

Investigation revealed that the actual ESW flow rate was 3200 gpm, while the design basis flow rate is 3000 gpm. The 
flow rate error was due to plugging of the flow inStnrment sensing lines. One of the heat exchangers exceeded its 
structural limit of 70 psid. Inspection of the heat exchanger baffle plates mdicated they were m anomal condition. 

One of the additional corrective actions was to install pipmg inspection ports to assist m early detection of fixture 
biological growth inside the pipmg. 

E.3.3 Basis for Selection as An Impractical to Analyze Event 
Since the condition was discovered prior to complete dislodging of all the dead mussels in ESW pipmg, the final 
differential pressure that would have occurred is not known. In addition, the heat exchangers were degraded, but the 
flow rate was above the designbasis flow rate. The effects of the degraded flow rates observed are difficult to determine. 
Therefore, this event is impractical to analyze. 
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E.4 LER NO. 237/94-004 

Event Description: HPCI Steamline Drain Potentially Inoperable 

Date of Event: January 24,1994 

Plant: Dresden 2 & 3 

E.4.1 Summary 
On January 15,1994, the Unit 3 high pressure coolant injection (€€€TI) steamline drain isolation’valve was replaced. 
During the replacement, it was determined that the existing valve had been installed backwards. On January 17,1994, 
the Unit 2 valve was examined and also found to be installed backwards. The incorrect orientation could have prevented 
the valves from functioning as designed. 

E.4.2 Event Description 
During maintenance, the Unit 3 HPCI steamline drain isolation valve was disassembled and found to be installed 
backwards. Due to this discovery, the Unit 2 valve was also checked and also found to be installed backwards. The 
valves had been installed in the incorrect orientation since the plant’s original construction and had been undetected 
during subsequent maintenauce acthjties. 

These valves are designed to open with system pressure assisting, i.e., flow under the plug. With the valves installed 
backwards, the flow is overthe plug, and systempressure inhibits valve opening. The Unit 2valve had a stronger spring 
installed on May 5, 1993. A n  engineering evaluation by the licensee showed that the valve would have functioned 
correctly after that date, even though it was installed backwards. 

The HPCI steam line isolationvalve is normally closed. Thevalve is maintained closed with air pressure and fails open 
duetoitsspringforce.UponHPCIinitiation,thevalveis signaledto opeaIfthedrainvalvefailstoopenduringaHPC1 
initiation, moisture could not drain from the HPCI steam line and would eventually back up through the drain line and 
the steam trap. If the &CI turbine subsequently tripped and then was restarted, the accumulated moisture could be 
introduced into the HPCI turbine steam chest. In addition, if d c i e n t  water were to collect upstream of the HPCI 
Turbine Steam Inlet valve, restarting the HPCI turbine could cause a slug of water to enter the turbine. The moisture in 
both cases potentially would damage the turbine blading, but not the turbine casing, whichis designed to withstand such 
a condition. 

Since damage could only occur after the HPCI turbine has initiated and the amount of water potentially entering the 
turbine is unknown, the safety significance was considered minimal. The likely principal effect would be to shorten the 
life of the turbine blades, but not the operability of the system. Historically, the drain valves had been the source of 
recurring problems, which were probably due to the incorrect installation. 

E.4.3 Basis for Selection as An Impractical to Analyze Event 
Although the valves were installed incorrectly, the HPCI turbine operated during previous demands of the pump. In 
addition, the amount of water collected was not known, and the possible HPCI turbme damage could not be quantified. 
Therefore, this event is impractical to analyze. 
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E S  LER NO. 237/94-006 

Event Description: Shutdown Cooling Pump Motor Replacement Inadequate 

Dilate of Event: February 5,1994 

Plant: Dresden2 

E.5.1 Summary 
The protective relay setpoints for the shutdown cd6hg pump (SDC) motors were inadequate. The pump motors had 
been replaced without reviewing the setpoints. 

E.5.2 Event Description 
While h t a l l i n g  new SDC pump motors onDresden3, it wasrecognizedthatthe similarreplacement onDresdenUnit 2 
had n6t received an evaluation of the effect of new motors on the protective relay (breaker) settings. The Unit 2 SDC 
pimp motors were then declared admhktratively inoperable. 

An en&t?&ig ddysis was performed to detennine the correct relay setpoints and the effect on the engineered 
safeguard systems p.88) buses of the old and new setpoints with the new pump motors. This amilysis found that the 
existing settings were too 166w f a  the new pump motors. As such, the motor could have Spuriously tripped its feeder 
breaker due to ahigh current si& The feeder ESS buses would not be in jeopardy of becoming unavailable due to a 
fault at or on any of the SDC pump motors. 

The SDC system at Dresden& not considered safety related, althoughit is included as one means of decay heat removal 
in accident sequence models. Since the protective relay settings were found to be conservative, ie., too low, no threat 
to the ESS buses supplying the SDC pump motors existed due to this event. 

E.5.3 Basis for Selection as An Impractical to Analyze Event 
This event involves the potential loss of all or part of shutdown cooling due to false, spurious tripping of the SDC pump 
motor caused by relay settings. Since the probability for the tripping of one or more SDC pump motors could not be 
d&ermined within the resources available to the ASP Program, this event is impractical to analyze. 
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E.6 LER NO. 249/94-SOl9 254/94-S01 

Event Description: Cracks in Reactor Core Shroud 

Date of Event: N/A 

Plant: Dresden 3 & Quad Cities 1 

E.6.1 Summary 
During refueling outages, cracking in the reactor core shroud was discovered at both units. 

E.6.2 Event Description 
In April 1994, while both of these units were perfomhg scheduledrefueling outages, 360” circumferential cracking m 
the heat-affected zone (HAZ) of the “H5” weld was identitied during visual inspections. Subsequent ultrasonic testing 
determined that the maximum crack depth for Dresden 3 was 0.84 in. (2.13 cm). The H5 weld is ahorjzontal weld that 
joins the core plate support ring to the core shroud. Crack indications had been previouslyreported at core shroud welds 
indomestic and overseas BWRs atthe beltlineregion andhigherinthe shroud. Further infomationis mailablemNRC 
InformationNotices IN 93-79, IN 94-42, and IN 94-42, Supplement 1. 

The core shroud is a 2-h-thick steel cylinder that sulTounds the reactor core inside the reactor vessel. It provides the 
attachment point for the jet pumps and directs the water flow through the reactor core. It could be possiile, during a 
seismic event, for the crack to completely extend through and around the core shroud. 

E.6.3 Basis for Selection as An Impractical to Analyze Event 
Because the probability of such catastrophic cracking occurring during a seismic event has not been quantified, this 
event is impractical to d y z e .  
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E.7 LER NO. 255/94-008 

Event Description: 1E and Non-1E Circuits Not Properly Separated 

Date of Event: March 29,1994 

Plant: Palisades 

E.7.1 Summary 
During the spring of 1994 while in cold shutdown, 12 instances were identified where Class 1E and non-Class 1E 
equipment was not isolated or separated as required. 

E.7.2 Event Description 
Non-Class 1E equipment is required to be isolated from Class 1E Circuits so that a fault in anon-Class 1E circuit will 
not affect a Class 1E circuit During inspections at the Palisades plant, the following cjrcuits/systems were found to have 
cables violatiug these isolation requirements: 

. low-temperature overpressure protection, 

. inverter power cables, 

. subcooled marginmonitors, 

. reactor protection system (power supplies), 

. auxiliary feedwater system, 

. condensate storage tank level, 

. RPS temperature protection and thermal marginmonitor, 

. inverteroutput, 

. core exit themocouples, and 

. main steam isolationvalves. 

All but one of the discrepancies were corrected prior to starting up fromthe maintenance outage. The cause of the event 
was the inadequate or incomplete review of the system’s design, which allowed the circuits to be modified or left in 
place without adequate isolation or separation. Contributing to the problem was the lack of composite schematic 
diagrams for use by engineering personnel. These problems have existed since the mid-1980s. 
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E.7.3 Basis for Selection as An Impractical to Analyze Event 
Although arelatively large number of circuitshystems were deficient, no actual failures were observed. The probability 
of a fault occurring in a single non-Class 1E Circuit and then affecting the nearby Class 1E circuit is unknown. This 
makes analyzing the event impractical. 
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E.8 LER NO. 255/94-014 

Event Description: Potential Containment Sump Blockage from Signs, Labels, and Tape 

Date of Event: May 30,1994 

Plant: Palisades 

E.8.1 Summary 
With the plant in cold shutdown for a maintenance outage, signs, adhesive labels, and tape with the potential to block 
the containment sump were identified. 

E.8.2 Event Description 
Double-sided tape has been used to attach signs to walls, installed equipment, and piping. Self-adhesive labels and duct 
tape were also used within containment. In a worse-case scenaiio, if these items came loose, they could obstruct the 
containment sump screens and cause an unacceptable flow blockage for containment sump recirculation. 

Following recognition of this condition, an extensive clean-up and relabeling effort was performed. All nonessential 
self-adhesive labels were removed from equipment including Dymo-tape labels, self-adhesive labels, duct tape, and 
other adhesivetapesused a smders  onequipment. Itwas estimatedthatabout l O O f ?  oflabelingmaterialwasremoved. 
It was estimated that less than 10 f? of labeling material remained in unaccessible areas. 

Anengineering analysis establishedthatplasticsigns andlabels greaterthan5.1-ftradialdistancehmthe containment 
sump downcomerwouldnotbedrawnintothecontainment sump. Similarly, ducttapegreaterthanl0.1-ftradialdistance 
from the downcomer would also not be drawn into the sump. These areas w m  completely cleared of potential debris. 
With the limited labeling left in the containment, the analysis showed that there was no potential for affecting the 
operability of the containment sump. 

Other corrective actions included revising the containment cleanliness checklist and the plant consumables control 
program. A comprehensive sign, tag, and labeling standard was also planned. 

E.8.3 Basis for Selection as An Impractical to Analyze Event 
Because the probability for actually degrading the containment sump cannot be quantitiedwithintheresources available 
to the ASP Program, this event is impractical to analyze. 
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E.9 LER NO. 271/94-002 

Event Description: Alternate Cooling Tower System Inoperable During Warm Weather 

Date of Event: February 9,1994 

Plant: Vermont Yankee 

E.9.1 Summary 
The alternate cooling system (ACS) was found to be incapable of performing its design function under hot weather 
conditions. 

E.9.2 Event Description 
The ACS at Vermont Yankee is designed for removal of shutdown heat loads in the event all four service water (SW) 
pumps are unavailable due to (1) aloss of the VemonDam, (2) apostulatedprobablemaximumflood @MI?), and (3) a 
majorfireintheintake structure. Thereisno Safe~designbasisfortheACSintheFinalSafetyAnalysisReport (FSAR), 
and the system is not designed for redundancy, accident mitigation function, or single failure resistance. 

During a self assessment of the SW and ACS, a deficiency was identified. The water supply forthe ACS is a deep basin 
located under one of the two circulating water cooling towers. The FSAR stated that the ACS was designed to supply 
85°F cooling water to the three residual heat removal service water pumps. During periods of wann weather operation, 
the initial temperature in the deep basin can exceed the 85°F assumed initial temperature limit of the ACS. 

Analysis found that sufficent cooling would exist with a minimum flow of 8000 gpm, but this would exceed the normal 
heat exchanger flow limits in the operating procedures. Further analysis was performed, and the operating procedure 
forthe ACS wasrevised. Therevisedprocedurewill accommodate amaximuminitialdeepbashtemperature of 105°F 
(peak circulating retum temperature recorded is 102°F) and the mcreased flows necessary. No plant equipment changes 
were necessary. 

E.9.3 Basis for Selection as An Impractical to Analyze Event 
The ACS is anonsafety-related system designed to provide backup m case of the complete loss of the SW pumps. The 
probabilities of system failures from this cause are unknown As a result, this event is impractical to analyze. 
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E.10 LER NO. 293/94-004 

Event Description: Reactor Core Isolation Cooling Found Inoperable During Surveillance 

Date of Event: August 3,1994 

Plant: Pilgrim 

E.10.1 Summary 
On August 5,1994, the reactor core isolation cooling (RCIC) turbine speed began to oscillate during postmaintenance 
testing due to problems with the turbine’s lube oil system. 

E.10.2 Event Description 
On August 3,1994, the RCIC system isolated on a high steam flow signal during performance of a system quarterly 
surveillance test. This isolation was due to binding of the governor valve. Following repair of the valve by properly 
aligning the fulcrum dowel pins, the system was operated on August 5,1994. Merthe turbine had operated for about 
15 min, the turbine speed began to oscillate, and the turbine was manually tripped. Concurrently, oil began to spray 
from the governor end bearing cover, the oil level on the coupling end bearing housing dropped below the sight glass 
level, and oil was seen on the turbine skid. 

Following troubleshooting and discussions with the pump vendor, the cause of the oil level changes was determined to 
be air entrained in the system’s lubricating oil. The air formed a bubble in the drain line k m  the governor end bearing, 
which prevented the oil fiomproperly draining and caused the governor end bearing oil level to increase. The decreased 
oil level in the coupling end bearing was due to that bearing becoming the major source of oil to the sump because the 
other source, the governor end bearing, was not properly draining. 

A numb& of corrective actions were taken in an attempt to prevent the entrainment of the air. These included sealing 
the oil pump suction tubing joints, verification of proper initial oil level, replacement of the lube oil (new oil had been 
used), replacement of the oil pump and oil pump regulator (relief) valve, and installation of vent line on both bearing 
oil drain lines. After each change, RCIC was operated, and in each case, the air entrainment occuned der 15-20 min 
of operation. Although a temporary vent line installation did provide conditions for a successful test nm, the permanent 
vent installation resulted in minimal improvement. 

Observations during troubleshooting and testing revealed that the oil aeration problem was minimized at turbine speeds 
lessthanrated. Sincethelube oilpumpis drivenbytheturbine shaftthroughwonngear~~reducedlube oilpressure was 
a possible remedy. Based on this and with the concmeme of the turbine manufacturer, the oil relief7presm control 
valve setpoint was adjusted fiom 12-15 to 8-10 psig. The reduced lube oil pressure proved to be successful at solving 
the problem. 

This condition appears to be inherent to the system design. It had gone undetected since initial plant startup (more than 
20 years) due to two facts: (1) prior operation, either for testing or actual demand, usually lasted less than 15 miq and 
(2) such operation was typically at less than rated speed, which resulted in reduced lube oil pressure. 

NRC Information Notice (IN) 94-84, Air Entrapment in Terry Turbine Lubricating Oil System, was issued to address . 
this problem. It documented this event and a similar one for the turbinedriven auxiliary feedwater system at S e p y a h  
1. This IN noted that the turbine vendor had observed similar problems with some of the turbines during factory test 
runs or startup testing. A modification used by the manufacturer was to increase the bearing drain line size k m  1 to 
1.5 in. 
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E.10.3 Basis for Selection as An Impractical to Analyze Event 
The RCIC turbine’s ability to fully function had been impaired since itlitid Bfitiedityl sptenihsld been tietenmined 
tobe operablemost ofthetimebased onits abilitytopass surveillmo~ mdpo&i.t&iteii~f%testhg as well asto function 
inresponseto planttrips and losses of offsite power. However, the RCfC sptmbdflmC!rb8Mmforthe long mission 
times assumed in accident sequence models. Since no data exists omtXxnhg the i-Z@f%kd fiih t h e s  with the RCIC 
turbine in this condition, this event is considered impraoticd to 
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E.l l  LER NO. 295/94-011 

Event Description: Violation of lOCFR50, Appendix Rhalysis  Separation Criteria 

Date of Event: July 14,1994 

Plant: Zion1 

E.ll . l  Summary 
A deficiencyinthe AppendixRfire analysiswas foundthathadthepotentialto disablethe0 emergency dieselgenerator 
(EDG) and the 1A and 1B centrifugal charging pumps. 

E.11.2 Event Description 
The 0 EDG is capable of supplying power to both Units 1 and 2. During preparation for work to replace Thenno Lag 
associatedwiththe 0 EDGY it wasnotedthat anadjacent cable wasnotk-wrapped. This didnot codomto AppendixR 
requirements. The unwrapped conduit provides power to a Unit 2 bus and is on the 0 EDG side of a Unit 2 bus feeder 
breaker. SincethecableiSunprotected,ithas amuchgreaterlikelihoodoffailinginafire. This wouldrenderthe OEDG 
inoperable since no protective device exists between the EDG output and the cable. The 1B centrifugal pump receives 
power from the 0 EDGY and the power cable for the 1A pump is routed through the same fire zone. 

During the fire scenario of concern for this event, a loss-of-offsite power occurs in conjunction with the fire. With the 
disabling of both trains of the chemical and volume control system due to the loss of the two charging pumps, seal 
injection to the reactor coolant pumps (RCPs) would be unmailable, apd anRCP seal LOCA could occur. 

No immediate corrective action was necessary smce the area had been under continuous fire watch since 1992 due to 
the use of Thenno Lag inthe area 

E.11.3 Basis for Selection as An Impractical to Analyze Event 
During a postulated fire in the fire zone, multiple trains of equipment could be lost, which would lead to a seal LOCA. 
However, the probability of fire inthe fire zone of mterest, the progression of the fire, and possiile mitigating activities 
carmot be easily quantified. Therefore, this event is impractical to analyze. 
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E.12 LER,No. 382/94-004 

Event Description: Both Component Cooling Water Heat Exchangers Potentially Degraded 

Date ofEvent: March7,1994 

Plant: Water€ord 3 

E.12.1 Summary 
The component cooling water (CCW) heat exchanger A was found to be degraded &er performance testing. This 
condition was caused by biological fouling. 

E.12.2 Event Description 
During a refueling outageJ performance testing of the A CCW heat exchanger was conducted m response to Generic 
Letter 89-13 requirements. The results of the testing revealed that the heat exchanger perfomance was degraded. The 
CCW system is designed to provide cooling water to safety-related components at amaximum temperature of 115°F 
under accident conditions. The extrapolated testresults wouldresultina CCW outlettemperature of 117.2"F. Inspection 
with a boroscope of both CCW heat exchangers revealed deposits and microbiological activity onthe outside diameter 
of the heat exchanger tubes. Bothheat exchangers were chemically cleaned. 

E.12.3 Basis for Selection as An Impractical to Analyze Event 
PotentiallyJ both CCW heat exchangers did not provide therequired cooling. HoweverJ sincetheB CCW heat exchanger 
was not tested prior to its chemical cleaningJ its actual condition due to the biological fouling is indetelminate. As a 
resultJ this event can not be analyzed. 
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E.13 LER NO. 454/94-003 

Event Description: Auxiliary Feedwater Isolation Valves Potentially Exposed to Harsh Environment 

Date of Event: March 14,1994 

Plant: Byron 1 and 2 

E.13.1 Summary 
The removalofthe flood sealopenings (FSOs) betweenthemaiusteamtunnel andthe d a y  feedwater (AFW)tunnel 
could expose AFW isolation valves to a harsh environment, a condition for which they are not analyzed. 

E.13.2 Event Description 
The FSO plates provide a barrier for the AFW fiom the environment created m the event of a main steamline break 
(MSLB) in the main steam safety valve room or steam pipe tunnel. They also ensure a watertight environment m the 
AFW tunnel in the event of turbine building flooding due to a circulating water pipe break. In part due to the banier 
provided by the FSO plates, the environment in the AFW tunnel is considered mild, and the AFW isolation valves are 
not in the equipment qualification @Q) program. However, the plates had been removed periodically since 1985 for 
maintenance activities during plant operations as allowed by plant administrative procedures. No basis for this removal 
of the FSO was documented. 

IfaMSLB orturbinebuiidingfloodingoccurred~theFSOremoved,thepotentialexistedfornotbeing able to isolate 
a steam generator using the isolation valves in the AFW tunnel. 

E.13.3 Basis for Selection as An Impractical to Analyze Event 
Information concerning the potential for valve failure under flooding, high-temperature, or high-humidity conditions, 
and the frequency of initiating events that could impact these values is unavailable. This makes quantification of this 
event impractical. 
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Appendix F Containment-Related Events 

DockeWR No. 
336194-040 

F.l Containment-Related Events 

Description Plant Name Page 
Design Enror Allows Unfiltered Release Path Millstone 2 F.2-1 

One reactor plant operational event for 1994 was selected as a contbent-rellated event. Such events involve 
unavailability of a containment function, such as containment isolation, containment cooling, containment spray, or 
postaccident hydrogen controL Containment-related events are not cunrently considered precursor events as defined by 
the Accident Sequence Precursor (ASP) Program; however, infamation conceming historic failures that could result 
inreduced c o n t a i n m e n t p e r f o n n a j ~ e s t h e i r i n c l ~ o n i n ~ e ~ o ~ .  Containment modelshavenot beendeveloped 
as part of the ASP Program. The event identified for 1994 is shownm Table F.l 

A summary and event description are provided for this event 

Table F.l. Events identified as containment-related 
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F.2 LER NO. 336/94-040 

Event Description: Design Error Allows Unfiltered Release Path 

Date of Event: December 6,1994 

Plant: Millstone Point 2 

F.2.1 Summary 
On December 6, 1994, with the plant defueled, it was determined that a release path existed that allowed a direct 
discharge to atmosphere without charcoal filtration. 

F.2.2 Event Description 
A systemengineerreviehg aworkpackage identifiedthat anonsafety-related systemprovided anuntreated flowpath 
from the enclosure building (containment) to the atmosphere. A hydrogen analyzer cabinet and sample hood exhaust 
fan were found to take suction on the enclosure building and discharge approximately 1000 c h  out the unit’s main 
exhaust stack. Althoughthe flow path did have HEPA filters, no charcoal adsorbers were inthe flow path. An analysis 
concluded that 1OCFR100.11 limits would be exceeded in the case of a major accident involving the release of 
appreciable quantities of the core’s fission products. 

F.2.3 Analysis Results 
This event was not modeled as an accident sequence precursor since it is a containment-related event. 

F.2-1 NUREGICR-4674, Vol. 21 





Appendix G 

Appendix G 

“Interesting” Events 

G.1-1 NUREGlCR-4674, Vol. 21 





Appendix G “Interesting” Events 

G.l “Interesting’’ Events 

Nine reactor plant operational events for 1994 were selected as “interesting” events. These events are documented in 
this section. “Interesting” events are not normally precursor events as defined by the Accident Sequence Precursor 
Program; however, they provide insight into unusual failure modes with the potential to compromise continued core 
cooling. The events identified for 1994 are shownin Table G.1. 

A summary, event description, and any additional event-related information are provided for these events. 

Table G.l. Index of “Interesting” events 

DocketlLER 
Nn. Description 

Testing Error Drains Reactor to Drywell Spray W e  
J5194-015 1 Plant Shutdown 

~ ~~~ 

275194-020 I Dual Reactor Trip Due to Grid Disturbances 

295/94-003 I No Containment Pressure Indication on Startup 

298/94-010 Difficulty Establishing Shutdown Cooling 
324194-008 Plant-Centered Loss-of-Offsite Power 
366194-003 I LossofShutdown Cooling 

Refueling Water Storage Tank Flood Caused Reactor 
529194-002 1 Coolant Pump Trip and Reactor Trip 

Plant name 

Millstone 1 G.2-1 

Oconee 1 G.3-1 

Salem 1 G.4-1 

Palo Verde 2 G.10-1 

~ 
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6.2 LER NO. 245/94-015 

Event Description: Testing Enor Drains Reactor to Drywell Spray While Plant is Shut Down 

Date of Event: April 10,1994 

Plant: Millstonel 

G.2.1 Summary 
Duringtesting onday 85 of aplant outage, the shutdown cooling (SDC) system was jnadvertently aligned to the drywell 
spray system. Approximately 12,000 gal of reactor coolant inventory was sprayed into the drywell before operators 
identified and isolated the leakage pathway. 

6.2.2 Event Description 
On April 10,1994, Millstone Unit 1 was in day 85 of an extended outage when testing was begun on the low-pressure 
coolantinjection(L,PCI) systemlogic. WiththeLPCIpumpbreakersrackedout,LPCIvahre l-LP-lOB,trainB outboard 
contaiiment isolation valve, was opened. The SDC system at Millstone, unlike many boiling water reactor (BWR) 
plants, shares some piping with the LPCI system but employs dedicated SDC pumps instead of relying on the LPCI 
pumps. SDC discharge is piped into the B trainLPC1 injection line,just downstream of the 1OB valve. Whenthe 10B 
valve was opened, the B LPCI train was pressurized by the SDC system. The A LPCI train was pressurized as well 
through the normally open cross-connect between the LPCI trains. 

Subsequently, LPCI drywell spray valves 1-LP-15A and 1-LP-16A were opened. This directly alignedthe SDC system 
to the A trah LPCI drywell spray system. About 3 min later, a drywell sump hi-hi level alarm was received m the 
controlroom. Atthattime, operators observedthatreactorvessellevelhad declinedfromabout+85 in. onthe “flood-up” 
(wide-range) level gauge to about 40 to 50 in. and was decreasiugrapidly. Approximately 2 min later, operators closed 
the LPCI valves and terminated the transfer of reactor coolant to the drywell sprays. At that point, the reactor level was 
about +6 in. on the wide-range level gauge or about +20 in. on the narrow-range gauges. It was estimated that 
approximately 12,000 gal was lost from the reactor coolant system at 2200 gpm during the 5.5-min event 

Had reactor level dropped an additional 12 in., which would have occuned approximately30 s latery the low-level Group 
III isolation would have been initiated. Among other things, the Group III isolation signal provides for isolation of all 
SDC motor-operated valves, which would have automatically terminated the event. Ifthe blowdownpathhad not been 
successllly isolated and the level continued dropping, an emergency core cooling system start signal would have been 
provided to the inoperable LPCI pumps, as well as to the core spray (CS) system, which was operable but set m 
“pull-to-lock.” The CS system is capable of providing 3600 gpm from each of its two pumps. Had reactor level dropped 
furthery to about -118 in., core uncovery would have occurred. It was eha ted tha t  core uncovery would have occuned 
approximately 13 min from the start of the event. 

6.2.3 Basis for Selection as An “Interesting” Event 
Automatic isolation of the drain down should occur when the vessel level reaches 132 in. above the top of the active 
fuel. This would require the closure of one of the three motor-operated valves upon receipt of a Group III isolation 
signal. If the isolation did not occur, makeup via the CS pumps would be possible. The LPCI pumps were unavailable 
since their breakers were racked out. Ifneither of these actions is successful, thevessel will be drained to the top of the 
active fuel in about 10 min. The drain down &ill continue until the SDC pumps lose adequate suction head. 

6.2-1 MTREGlCR-4674, Vol. 21 



LER NO. 245194-015 Amendix G 

6.2.4 Factors of Interest 
This event involved anintersystemLOCA at shutdown. This event is similar innature to the Wolf Creek event descriied 
in Appendix D. However, due to the slower transfer rate and the lower decay heat rate in this event, this event is an 
"Interesting" event and not a precursor. 
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G.3 LER NO. 269/94-004 

EGent Description: Past Unavdilabiliiy of the Emergency Condensor Circulating Water and Low-Pressure 
Service Water Systems 

Date of Event: July 26,1994 

Plant: Oconee 1 

G.3.1 Summary 
On July 13,1994, during planning for valve maintenance that would take the elevated water storage tank (EWST) out 
of service, the system engineering group was asked to determine the applicable limiting conditions for operation (LCO). 
This determination foundthat the low-pressure service water (ZPSW) system, apostaccident core cooling system, could 
be rendered inoperable. This inoperzibility would occur if the lake level was more than 2 ft below the full pond level 
and a loss-of-offsite power (LOOP) event occurred while the EWST was out of service. The emergency condenser 
circulating water (ECCW) system would not maintain siphon flow under these conditions. Subsequent investigations 
revealed that the LPSW system was also vulnerable on other occasions due to the Unit 1 main feeder bus (MFB) being 
out of service longer than 72 h. 

6.3.2 Event Description 
It was determined that sealing water supplied fromthe EWST to the condenser circulating water (CCW) was necessary 
to prevent loss of ECCW siphon flow when lake level is less than798.13 ft (about 2 ft below full pond level) during a 
LOOP event. 

The CCW system supplies the LPSW system through the CCW crossover header. The ECCW is part of the CCW and 
performs two separate functions. One of these is to recirculate CCW to the intake canal following the loss of Lake 
Keowee (dam failure). The second function is an unassisted siphon during LOOP. This siphon supplies suction for the 
LPSW system and provides cooling water flow though the condenser. The LPSW system provides cooling for 
components in the turbine building, the auxiliary building (AB), and the reactor building (RB). LPSW also cools 
engineering safeguards equipment in the AI3 and RB and is required by technical specifications for these hctions.  

An evaluation to support repair work revealed that a lake level of 798.13 ft or greater was sufficient to provide gravity 
flow for suction supply to the LPSW. However, if the lake level is less than 798.13 ft and the EWST is unavailable 
during aLOOP, the ECCW maynotmaintainsiphonflow due to assumed airinleakagethroughthe CCWpump seals, 
thus rendering the LPSW pumps inoperable. 

The evaluation found that the EWST had beentaken out of service during 1985 and 1990 while lake level was less than 
798.13 ft. In 1985, between August and November, the EWST was removed from service to be painted, and lake level 
was 8 ft  below full pond level. In 1990, at various times between July and September, the EWST was removed from 
service for valve maintenance. During these periods, the ECCW and LPSW had been technically inoperable. 

The HPSW system provides a source of fire protection, bearing lubrication, sealing, and cooling water to various 
equipment for all  three Oconee units. Its pumps are powered fromthe Unit 1 MFBs. Inthe event of a LOOP, the HPSW 
via the EWST automatically supplies cooling water to the turbine-driven emergency feedwater pump (TDEFW) and its 
oil cooler and maintains CCW pump seal water and pump cooling. If one of the Unit 1 MFBs is taken out of service for 
maintenance during an outage, then HPSW would be vulnerable to a single failure, rending the system inoperable. This 
potential effect on the CCW and LPSW for all three units had not been recognized, and the appropriate LCO had not 
been entered. The LPSW system was determined to have been inoperable in the past. 
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6.3.3 Basis for Selection as An “Interesting” Event 
This event was not modeled as an accident sequence precursor. The principal diEculty in such an analysis would be 
the need to model the plant’s 1985 and 1990 configurations. Also, the actual lengths of time for when the LPSW had 
been inoperable due to the potential.loss of suction to the system’s pumps from the removal of the EWST or one of the 
two Unit 1 MFBs are not readily mailable. 

6.3.4 Factors of Interest 
This event involves the potential inoperabilily of numerous safely-related systems for approximately 6 months. 
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6.4 LER NO. 272/94-007 

Event Description: Reactor Trip, Two Safety Injection Actuations, and Solid Pressurizer Operation 

Date of Event: April 7,1994 

Plant: Salem 1 

6.4.1 Summary 
Salem 1 was reducing power in preparation for taking the main turbine off-line because of circulating water (CW) system 
problems caused by large quantities of river marsh grass and debris that were clogging the intake structure. Following 
an unexpected reactor trip, two safety injections were automatically initiated. The first, caused by a main steam pressure 
pulse, resulted in the pressurizer filling completely with water (solid condition) in a shorter than expected period of 
time. The second was caused by a rapid decrease in reactor system pressure when a secondary safety valve opened with 
the pressurizer solid. The pressurizer power-operated relief valves (PORVs) actuated over 300 times during the event 
and passed a significant quantity of water. Once safety injection was terminated, the operators reestablished a bubble 
in the pressurizer. The operators were unaware’of a yellow path procedure to restore a pressurizer bubble and instead 
relied on support fkom Technical Support Center personnel outside of direct EOP guidance. 

6.4.2 Event Description 
Salem 1 was operating at reduced power on April 7,1994, because seasonal river marsh grass and debris were severely 
affecting the CW intake structure. A load reduction was in progress to take the main turbine off-line following the 
clogging of several traveling screens and numerous CW pump trips. Reactor power was reduced to 7% by inserting 
control rods and by increasing the boron concentration in the reactor coolant system. 

Initially, during the downpower maneuver, operators reduced turbine power ahead of reactor power, and the resulting 
power mismatch caused a slightly higher than normal reactor coolant system (RCS) temperature. At 1043 hours, the 
nuclear shift supervisor (NSS) directed the operator controlling reactor power to go to the electrical distribution panel 
and begin shiftins plant loads to offsite power sources. At the time, the control room crew believed the plant was stable; 
however, they failed to recognize that reactor power was still decreasing due to the delayed effect of the boron that had 
been added. This led to a reversal of the power mismatch and a decreasing RCS temperature. 

At 1045 hours, the NSS identified the resulting overcooling condition, went to the reactor control panel, and began 
withdrawing control rods to raise RCS temperature. Then he turned over rod control operation to the original operator. 
This operator continued to withdraw the control rods, and reactor power increased fkom approximately 7% to 25% of 
full power. Since the reactor had dropped below 10% power, the power range high-neutron flux low-setpoint trip had 
automatically reinstated, establishing a 25% power reactor trip setpoint. At 1047 hours, reactor power reachedthis level 
and the reactor tripped. 

Almost immediately following the reactor trip, an automatic safety injection (SI) signal actuated. The SI occurred only 
on the train A logic and was caused by high steam flow coincident with low RCS temperature. The licensee later 
determined that the high-steam flow signal was the result of a short-duration pressure pulse created in the main steam 
lines by the closing of the turbine stop valves when the turbine tripped. Because of the short duration of the pressure 
pulse, only SI train A actuated, and a number of components had to be manually placed in their SI positions. This 
included some of the main steam isolation valves (MSIVs) and main feedwater isolation valves, which were closed fiom 
the control room, The main feedwater (MFW) pumps were also manually tripped. SI train A was reset with its automatic 
actuation in the “blocked” position. SI train B actuation logic remained armed. 
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Once the MSIVs were closed, the primary coolant system continued to heat up because of decay heat and the running 
reactor coolant pumps. This caused steam generator (SG) pressure to.increase. Due to a design problem in the valve 
controllers for the main steam atmospheric relief valves, these valves didnot automatically open to control SG pressure, 
nor did the secondary nuclear operator manually open the valves as required to prevent lifting the SG safety relief valves 
(the operator was occupied with the many manual valve repositionings required after the single-train SI actuation). 

As a result of the primary heatup and the water added by the SI, the pressurizer filled to solid or near-solid conditions, 
and the PORVs periodically opened to control primary pressure. Shortly before 1126 hours, SG pressure increased to 
the safety valve lift setpoint in the No. 11 SG. The opening of two SG safety valves caused a primary system cooldown 
and, due to the solid water state of the primary system, primary system pressure rapidly decreased. At 1126 hours, 
primary pressure decreased to the SI setpoint of 1755 psig. Since train B of the SI logic remained armed, a second 
automatic SI was actuated by that train of logic. The operators had also identified the decreasing RCS pressure and 
manually initiated SI moments after the automatic actuation. 

At 1 149 hours, the pressurizer relief tank (PRT)iupture disk ruptured to relieve the increasing tank pressure that resulted 
from the volume of primary inventory discharged through the PORVs. The PORVs actuated over 300 times to relieve 
water to the PRT (PORV PRl cycled 109 times and PORV PR2 cycled 202 times based on “valve not fully closed” 
indication). Following the event both PORVs were inspected. New stainless steel valve internals had been installed in 
1993; these internals had no service life other than testing prior to the event. PORV PR2 exhibited galling of the stem 
where it passed through the bonnet and severe wear and scrapes along part of the plug and cage. PORV PRl did not 
exhibit stem wear, although there was some wear to the plug and cage, and there was a possible cut in the valve seat. 
Both valves had an axial crack on both sides of the antirotation pin. Damaged parts were to be replaced prior to the 
unit’s returning to power. There was no indication that any primary safety valve lifted during the event. 

The operators were faced with the task of cooling down the plant from normal operating temperature and pressure 
without having a steam bubble in the pressurizer to accommodate pressure fluctuations. Once SI was terminated, 
operators controlled primary pressure through a combination of charging and letdown using the chemical and volume 
control system. Significant variations in RCS pressure in response to minor temperature changes were prevented by 
keeping the reactor coolant pumps (RCPs) running and by recovering a bubble in the pressurizer prior to initiating a 
plant cooldown (with the RCPs tripped, a one-degree change in temperature could have resulted in a 100 psi change in 
RCS pressure). 

At 13 16 hours, the licensee voluntarily declared an Alert to ensure the actuation of the Technical Support Center (TSC) 
to provide the operators with any technical assistance that might be required as they cooled down the plant. By 1410 
hours, the TSC had been staffed, and at 151 1 hours the operators restored a bubble in the pressurizer. 

Guidance for reestablishing a steam space in the pressurizer for pressure control was available to the operators by use 
of the Critical Safety Function Coolant Inventory Status Tree yellow path “Response to High Pressurizer Level.” 
However, this was not used. The operators were unaware of a yellow path to establish a pressurizer bubble. Instead, the 
operators continued through the Emergency Operating Procedure (EOP) for SI termination and, with technical support 
from the TSC, reestablished the steam space in the pressurizer outside of direct EOP guidance. 

The Salem and Hope Creek service water systems were unaffected by the river debris that clogged the Salem CW intake 
structure. 

Additional information concerning this event is provided in Augmented Inspection Team (AIT) Report 50-272-94-80 
dated June 24,1994 (Ref. 2). 

6.4.3 Additional Event-Related Information 
The Salem charging system includes three pumps: two centrifugal charging pumps and one positive displacement pump. 
The shutoff head of the centrifugal pumps is 2670 psig, well above the PORV setpoint of 2330 psig. 
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The AIT report for the event noted that the Salem Final Safety Analysis Report (FSAR)  analyses include an allowance 
of 20 min to reset SI following inadvertent actuations. Westinghouse Electric Corporation (the Nuclear Steam Supply 
System vendor) analyses assume a shorter, 10-min operator response time. A June 30,1993, letter fiom Westinghouse 
to the licensee noted that potentially nonconservative assumptions had been used in the licensing analysis of the 
Inadvertent Operation of the Emergency Core cooling System (ECCS) at Power accident, and that a water solid condition 
could occur in less than the 10-min operator action time assumed by Westinghouse to identify the event and terminate 
the source of fluid increasing the RCS inventory. Reference 2 concluded that the Westinghouse-assumed 10-min time 
period may need to be reexamined in light of this event. The Salem operators took about 17 min to terminate safety 
injection following the first SI and 12 min to terminate safety injection following the second SI. The pressurizer became 
water solid during the event, although the plant operators responded appropriately to the inadvertent SI actuations in 
accordance with approved EOPs. 

6.4.4 Basis for Selection as An “Interesting” Event 
The event was not modeled as an accident sequence precursor, primarily due to the difficulty associated with the 
deielopment of aPR4 model for plant response following a solid pressurizer condition. No existing analyses that address 
solid operation were identified, and the complete development of such a model is beyond the scope of the ASP program. 

6.4.5 Factors of Interest 
The event involves the occurrence of a solid pressurizer condition in a shorter than expected time period following a 
spurious SI. Although the Salem operators responded expeditiously to the SI in accordance with the EOPs, they could 
not prevent the pressurizer going solid. 

The PORVs were repeatedly challenged once the pressurizer was solid, which increased the likelihood of their sticking 
open and resulting in atransient-inducedLOCA (galling andunexpected wearwere observed duringthe valve inspection 
following the event). 

If the reactor coolant pumps had been secured by the operators, large fluctuations in RCS pressure could have occurred 
following minor temperature changes. This could have resulted in the formation of voids in unusual parts of the system, 
including the SG U-tubes, with a resulting loss of natural circulation. 

The operators were faced with the difficult task of controlling the plant once the pressurizer was solid. They were 
unaware that a Critical Safety Function Coolant Inventory Status Tree yellow path, “Response to High Pressurizer 
Level,” existed for Salem and did not use it to establish a pressurizer bubble. Instead, the operators continued through 
the EOP for SI termination and reestablished the pressurizer bubble outside of direct EOP guidance. 

6.4.6 References 
1. 

2. 

LER 272/94-007, Revision 1, “Reactor Trip from 25% PowerRwo Safety Injections, Manually Initiated 
Mainstream Isolation, and Discretionary Declaration of Alert,” May 10, 1994. 
NRC Augmented Inspection Team (AIT) Report No. 50-272/94-80 and 50-31 1/94-80, June 24, 1994. 
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G.5 LER NO. 275/94-020 

Event Description: Dual Reactor Trip Due to Grid Disturbances 

Date of Event: December 14,1994 

Plant Diablo Canyon 1 & 2 

G.5.1 Summary 
On December 14,1994, both Diablo Canyon units tripped due to a grid disturbance. 

6.5.2 Event Description 
At 1226 hours on December 14,1994, both Diablo Canyon reactors tripped due to an undervoltage condition on the 
buses supplying the reactor coolant pumps (RCP). This undervoltage conditionwas due to a grid disturbance that started 
in Idaho and affected most western states and Canadian provinces. The reactor trip is anticipatory and designed to 
minimize the effects of the expected trip of the unit‘s RCPs. In this event, the voltage on the buses supplying power to 
the RCPs did not decrease enough to actually cause the RCPs to trip, and they continued to operate throughout the 
transient. Except for minor equipment anomalies, this was anuncomplicated trip. 

G.5.3 Basis for Selection as An “Interesting” Event 
This event is bounded by the normal trip Since no significant equipment failures occurred. 

6.5.4 Factors of Interest 
The cause of the trip (large-scale grid disturbance) was u n d ,  however, the trip response was nominal. 
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6 .6  LER NO. 295/94-003 

Event Description: No Containment Pressure Indication on Startup 

Date of Event: March 23,1994 

Plant: Zion1 

6.6.1 Summary 
On March 23,1994, during the reactor startup following a 6-monthrefueling outage, containment pressure indications 
did not change during a containment vent. Investigation revealed that the sensing lines on all of the safety-related 
containment pressure transmitters were capped inside containment. 

G.6.2 Event Description 
During the reactor startup, the lack of containment pressure changes during containmentventingresulted inverification 
of the valve lineups and draining of the vent lines. After these actions had no effect, M e r  investigation discovered 
pipe caps on the instrument sensing lines on the inside of the containment penetrations. The pipe caps were found to 
have been installed four days before on March 19,1994, while the plant was in cold shutdown, but the condition was 
discovered when the plant was in the startup mode. The pipe caps caused the containment pressure engineered safety 
features actuation logic, narrow- and wide-range indicators, and recorder to be inoperable during this period. The cause 
of the event was the lack of labeling on containment penetrations inside the containment. Additionally, the work to cap 
open containment penetration lines was deficient in planning and execution. 

AlthoughtheECCS highantainmentpressurefunctions werenot available, theremaining actuationsystems andECCS 
systems were available, and the core decay heat was minimal. 

6.6.3 Basis for Selection as An “Interesting” Event 
This event was not modeled as an accident sequence precursor due to the short time period during which the plant 
response to accidents would have been impacted and the availability of alternate actuation signals for safety injection. 

6.6.4 Factors of Interest 
This event is an example of a common-mode failure that resulted in the disabling of all the inSrnrmentation for a 
safety-related process variable. 
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6.7  LER NO. 298/94-010 

Event Description: Difficulty Establishing Shutdown Cooling 

Date of Event: May 26,1994 

Plant: Cooper Station 

G.7.1 Summary 
On May 26,1994, while attempting to place the residual heat removal (RHR) system in the shutdown cooling (SDC) 
mode, the SDC isolationvalves automatically closed three times on high-pressure signals. The cause was found to be 
leakage though the B RHRpump minimum flow valve to the suppression pool (torus). 

6.7.2 Event Description 
Prior to the first isolation occuxring, heatup and flushing of the B RHR loop piping was in progress in preparation for 
placingthe B loop inthe SDC mode of operation. Whenthe RHRSDC suctionvalves were opened, anisolation occurred 
withindications of apressure perturbation, and reactor pressurevessel level dropped approXimately4.5 in. A walkdown 
of the accessible RHR piping revealed no damage to the RHR system. The cause of the pressure perturbation was 
assumed to be a steamvoid fromthe heated water (-25O0F), which had been static for more than 2 h. This led the plant 
personnel to be aware of the potential for a second isolation and the assumed need to reset the isolation and reopen the 
valves as soon as possible if a second isolation did okur. 

When the isolation logic was reset and the RHR SDC suctionvalves reopened, a second isolation did occur. Another 
pressure perturbation occurred, and the RFV level decreased 13.5 in. Nine minutes later, after resetting the isolation 
logic andreopeningthevalves, the same thing happened againwithRPVleveldecreasing 16.5 in. The cognizant system 
engineer subsequently noted audible leakage through the B RHR pump minimum flow valve to the suppression pool. 
In anunrelated investigation, it had beennoted that suppression pool levelhad been slowly increasing since around the 
timetheflushingandheatupforthe SDCmodehadbegun. TheBRHRpumpminimumflowvalvewasmanuallyclosed 
and declared inoperable. RHR SDC mode was subsequently placed in service. 

The failure of the minimum flow valve to fully close was due to foreign material on one of the valve’s torque switch 
contacts. Although the RHR suffered no damage fiom the water hammer induced by the steamvoids created when the 
RHR l i e s  refilled, the potential existed due to the failure of engineering and operations personnel to develop actions 
to eliminate the steamvoid and ensure that the piping was properly filled and pressurized. 

G.7.3 Basis for Selection as An “Interesting” Event 
This event was not modeled as an accident sequence precursor since limited equipment failures occmed and SDC was 
subsequently initiated. 

G.7.4 Factors of Interest 
This event is of interest due to the multiple, repeated, UIlnecessG challenges to plant systems while shut down with 
high-decay loads. 
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6.8 LER NO. 324/94-008 

Event Description: Plant-Centered Loss-of-Offsite Power 

Date of Event: May 21,1994 

Plant: Brunswick, Unit 2 

G.8.1 Summary 
On May 21,1994, with Brunswick Unit 2 in a refueling outage, the system dispatcher notified the Brunswick control 
room that maintenance had been completed on the Whiteville 230-kV line. Prior to returning the line to service, testing 
had to be conducted on the circuit breakers. Testing of the Whiteville breakers would involve opening three breakers 
in the Brunswick switchyard. At 1509 hours, the dispatcher opened the wrong breakers. This caused a loss-of-offsite 
power (LOOP) to Brunswick Unit 2, while Unit 1 remained powered fiom offsite sources. All four emergency diesel 
generators (EDGs) started, and loads automatically sequenced onto the buses for EDGs 3 and 4. With the exception of 
the reactor building ventilation system, all other engineered safety features responded as required. Offsite power was 
restored 2 min later at 151 1 hours. By 1618 hours, the plant buses were realigned back to their normal supplies and the 
EDGs were shut down. 

If this switchyard testing had been performed at power, the same results would have been obtained; Unit 2 would 
experience a LOOP. A similar event (LER 324189-009) occurred at Brunswick Unit 2 in 1989 with the plant at 76% 
power. On June 17,1989, troubleshooting activities related to a startup auxiliary transformer (SAT) ground caused the 
SAT to trip. Due to the loss of power to the recirculation pumps, the plant was manually tripped. This resulted in a 
LOOP event at Brunswick Unit 2. Corrective actions for the 1989 event did not indicate that maintenance and 
troubleshooting ofthe SAT would be restricted to when the Brunswickunits were shut down. Therefore, it was concluded 
that this event could also occur at power. 

6.8.2 Event Description 
Brunswick Unit 2 was in a refueling outage on May 21,1994. The system dispatcher notified the Brunswick control 
room that maintenance had been completed on the Whiteville 230-kV line. He also informed them that testing would 
be required on the circuit breakers prior to restoring them to service. The Unit 2 SAT was being supplied fiom switchyard 
bus 2B. Testing of the Whiteville breakers would involve opening one breaker on switchyard bus 2B (breaker 28B) and 
two breakers on switchyard bus 2A (breakers 27A and 30A). At 1509 hours, the dispatcher opened breaker 28B as 
required. Then, instead of opening breakers 27A and 30A, he opened breakers 27B and 30B. This resulted in a LOOP 
to Unit 2. All four Brunswick EDGs started, and loads automatically sequenced onto the buses for EDGs 3 and 4. The 
reactor protection system motor generators A and B tripped. The spent fuel pool cooling pumps and supplemental spent 
fuel pool cooling pumps tripped. The 2A nuclear service water pump automatically started. The reactor building 
ventilation system isolated, and the standby gas treatment (SBGT) system automatically started. The reactor building 
ventilation system inboard dampers did not automatically isolate due to a relay failure in the SBGT control relay logic. 

Brunswick notified the dispatcher that there had been an automatic start of the EDGs. The dispatcher realized that he 
had opened the B circuit breakers instead of the A circuit breakers. At 151 1 hours, the B circuit breakers were closed, 
and power was restored to the SAT. By 1618 hours, the plant buses were realigned back to their normal supplies, and 
the EDGs were shut down. By 1828 hours, switching operations were completed, and the 230-kV buses were in their 
normal configuration. 
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6.8.3 Additional Event-Related Information 
There are 4 EDGs at Brunswick EDGs 1 and 2 normally provide emergency power for Unit 1, and EDGs 3 and 4 
normally provide emergency power for Unit 2. However, the emergency buses from each unit can be cross-tied. Thus, 
emergency power for Unit 2 could be supplied from the Unit 1 buses via offsite power sources or ED& 1 and 2. 

Each of the four emergency buses is designed to power one residual heat removal (RHR) pump for each unit, and the 
five service waterpumps are powered suchthat at least one is available fmmthe oppositeunit’s emergency buses. Thus, 
the unit that loses offsite power has RHR capability that is powered from a separate switchyard and is not dependent 
on the postulated loss of the unit’s emergency buses. 

During power operations the SAT feeds the reactor recirculating pumps, and the unit auxiliary transformer VAT) feeds 
all other plant loads. The UAT is supplied by the main generator. Thereforey any loss of power to the SAT would cause 
the recirculation pumps to trip. This, in tum, would re@e the operators to manually trip the reactor. Once the reactor 
is tripped, the main generator would trip and the UAT would be lost. This would result m aplant LOOP. 

6.8.4 Basis for Selection as An ccInteresting’s Event 
A similar event (LER 324/89-009) occurred at Brunswick Unit 2 in 1989. On June 17, 1989, with the plant at 
76% powery troubleshooting activities related to an SAT ground caused the SAT to trip. Due to the loss of power to the 
recirculation pumps, the plant was manually tripped. This resulted in a LOOP event at Brunswick Unit 2. Conective 
actions for the 1989 event did not mdicate that maintenance and troubleshooting of the SAT would be restdcted to when 
the Bnmswick Units were shut,down. The ASP analysis of LER 324/89-009 is documented inPrecursors to Potential 
Severe Core Damage Accidents: 1989 A Status Report, NUREGICR-4674, Vol. 12. 

Any loss of power to the plant from the SAT would cause the recirculation pumps to trip. This, in turn, would requhe 
the operatom to trip the reactor. Once the reactor is tripped, the main generator would trip, and the UAT would be lost. 
This would result in a plant LOOP. 

NUREG/CR-4674, VoL 21 6.8-2 



Appendix G LER NO. 366194-003 

G.9 LER NO. 366/94-003 

Event Description: Loss of Shutdown Cooling 

Date of Event: March 17,1994 

Plant: Hatch2 

G.9.1 Summary 
On March 17,1994,34 h after the start of a refueling outage, the operating loop of shutdown cooling (SDC) for Hatch 
Unit 2 was isolated by a control circuit fault. Approximately 1 h and20 rnin elapsed before the standby loop was placed 
in service. The reactor coolant temperature rose from 168°F at the start of the event to saturation temperature when 
localized boiling occurred. Reactor pressure peaked at 9 psig despite an open half-inch vent line. A similar event occurred 
at Peach Bottom Unit 2 and is briefly described in the event description. 

6.9.2 Event Description 
Hatch 2 was in cold shutdown with decay heat removal provided by SDC loop B on March 17,1994, at 1131 hours, 
34 h after shutdown for a refueling outage. An engineer was tracing the route of a wiring bundle and inadvertently 
caused an exposed bare wire strand to contact themetal wireraceway. The subsequent circuit groundcausedthe spurious 
activation of certain primary containment isolation system (PCIS) functions. This includedthe closure of the SDC loop B 
discharge valve, which terminated SDC. 

Reactor coolant system (RCS) temperature was approximately 168OF when SDC was lost. Due to a failure of a process 
computer low-flow alarm, it took 9 rnin (1 140 hours) for the operators to recognize that SDC loop B was not providing 
any flow through the core. When operators attempted to reopen the SDC loop B discharge valve, it opened and 
immediately closed due to the locked-in, spurious PCIS signal. Operators then shut down the operating residual heat 
removal (RHR) pump and began trying to diagnose the problem with the assistance of the engineer who introduced the 
fault. 

The operators entered the "Loss of Shutdown Cooling" procedure and raised reactor water level fiom 37 to 57 in. to 
promote natural circulation. Temperature was monitored at the inlet to the reactor water cleanup (RWCU) system. It 
remained steady over the first 30 rnin of the event. This was probably due to the effect of adding cold makeup water to 
raise the reactor water level and the effect of monitoring temperature within the RWCU system, which takes a suction 
fiom the bottom of the reactor vessel. If temperature approaches 212OF, the procedure directs that an alternate cooling 
path be established. Pressure was also used as an indication of the rising core temperature. However, the pressure 
indication used was a 0- to 1200-psig gauge marked in 20-psig increments. This was inadequate to observe a small 
pressure increase. RHR loop A was available for SDC, but this was not pursued while the temperature apparently 
remained stable. Instead, efforts were concentrated on discovering the reason for the spurious PCIS signal. 

Thirty minutes after the initiation of the PCIS signal (1202 hours), temperature at the inlet to the RWCU system began 
torise. Thispromptedoperators tobegintoline-upRHRloop Afor SDC. Somedelaywasencounteredwhileatemporary 
procedure change was processed to allow the operators to waive the normal system flush before placing loop A in 
service. RWCU inlet temperature rose to 185OF, and reactor pressure rose to 9 psig before SDC loop A was placed in 
service, 80 min after the spurious PCIS signal interrupted flow fiom SDC loop B. RWCU inlet temperature ultimately 
rose to 195OF before it began to decrease. Throughout the event, a half-inch reactor vessel vent line was open. However, 
this did not provide enough cross-sectional area to prevent the reactor vessel fiom pressurizing. Analysis by the nuclear 
steam supply system vendor indicated that the bulk temperature remained less than 212OF; however, localized boiling 
did occur. 
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By 1325 hours, a blown fuse in the PCIS initiation circuitry had been found and replaced. Subsequently, the PCIS signal 
was reset, and the SDC loop B discharge valve was cycled to ensure its operability. Therefore, SDC loop B was restored 
to standby status at 1325 hours, 1.75 h after the discovery that no SDC flow existed (1 140 hours). 

A similar event occurred at Peach Bottom 2, near the end of a refueling outage. The B reactor recirculation pump (RRP) 
was secured to limit the heat input. This placed the plant in a natural circulation mode with the reactor head vent open. 
Operators planned to test run the A RRP while flushing SDC loop B. However, the operators were unsuccessfid in 
starting the A RRP. Reactor head flange temperature and RWCU inlet temperature were to be monitored every 15 min. 
The operator observed the RWCU inlet temperature decrease steadily and failed to recognize the increasing reactor head 
flange temperature until reactor pressure increased 1 psig. Flange temperature had reached 230"F, and bulk temperature 
was 205°F when SDC loop B was restarted 4 h after initially securing the B RRP. 

6.9.3 Factors of Interest 
Both these events are interesting due to the time required before ljeginning to restore SDC. In the Hatch event, high 
decay heat loads existed just 34 h after shutdown; however, operators waited to see an indication of increasing 
temperatures before commencing efforts to restore a SDC loop. This time delay was further increased while processing 
a procedure change. In the Peach Bottom event, operators watched the incorrect temperature indication for several hours 
and chose not to question continually decreasing temperatures even though they were knowledgeable of decay heat 
generation in the core. 

Both events are also interesting due to the inadequate instrumentation monitored during the events. In both events, 
RWCU system temperatures were monitored when other indications were available. In the Hatch event, a pressure 
instrument calibrated in20-psig increments was monitored when amuch smallerpressure change was expected. Pressure 
indication at a much finer resolution was available via the plant computer. 
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G.10 LER NO. 529/94-002 

Event Description: Reheling Water Storage Tank Flood Caused Reactor Coolant Pump Trip and Reactor 
Trip 

Date of Event: May 28,1994 

Plant Palo Verde 2 

G.lO.1 Summary 
On May 28,1994, water fiom the refueling water storage tank (RWST) had gravity-drained through a containment spray 
(CS) isolation valve after maintenance was performed on the wrong logic train. The water sprayed into containment via 
the auxiliary CS nozzles. This resulted in a reactor coolant pump (RCP) trip when water fiom the CS system entered 
an RCP termination box and caused a short circuit. This caused the reactor to trip. 

6.10.2 Event Description 
Maintenance troubleshooting and replacement of a relay in the A train engineered safety features actuation system 
(ESFAS) was authorized. The relay of interest controlled the CS isolation valve. The A train relay cabinet was 
deenergized in preparation for work by the maintenance technicians, but the technicians incorrectly worked on the 
B train relay cabinet. When the incorrect relay was removed, the B train CS isolation valve opened as designed, without 
actuating any control room alarms. The opening of this valve created a flow path that allowed borated water to 
gravity-drain fiom the RWST into containment through the auxiliary CS nozzles. 

Some of the borated water entered an RCP penetration termination box that containedthe 1B RCP 13.8-kV power leads. 
The water caused a short circuit, which tripped the 1B RCP. The RCP trip caused a reactor trip on low departure fiom 
nucleate boiling ratio (DNBR), which is the expected plant response. The plant response to the reactor trip was nominal. 

Approximately 7000 gal of borated water drained fiom the RWST over a 2-h period. This represents about a 1% level 
change in the RWST level, which is not noticeable on the RWST level instrumentation. High containment sump levels 
and increasing containment humidity caused by the leakage were being investigated by the plant staff. After verifying 
that the source of water was not from the primary coolant system, a containment entry to identify the source of the 
leakage was in progress when the reactor trip occurred. The CS isolation valve was closed after the flow path through 
the CS nozzles was visually identified. 

Components withii the area affected by the borated water fiom the auxiliary CS nozzles were inspected and repaired 
as necessary. 

6.10.3 Basis for Selection as An “Interesting” Event 
This event was not modeled as an accident sequence precursorsince the response to the reactor trip was uncomplicated. 

6.10.4 Factors of Interest 
The initiation of the reactor trip due to activation of the CS system caused by maintenance activities is unusual. 
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Appendix H Introduction 

H.1 Introduction 

This appendix contains the comments received fiom the applicable licensees and the Nuclear Regulatory Commission 
(NRC) staff for each of the potential precursors. The comments for each potential precursor are listed and discussed in 
docket number order, where the docket number refers to the plant that reported the problem. Comments are further 
separated into licensee and NRC comments. Only comments considered pertinent to the accident sequence precursor 
analysis are addressed. Due to the length of the comments received, they are paraphrased in this appendix. Comments 
simply pointing out grammatical or spelling errors were addressed in the revision of the analyses but are not listed or 
addressed in this appendix. The reanalysis of the potential precursors resulted in the elimination of some events fiom 
the final set of precursors contained in Appendices C and D of this report. These events are noted in Table H.l. 

Table R1. List of comments on preliminary ASP analyses 

LE& 213/94-004, 

IR 213/94-03 

LER 237/94-018 Dresden 2 

Dresden 2 

LER 245/94-015* Millstone 1 

LER 250/94-005 
LER 266194-002 Point Beach 1 

Turkey Point 3 and 4 

Zion 2 

LER 3 18/94-001 I Calvert Cliffs 2 

LER 324/94-008* Brunswick 2 
LER 366/94-003* Hatch 2 

LER 458194-023 River Bend 

IR 482194-18 Wolf Creek 

LER 498/94-012* South Texas 1 

IRs 499/94-13, -16* South Texas 2 

rlbis event eliminated from set of fmal precursors. 

Event description Page 

Power-Operated Relief Valves and Vital 480-V ac Bus Degraded H.2-1 

Motor Control Center Trips Due to Improper Breaker Settings H.3-1 

Long-TeiUnavailability of High Pressure 
Coolant Injection H.4-1 

Testing Error Drains Reactor to Drywell Spray 
While Plant is Shut Down H.5-1 

Load Sequencers Periodically Inoperable H.6-1 
Both Diesel Generators Inoperable H.7-1 

H.8-1 Reactor Trip, Two Safety Injection Actuations, and 
Solid Pressurizer Operation 
Unavailability of Turbine-Driven Auxiliary 
Feedwater Pump and Emergency Diesel Generator H.9-1 

Trip, Loss of 13.8-kV Bus, and Short-Term Saltwater Cooling System Unavailability H.lO-1 

Plant-Centered Loss of Offsite Power H.ll-1 
Loss of Shutdown Cooling H.12-1 
Scram, Main Turbine-Generator Fails to Trip, 

Control Rod Drive System Unavailable 
Reactor Core Cooling Isolation Cooling, and H.13-1 

Reactor Coolant System Blows Down to Refueling 
Water Storage Tank During Hot Shutdown 
Emergency Diesel Generator 11 and 
Turbine-Driven Auxiliary Feedwater Pump 14 
Simultaneously Inoperable 

H.14-1 

H.15-1 

Emergency Diesel Generator 22 Long-Term 
Unavailability I H.16-1 
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H.2 LER Nos. 213/94-004, -005, -007, -013, Inspection Report 213/94-03 

Event Description: Power-Operated Relief Valves and Vital 480-V ac Bus Degraded 

Date of Event: February 16 and 19,1994 

Plant: Haddam Neck 

H.2.1 Licensee Comments 
Reference: Letter fiom J. F. Opeka, Northeast Utilities Service Co., to U.S. M C ,  dated July 19, 1995, 

NUSC letter B 15299 

Comment 1: The ASP models fail to properly credit the use of the “Ayy charging pump for mitigating the effect of 
reactor coolant pump (RCP) seal induced loss-of-coolant accident (LOCA), given motor control 
center 5 (MCC-5) failure. 
Use of the charging system is credited in the ASP analysis. In the event of a loss-of-offsite power 
(LOOP) and loss of MCC-5, the charging pumps will trip. Because MCC-5 powers the instrument 
air system, instrument air will not be available to control charging and seal injection flows unless 
MCCJ is recovered. Current Haddam Neck procedures direct operators to simultaneously attempt 
recovery of MCC-5 and to reestablish charging flow. 

Response 1: 

In the event labeled “MCC-5 Recovered Before Seal LOCA,” the ASP model considers the likelihood 
that MCC-5 will be recovered nr that charging will be independently restored prior to occurrence of 
seal LOCA. This is discussed in Section C.2.4.3 of the analysis. A single operator nonrecovery 
probability is believed to be appropriate for the combined activities because they are competing 
actions undertaken at approximately the same time and success of either is assumed to prevent seal 
failure. 

Given that a seal LOCA occurs, a source of high-pressure injection (HPI) is assumed to be required 
to prevent core damage. The failure probabilities used for the HPI function in seal LOCA sequences 
for this event reflect dominant operator nonrecovery probability values, while equipment failure 
contributions are neglected. The ASP HPI and high-pressure recirculation (HPR) system models do 
consider the charging pumps as redundant sources of HPI. 

The wording of the modeling assumptions section has been revised to clarify this point. 

Comment 2: The last sentence of the fourth paragraph of Event Description section (of the preliminary analysis), 
which indicates that “The PORV air-operator diaphragms are believed to have been damaged during 
the 1993 refueling outage.” should be revised. The damage to the valves consisted of improperly 
installed diaphragms. This caused no physically or functionally observable degradation at first. The 
degradation took place over a period of time. It is impossible to determine exactly when that 
degradation progressed to this point of inoperability, but it is reasonable to assume that it occurred 
well after the start of the cycle. In addition, the problem affecting the power-operated relief valves 
(PORVs) had a significant impact only on their ability to operate long term as for feed and bleed. For 
a short-term operation, such as relieving an overpressure condition, they would have functioned 
properly. 
The sentence has been revised to say, “As aresult oftheir incorrect installation, the PORV air-operator 
diaphragms were damaged and subject to leakage at an unknown time after they were replaced during 
the 1993 refueling outage.” However, the analysis still assumes that the valves were failed for 

Response 2: 
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Comment 3: 

Response 3: 

Comment 4: 

Response 4: 

Comment 5: 

Response 5: 

Comment 6: 

feed-and-bleed fiom the end of the refueling outage until the problem was discovered. The installation 
errors caused the eventual degradation of the valves until the point where they were no longer 
functional for feed-and-bleed. The point at which the valves were no longer operable cannot be 
determined. It was conservatively assumed that the valves were inoperable since the end of the 
refueliig outage. 

The air-operator diaphragm damage and attendant air leakage were assumed not to affect PORV 
availability for overpressure relief. 

The second sentence of the sixth paragraph of the Event Description section (of the preliminary 
analysis) reads as follows: ‘‘containment spray, reactor coolant (RC) system loop isolation, at least 
one PORV block valve.” It is recommended that the words “at least” be deleted since only one PORV 
block valve was at that time powered by MCC-5 and the words “at least” imply more. 
The words “at least” were deleted. 

In the first paragraph of the Modeling Assumptions section (of the preliminary analysis), second line, 
CYAPCO suggests deleting the word “must.” The ability to cycle the valves four times is an arbitrary 
design requirement. 
The word “must” was deleted. 

It appears fiom the loss-of-offsite power event tree and the data tables that the SRVs were assumed 
to open with probability 1.0 given a LOOP and the PORVs unavailable. This is quite conservative. 
It then appears that a conditional probability of sticking open (given a challenge) of 3 x per valve 
is used. Supplemental information provided by the licensee notes that based on best-estimate transient 
analyses, the pressurizer PORV set point would not be challenged on a LOOP event with auxiliary 
feedwater available. Therefore, the conditional probability of ever challenging the PORV/SRV given 
a LOOP is not 1.0 but some small kction thereof. This factor does not appear in the ASP modeling. 
If so, LOOP sequence 8, case 2-2, accounting for some 19% of the CDP (inthe preliminary analysis), 
would decrease somewhat. If 3 x represents the combined probability of SRV challenge and 
sticking open, then the modeling is correct. But PPR-SRV-00-PRV1 in Table 12 should be clarified. 
The ASP models currently assume the probability of PORV lift given LOOP is 1 .O for this plant class. 
This value is acknowledged to be conservative and will be revised on a plant-class basis in a later 
model revision. While some PRAs have assumed a lift rate of 1 .O, others have used values in the range 
of 0.1. The potential impact of the use of a reduced PORV challenge rate following LOOP was 
explored during the resolution of these comments and was determined to have a minor impact on 
analysis results; (it does not affect the dominant sequences) therefore, the value used in the preliminary 
analysis was retained. Note that while the PORV lift rate may be conservative, the combined lift and 
failure to reseat probability, which is the probability of a transient-induced LOCA, is realistic based 
on the next-to-the-last sentence in the summarized licensee comments. 

Event PPR-SRV-00-PR1 does represent the probability that the PORV/SRV fails to reseat, given that 
it was challenged. 

As noted under general comments above, the ASP model does not credit the use of the “A” charging 
pump (powered by “B” electrical division equipment) to mitigate the consequences of a small LOCA, 
including an RCP seal induced LOCA. Best estimate LOCA analyses confirm the adequacy of one 
charging pump to mitigate small breaks of up to about 0.02 2. The LOCA analysis supports the 
conclusion that one centrifbgal charging pump can mitigate a RCP seal failure-induced LOCA. 

~~~ ~ 
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Given failure of MCC-5 and induced RCP seal LOCA, it is possible to restart the charging pump and 
mitigate the consequences of the seal-LOCA after confirming adequate electrical power. 
As described above, the ASP model for the event does credit recovery of charging and seal injection 
as a means of preventing seal LOCA. Given that a seal LOCA occurs, recovery of a source of HPI is 
assumed to be required to prevent core damage. The failure probabilities used for the HPI function 
in seal LOCA sequences for this event reflect dominant operator nonrecovery probability values, and 
equipment failure contributions are neglected. The ASP HPI and HPR system models do consider the 
charging pumps as a redundant source of HPI. 

Response 6: 

Comment 7: Missing fiom Table 3 are transients and high-energy line breaks (feedline and steamline) where 
significant credit is taken for feed and bleed. The impact can only be quantifiedusing a detailedmodel 
such as the IPE. Hence, the 1.4 x lo4 value in the preliminary ASP is reasonably correct, although 
about one-half the sequences are not accurate. These models should be corrected iffor no other reason 
than future use of the IRRAS may result in incorrect analysis. 
The ASP models consider complicated trips and LOFWs, LOOPS, small LOCAs, and SGTRs. 
Plant-specific initiating events such as high-energy line breaks, in which the location of potentially 
impacted components can play an important role, cannot be considered unless detailed special 
interaction information is provided by the licensee in the LER. Such analyses are usually beyond the 
scope of the analysis effort. 

Response 7: 

Comment 8: Finally, the value of 0.2 for MFW-SYS-TRIP, main feedwater WW) system trips, is a reasonable 
number if it is used as a modifier of the transient initiating fiequency. The MFW recovery value of 
0.34 would not, in general, be appropriate for a plant design such as the Haddam Neck plant where 
the MFW pumps are motor-driven, and very reliable, are not tripped on safety injection or high 
containment pressure, and are easily restarted. All transients are lumped together as a single initiator, 
this modeling approximation is adequate. 
The value 0.2 for MFW-SYS-TRIP reflects the probability that the feedwater system is unavailable, 
given that an initiator has occurred. 

The ASP models assume average probabilities for MFW recovery, given that feedwater is postulated 
to be lost. Values that reflect event specifics are utilized in cases where an actual LOFW is observed. 

Response 8: 

H.2.2 NRC Comments 
None. 
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H.3 LER NO. 237/94-018 

Event Description: Motor Control Center Trips Due to Improper Breaker Settings 

Date of Event: June 8,1994 

Plant: Dresden 2 

H.3.1 Licensee Comments 
Reference: 

Comment I :  

Response I: 

Comment 2: 

Response 2: 

Comment 3: 

Memo from P. D. O’Reilly, U.S. NRC, to file, September 8,1995. 

The Additional Event-Related Information section is limited to a discussion of ac and dc power 
sources and does not discuss the isolation condenser (IC) or its operation during a loss-of-offsite power 
(LOOP). Information concerning the IC was provided by the licensee. 
The Additional Event-Related Information section was revised to describe the IC and its makeup 
water source. 

The modeling of the LOOP sequences in the preliminary analysis is overly conservative because the 
analysis does not credit the IC system for extended station blackout (SBO) events (events in which 
offsite power is not recovered prior to battery depletion). Although the response tree given in the 
preliminary analysis appears to include an IC node, it follows the HPCI node. The tree appears to be 
incorrectly based on an implicit assumption that the IC would be used only if offbite power were 
recovered but HPCI failed. 

Enhancements to procedure DGA-13, “Loss of 125 VDC Battery Chargers with Simultaneous Loss 
of Auxiliary Electric Power,” effective August 17,1993, detail operator actions to prevent isolation 
of the IC due to battery depletion. After that date the Dresden P E  credits operator action to maintain 
the IC available following battery depletion, which significantly reduces the importance of extended 
SBO sequences. Therefore, the model used in the preliminary ASP analysis should not be applied to 
conditions after August 17,1993. 
It is acknowledged that the current ASP model incopectly addresses the potential use of the IC for 
long-term core cooling following HPCI success. This does not impact the analysis of this event and 
will be corrected the next time the models are revised. The current model also does not address the 
potential for a recirculation pump seal LOCA following a station blackout. This will be addressed 
during further model development. 

All ASP models assume core damage will occur if offbite power is not recovered by the time the 
batteries deplete. At that time all instrumentation would be lost, as would control power for breaker, 
turbine-driven pump, and dc valve operation. Components and instrumentation would change state 
and cease functioning when component-specific voltages are reached during the gradual loss of dc 
power (these voltages are usually more conservative than manufacturers’ specifications and are often 
temperature dependent); the plant state would be unpredictable. Potential recovery after this time, 
although possible, is extremely difficult to address and is beyond the scope of the analysis. 

The condition involving the trip setting for the MCC 28-3 breaker began in March 1993, as discussed 
in the LER. Since changes to procedure DGA-13 became effective August 17,1993 (see comment 2), 
a more realistic duration for the event would be approximately 5.5 months. 
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Response 3: See the response to comment 2. Since the ASP models assume core damage occurs once the batteries 
deplete, the duration utilized in the preliminary analysis is considered appropriate. 

Comment 4: The preliminary ASP analysis estimated a probability of 0.21 of failing to recover offsite power prior 
to battery depletion after 4 h. This estimate appears to be based on data in NUREG-1032 and an 
assumption that the station has a single switchyard. The estimate in the preliminary analysis is overly 
conservative, however, because Dresden has two switchyards. The Dresden IPE also uses a 6-h 
mission time instead of the 4-h battery depletion time used in the preliminary ASP analysis. The 
probability of failing to recover offsite power at 6 h is estimated to be 0.0205 in the Dresden IPE 
(information concerning the approach used to estimate the nonrecovery probability was provided by 
the licensee). 
The likelihood of failing to recover offsite power in the ASP models is estimated using data fiom 
NUREG-1032. The plant-centered, grid, and severe-weather groups and their recovery groups are the 
same as those used in the Dresden IPE. The ASP model assumes an extreme severe-weather group 
SS3, however, which is considered reasonable for Dresden’s location. The ASP analyses distinguish 
the different types of LOOPs (plant-centered, grid-related, etc.) and estimate LOOP fiequencies and 
nonrecovery probabilities for each type in terms of Weibull distributions developed fiom data in 
Appendix A of NUREG-1032 for each type of LOOP instead of fiom cluster data. This allows 
different types of LOOPs observed in the operating experience to be specifically addressed. The ASP 
LOOP models estimate a LOOP nonrecovery probability at 4 h for an “average” LOOP at Dresden 
(which considers all four LOOP types by weighting the four Weibull nonrecovery distributions based 
on the fiequency of each type of LOOP) to be 0.0238, very close to and slightly smaller than the 
0.0296 estimated at 4 h by the licensee based on cluster data. As described in the response to 
comment 2, the ASP models assume core damage will occur if offsite power is not recovered at the 
time the batteries deplete following a station blackout. Since the batteries will deplete in 4 h at 
Dresden, that value is appropriate for the analysis. It is acknowledged that if the recirculation pump 
seals remain intact, the IC may extend the time of core damage to beyond the battery depletion time. 
However, such considerations are beyond the scope of the current analysis. 

Response 4: 

Analysis Case 2b, the only case that significantly contributes to the results, considers dual-unit LOOPs 
(primarily grid- and weather-related LOOPs). For these LOOPs, the probability of failing to recover 
offsite power at 4 h is higher than for nominal (cluster data) LOOPs, since more easily recovered 
plant-centered LOOPs are excluded. However, the frequency of dual-unit LOOPs is also smaller 
because of the exclusion of the relatively higher fiequency plant-centered LOOPs. 

The LOOP nonrgcovery probabilities used in the preliminary analysis are considered appropriate and 
have been retained. 

H.3.2 NRC Comments 
None. 
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H.4 LER NO. 237/94-021 

Event Description: Long-Term Unavailability of High Pressure Coolant Injection 

Date of Event: August 4,1994 

Plant: Dresden Unit 2 

H.4.1 Licensee Comments 
Reference: 

Comment 1: 

Response 1: 

Comment 2: 

Response 2: 

Letter from Thomas P. Joyce, CommonwealthEdison Co. (CornEd), to the U.S. NRC, dated 
July 5,1995, TPJLTR 95-0077 

The prelimhay NRC analysis assumed that the event made Unit 2 high pressure coolant injection 
(HPCl) unavailable for one month @e., 720 h). In fact, the Unit 2 HPCI operated at 2500 xpm for 
5 min immediately prior to the subsequent failure. This should be considered a valid test. ComEd 
believes that the actual Unit 2 HPCIunavailability was probably 107 h. This 107-hperiod represents 
the time fiomthe failure occurrence on August 4,1994, untilunit 2 was shut down, whenHPCI was 
no longer required. 
The Licensee Event Report (LER) indicated that HPCI turbine exhaust stop check valve 2-2301-74 
was disassembled and inspected. The inspectionrevealed that the four tack welds had failed recently 
due to fatigue. The fatigue failure was suspected to have occurred duringthemostrecent 5-minturbine 
run for the manual trip test portion of the monthly surveillance. During this period, the failure of the 
tack welds allowed the steam flow through the valve to rapidly start rotating the disk from the valve 
stem. This motion essentially elongates the valve stem, forcing it into a closed position, which then 
resulted in a high turbine exhaust pressure. It appears fortuitous that the manual shutdown occurred 
prior to thevalve elongation, causing ahigh-pressure trip. The checkvalve would have likely worked 
itselfclosedifthemanualtrip testhadlasted anotherminute ortwo, andtheturbine wouldhavetripped 
on high exhaust pressure at that point. Therefore, it was assumed that the HPCI turbine would have 
failed within minutes of being demanded if it had been required to perform its safety function 
subsequent to the last monthly surveillance. This period was assumed to be 720 h (30 d) prior to the 
observed failure. Because power operation continued for another 107 4 a more appropriate failure 
period of 827 h was used inthe analysis. 

The prelimimry NRC analysis appears to be based on a generic boiling water reactor (BWR) 
probabilistic risk assessment (PRA) model. Use of a generic model is conservative for some accident 
scenarios and nonconservative for others. Idaho National Engineering Laboratory (INEL) has 
developed a Dresden model for use with the SAPHIRE code that is based on the Dresden IPE. This 
model should be used because it more accurately reflects Dresden plant response, especially 
concerning loss-of-offsite power (LOOP) sequences. 
The Dresdenmodelused inthe analysis is based onprevious work by ORNL and was converted into 
a SAPHIRe-based model by INEL. This model was developed specifically for the ASP Program. It 
isintendedto besimilarto andconsistentwiththeoth~plantmodelsusedbytheASPProgram. The 
Dresden model referred to by the licensee was based on the Dresden IPE and converted into a 
SAPHtREbased model by INEL. Due to the variety of methodologies and level of detail in the 
licensee-developed plant-specific PES and the limited review that the PES have received to date by 
the NRC, these models are not appropriate for use in the ASP Program. Plant-specific P E  insights 
may be incorporated into the ASP models following completion of the NRC IPE reviews. 
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Comment 3: 

Response 3: 

The preliminary NRC analysis defines an “Importancey7 value for the event as the resulting increase 
in core damage probability. The ccImp~r t~cey7 calculated in the prelimbury NRC analysis is 
2.1 x 1V6. If the NRC analysis had used 107 4 the calculated event c c I m p ~ m ~ 7 y  would have been 
3.1 x Results from the current ComEd PRA model for Dresden 2 gives an YmportanceYy of 
7.0 x for this event if 107 h of HPCI unavailability is used. The ComEd PRA model includes 
many more accident sequences and initiating events than were included in the preliminary NRC 
analysis. 

As explained in response 1, it appears more appropriate to use a failure period of 827 h. This yields 
an “Importance’’ of 2.6 x fiomtheNRC analysis. Utilizingthe formulaprovided inthe Dresden 
response and DresdenIPEvalueswithan 827-hHPCItutbineunavailabilityperiod, the ccImportance” 
is calculated at 5.4 x 

H.4.2 NRC Comments 
None. 
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H.5 LER NO. 245/94-015 

H.5.1 Licensee Comments 
None. 

H.5.2 NRC Comments 
None. 
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H.6 LER NO. 250/94-005 

Event Description: Load Sequencers Periodically Inoperable 

Date of Event: November 3,1994 

Plant: Turkey Point 3 and 4 

H.6.1 Licensee Comments 
Reference: 

Comment 1: 

Response 1: 

Comment 2: 

Response 2: 

Letter fiom T. F. Plunkett, FloridaPower and Light, to the U.S. NRC, L-95-197, dated 
July 18,1995, and supplemental information faxed on August 29,1995, fiom Florida 
Power and Light to the U.S. NRC. 

Because of the Unique design of the high-head safety injection (HHSI) system at Tutkey Point (four 
pumps shared by two units), a failure of two sequencers in an accident Unit does not directly cause a 
loss of automatic HHSI capabilitv; two sequencers on the other unit will provide automatic actuation 
capability. The HHSI pumps, along with the accumulators, will extend the time available for the 
operators to take recovery actions during a large-break loss-of-coolant accident &OCA). 
Thelarge-breakLOCAmodelusedinthe analysis ofthis eveng likethe TurkeyPoint Individualplant 
Examination (IPE), utilizes an early core heat removal success criterionof 1 of 2 residual heat removal 
(R€R)pumps (plus accumulators). Thepotentialuse oftheHHSIpumpsto support early core cooling 
for large-break LOCA is not addressed. Although HHSI pump success may delay core uncovery, no 
thermal-hydraulic analyses exist to support this proposition or to provide information on operator 
response timing. 

By reviewing the infoxmation provided in NUREGlCR-4550 (7 to 10 min to recover fiom core 
uncovery) and the results fiom simulator drills for LOCA scenarios in which HHSI and low-head 
safety injection were successllly initiated by the operators withinthe first 2 min, FloridaPower and 
Light (FPL) calculated an operator error probability of 0.06 for failing to manually initiate safety 
injection (SI) following a large-break LOCA (in later, faxed, information, an operator failure 
probability of 0.03 was estimated). 
The ASP models define the undesired end state “core damage” to occur following core uncovery. It 
is acknowledged that clad and fuel damage will occur at later times, depending on the criteria used 
to define “damage.” The potential for recovery following core uncovery is not addressed inthe models. 

The times referred to in the comment by Florida Power and Light are provided in Appendix D.4 of 
the Surry PRA. Times to coreuncovery (following alarge-breakLOCA) of 7.1 and 9.4 min arelisted, 
based ondataincludedinRadionuclide Release UnderSpeciJc LFiB Accident Conditions, BMI-2104, 
July 1984. The BMI-2104 calculations assumed all safeguards are unavailable. The 7.1 mintime is 
based on a 4-volume analysis and is presumably a better estimate than the 9.4 min developed using 
a 2-volume analysis. 

The calculations were done using MARCH for the purpose of estimating accident source terms; the 
results of the thermal-hydraulic calculations used to estimate the time to core uncovery have large 
uncertainty. However, since no later large-break LOCA analyses were identified during resolution of 
this comment, the core uncovery time of 7.1 min included in BMI-2104 was used in this analysis. (It 
should be noted that Appendix D.4 also includes Figures D.4-1 and D.4-2, which provide curves of 
the time to core uncovery as a function of break size developed fiom avariety of timing estimates. 
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Comment 3: 

Response 3: 

Based on these curves, the 7.1-minthe to core uncovery corresponds to approximately a 6-in. break, 
the low end of large-breakLOCA sizes. LOCAs of this size are more likelythanlarger ones.) 

The table onp.13 of the LER provides the results of three simulator scenarios imohring design basis 
accidents with failed sequencers. For the scenario applicable to this comment, alarge-break LOCA, 
the response time for full safeguards actuation ranged from 1.5 to 3.25 min, with an average time of 
about2min.Atleastsomeofthe simulatornmswerecompleted aftertheproblemwiththe sequencers 
was identified at Turkey Pomt, which may skew the results low. It is also likely that the simulator 
exercises didnotrepresentthe operator burdenthat wouldbe expectedfollowing alarge-breakLOCA. 

An estimate of the probability of the operaton failing to manually recover SI was developed based 
on the simulator data provided m the LER, the 7.1 min mailable before core uncovery, as listed m 
BMI-2104, and lognormal time-reliability correlation as described in Human Reliabiliv AnaZysis 
(E. M. Dougherty and J. R Fragola, John Wiley and Sons, New Yo&, 1988). The simulator data 
provided in the LER was assumed to represent unburdened response; its standard deviation was 
revised to reflect burdened response as described onp. 127. An operator failure probability of 0.095 
is estimated using this approach. 

The NITREGICR-4550 PWRprobabilistic risk assessments (PRAs) were also reviewed to determine 
whatrecovery credit was provided mthose analyses. Documentationforthe Zionand SequoyahPRAs 
discuss manual initiation of LPI following ?large-break LOCA. In those PRAs, a probability of 0.1 
was used for failure to manually initiate ECCS pumps following sequencer failure. That value is 
consistent with the operator failure probability estimated here. 

The ASP analysis used initiating event frequencies of 1.0 x and 5.0 x 10"' for a medium- and 
large-break LOCA, respectively. The Turkey Point IPEusedthevalues 1.0 x 10"' and 1.0 x lO"f0r 
these two frequencies. FPL believes the plant-specific IPE values should be used in the analysis (in 
later, faxed infomation FPL stated 1.0 x lo4 was considered more appropriate than 5.0 x 10-9. 
The frequencies for medium- and large-break LOCAs used in the Turkey Point IPE are significantly 
lower thanthevalues used m almost all otherPEs,particularly for large-breakLOCAs. For example, 
the following is a listing of medium- and-large-break LOCA frequencies fiom five other PES: 

Medium-break LOCA Large-break LOCA 
frequency frequency Plant 

Diablo Canyon 4.6 10'~ 2.0 10'~ 
Oconee 

Salem 
7.0 x 10"' 

1.0 10" 

7.0 
5.0 x 10 -4 

Sequoyah 2.6 2.0 10'~ 
St. Lucie Not provided 2.7 x lo4 

~ _____ ~~ 

The above values are typical of the frequencies used for medium- and large-break LOCAs m IPEs 
and PRAs. 

The frequencies for a medium-break LOCA are typically in the 10"' range, instead of 1.0 x lom3, as 
used inthe analysis. However, sincethe resul ts for amedium-breakLOCAdonot dominate the overall 
results, the medium-break LOCA frequency was not revised. The initiating event frequency for a 
large-break LOCA was revised, however, to 2.7 x lo"', the same value as used m the St. Lucie IPE. 
This d e c t s  a survey of 13 PES, in which the estimated frequency of a large-break LOCA ranged 
fiom 1.0 x 10"' to 7.0 x lo"', withmostvaluesinthe 2-5 x l0"'range. (Themeanestimate 2.7 x 
is equivalent to amedian estimate of 1.0 x 10"' with an error factor of 10 as used m the Reactor Safety 
Study.) 
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Comment 4: 

Response 4: 

The small-break LOCA analysis assumes that the plant is at power for 70% of ayear. This factor was 
not included in the medium- and large-break LOCA analyses. 
The factor 0.70 is used to estimate the number of at-powerhours in ayear when comerting initiating 
eventfiequenciesfiomayearlyto anhourlybasis. Initiatingeventsusedto estimate aninitiatingevent 
frequency are assumed to occur at power. Smce this event was analyzed for a 1-yr duration (6132 
at-power hours), the net effect is the same as using the yearly fieguency. 

Comment 5: 

Response 5: 

Comment 6: 

Response 6: 

Comment 7: 

Response 7: 

~~ ~~~ 

The sequencers start the diesel generators for LOCA, LOOP, and LOOP plus LOCA events. Because 
of this, “if required because of a LOOP” should be deleted fiom the second paragraph of the Event 
Description 
The Event Description section has beenrevised to reflect this. 

W e  the sequencers were vulnerable to failure fiom the time one of the affected test steps started 
untilthe start of the next step (aperiod of 1 h), the actualtest step took approximately 10 s to complete. 
The wording in the second and fifth paragraphs of the Event Description, which c m t l y  descriies 
each test step as re-g 1 h to complete, should be revised to reflect this. 
The Event Description has been revised to clarify the time required to complete each test step. 

The calculation for the increase in core damage probability for medium- and large-bre* LOCAs 
should be clarified (proposed example calculations were provided). 
The calculational approach for medium- and large-break LOCAs has been clarified as suggested. 

H.6.2 NRC Comments 
None. 
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H.7 LER NO. 266/94-002 

Event Description: Both Diesel Generators Inoperable 

Date of Event: February 8,1994 

Plant: Point Beach 1 and 2 

H.7.1 Licensee Comments 
Reference: Letter from Bob Link, Wisconsin Electric Power Company, to U.S. NRC, dated April 10,1995, 

W P C O  Letter NRC-95-021 

Comment 1: 

Response 1: 

Comment 2: 

Response 2: 

Comment 3: 

Response 3: 

Comment 4: 

Response 4: 

The preliminary analysis assumed a 1-hbatteryl i fet ime.Nons~etyb~eriesins 1993 reduced 
safety-related battery loading by h a ,  increasing battery lifetime to 2 h. 
The analysis has been revised to consider a 2-h battery lifetime. 

The preliminary ASP analysis conserv&ely assumes that for every occwrence of a loss-of-offsite 
power (LOOP) the pressurizer power-operated relief valves (PORVs) will open. Becausi: of the 
reduced primary pressure at Point Beach, PORV lift following LOOP is considered unlikely. Point 
beach thermal-hydraulic analyses and experience with one LOOP supports this. The lift probability 
during LOOP should be set conservatively at 0.05. 
The ASP models currently assume that the probability for PORV lift following LOOP is 1.0 for this 
plant class. This value is acknowledged to be conservative and will be revised on a plant-class basis 
in a later model revision. While some P W  have assumed a lift rate of 1.0, others have used values 
in the range of 0.1. The potential impact ofthe use of areduced PORVchallengerate following LOOP 
was explored during resolution of these comments and was determined to have a minor impact on 
analysis results (it doesnot affect the dominant sequences); therefore, thevalue use din the preliminary 
analysis was retained. 

~ ~~~ 

Thepreliminary ASP analysis assumesthattheprobability offailure ofthe auxiliaryfeedwater(AFW) 
turbine-driven pump is 1.5 x lo-’. This is given under primary name AFW-TDP-FC-lA, “AFW 
turbine-driven pump fails.” Recommend the probability of item AFW-TDP-FC-1A be set to 
6.0 x 

The probability of turbine-driven AFW pump failure has been reevaluated. The value currently used 
inthe ASP modelis 3.3 x 1V2. 

The preliminary ASP analysis assumes the probability of failure of the operator to recover AFW 
during station blackout is 3.4 x lo-’. As stated in the Point Beach Nuclear Plant (PBNP) Individual 
Plant Examination @E) submittal, the probabilitythat an operator will failto control steam generator 
flow with minimum steam generator level indication is 2.4 x lo-’. Recommend the probability of 
item AFW-XHE-NOREC-EP be set to 2.4 x lo-’. 
Basic event AFW-XHE-NOREC-EP addresses the probability that an initially failed AFW 
turbine-drivenpumptrainwillnotberecoveredinthe shorttenn,nottheprobabilitythattheoperators 
will fail to control AFW flow with minimum SG levels. The nomecovery probability recognizes that 
some turbine-driven AFW pump failures are recoverable even following a stationblackout. The value 
used is consistent withthose used in other analyses. Since there is no operating experience pertaining 
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to station blackouts, this value was developed based on recovery fiom turbine-driven pump failures 
following reactor trips. 

H.7.2 NRC Comments 
None. 
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H.8 LER NO. 272/94-007 

Event Description: Reactor Trip, Two Safety Injection Actuations, and Solid Pressurizer Operation 

Date of Event: April 7,1994 

Plant: Salem1 

H.8.1 Licensee Comments 
Reference: 

Comment 1: 

Response 1: 

Letter from J. J. Hagan, Public Service Electric and Gas Company, to U.S. NRC, dated 
April 21,1995. 

Theprobabilityusedinthe analysisforfailuretorealignthe AFWpump suctionsourceto analtemate 
source upon CST depletion is overly conservative. A plant-specific value for this action has been 
calculated to be 8.3 x lo4. The plant-specific value is considered appropliate Since multiple alanms 
and procedural actions would have to fail in order for the alignment not to occur. 
Following completion of the pre- analysis, this event was deleted from the set of precursors 
and included instead as an ‘‘mkrestinf event. DiEculties associated with the development of arisk 
model within the scope of the ASP program that could address potential plant response following the 
solid pressurizer condition observed during the event prevented a reasonable estimate of the 
significance of the event. 

H.8.2 NRC Comments 
None. 
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H.9 LER NO. 304/94-002 

Event Description: Unavailability of Turbine-Driven Auxiliary Feedwater Pump and Emergency Diesel 
Generator 

Date of Event: March 7,1994 

Plant: Zion Unit 2 

H.9.1 Licensee Comments 
Reference: Letter from T. W. Simpkin, Commonwealth Edison Company, to the U.S. NRC, dated 

May 19,1995. 

Comment I :  The description of the auxiliary feedwater system states that each motor-driven pump supplies two 
steam generators. Each of the two motor-driven pumps is capable of and normally aligned to supply 
water to all four steam generators individually. 

Response I :  The description of the auxiliary feedwater systems was revised to state that the two motor-driven 
pumps supply all four steam generators. 

Comment 2: The statement that the common diesel generator will align to only one unit at a time is inaccurate. 
This is true only in the event that a safety injection signal is present on either of the units. Absent a 
safety injection signal, the common diesel generator is capable of supplying power to the associated 
electricalbus of each unit simultaneously. 

Response 2: The description was revised to state that if a safety injection signal is present, the common diesel 
generator will align to the unit with the safety injection signal. If a safety injection signal is absent, 
the common diesel generator is capable of supplying power to the associated electrical bus of each 
unit simultaneously. 

Comment 3: Giventhe discovery of zebramussels, it was assumedthat the common-cause diesel generator failure 
should be set 25 times higher than n o d  The LER makes it clear that the heat exchangers for the 
other two diesel generators had essentially zero zebra mussel buildup. In other words, there was no 
common-cause failure involved here. The common-cause terms should have beenleft at theirnormal 
values. Removing the common-cause increase in the Commonwealth Edison model yields only a 
small change in risk. 

Response 3: The emergency power system is treated as a three-train system because of the common diesel. The 
nominal common-cause basic event for a three-train system is Q x p x y. Ifthe other trains were also 
exposed to the same failure mechanism that caused the failure of one train (i.e. the zebra mussels), 
then the common-cause basic event becomes p x y or (0.27 x 0.1). This value is approximately 25 
times greater than the original value. The common-cause failure probability used in the preliminary 
analysis has been retained. However, the reason for c h g h g  the common-cause failure probability 
was clarified. 

Comment 4: It was assumed that the turbine-driven auxiliary feedwater pump was inoperable during the entire 
15-day period of the diesel generator inoperability. Inspection and repeated subsequent testing of the 
pump revealed no identifiable cause for the overspeed trip. Smce the failure was not repeatable and 
no cause could be found, one must conclude that it was some kind of random event, rather than an 
indicator of a defective pump. The pump was not broken; it just failed for unknown reasons on that 
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particular start. Given a demand, the probability of the pump working would be much higher than the 
probability of it failing. Thereforey the assumption that the turbine-driven auxiliary feedwater pump 
was inoperable for 15 days is n o t w e d .  

Response 4: The turbine-driven auxiliary feedwater pump tripped on overspeed. Since this operation of the pump 
was the first demand since the last surveillance of the pump, it was assumed that the pump would 
have tripped if the pump had been demanded during the period in which the emergency diesel 
generator was also unavailable. m e  it is not clear, either in the LER or in the comments provided 
by the licensee, that the pump operated normally onits next demand (the licensee states that no cause 
or problem could be found), it was assumed that operators could have readily reset the pump and 
subsequently started the pump. Thereforey the pump was modeled as unavailable with anonrecovq 
probability of 0.04. This n m e c o v q  probability reflects the assumption that the pump is easily 
recoverable h m t h e  control room, that the recovery is routiney and that procedures existed at the time 
of the event to recover the pump. 

H.9.2 NRC Comments 
Reference: 

Comment I :  

Responsl? I :  

Memo from S. S. Lee, U.S. NRC, to P. D. O’Reillyy U.S. NRC, dated May 5,1995. 

Since the zebra mussel shells did not affect the other emergency diesel generators, why was the 
common-cause factored into the analysis? Secondly, evenifthere was a common-cause effect by the 
mussels, why was an increase factor of 25 chosen? 
An explanation was pfovided as part of the response to licensee comment 3. 

Comment 2: 
Response 2: 

~~ 

Why were some of the base case values modified? 
The values were modified to reflect revised probabilities for certain basic events identified after the 
original model was developed. These changes do not reflect the circumstances of the event Since 
these were corrections to the model and not modifications to reflect the circumstances of the event, 
they are not described inthe event analysis. 
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H.10 LER NO. 318/94-001 

Event Description: Trip, Loss of 13.8-kVBus, and Short-Term Saltwater Cooling System Unavailable 

Date of Event: January 12, 1994 

Plant: Calvert Cliffs 2 

H.10.1 Licensee Comments 
Reference: 

Comment 1: 

Response 1: 

Comment 2: 

Response 2: 

Comment 3: 

Response 3: 

Comment 4: 

Response 4: 

Letter from R E. Denton, Baltimore Gas and Electric Company, to U.S. NRC, dated 
June 5,1995 

Additional infomation was provided concerning saltwater pump codigwations and their power 
supplies. Alternate acronyms were proposed for the saltwater and service water systems. 

The Additional Event-Related Information section has been revised to include infomation on the 
configurationof the saltwaterpumps and their power supplies. Acronymshavebeenconsistentlyused 
throughout the analysis. 

The conditional probabilities for sequences 1 and 6 (Case 2) could be reduced by considering, m 
additionto the recovery of bus 14, the recovery of saltwater (SW) header 12 by starting SW pump 13. 
This pump can be powered from bus 11 or 14. 
The analysis has been revised to consider the potential use of SW pump 13 powered from bus 11. 
Consideration of SW pump 13 impacts sequence 1, which addresses component failures, but not 
sequence 6, which concerns operator actions related to the restoration of SW cooling. Faihxe of such 
operator actions is estimated using a time-reliability correlation (TRC) model, which in this case 
would also address the use of SW pump 13 within the set of response actions. 

Component cooling water (CCW) would sti l l  be circulating evenif SW cooling flow was lost. This 
circulation would remove heat from the reactor coolant pump (RCP) and high-pressure safety 
injection (HPSI) pump seals until an equilibrium temperature is reached. This circulation is expected 
to reduce the heatup rate for these components and allow additional time for recovery. 
While circulating CCW may delay seal heatup and extend the time available for recovery, its impact 
cannot be practically estimated. The impact of continued CCW flow is one of the many issues 
contributing to the uncertainty in the RCP seal failure model (see the response to comment 4). 

Calvert Cliffs RCP seals include four stages, eachcapable~fholdihgfullprimary pressure. The failure 
probability estimated for the four seal stages is 3.7 x 10 for aloss of CCW (1.5 x lo9 for all four 
RCPs). This value was developed in “Reactor Coolant Pump Seal Failure Probability Given a Loss 
of Seal Cooling,” Combustion Engineering Owners Group (CEOG) Task 742, November 1992. 
The likelihood of RCP seal failure given a loss of CCW at Combustion Engineering (CE) plants has 
beenthesubject ofconsiderable discussionbothwithintheNRC andbetweentheNRC andthe CEOG, 
and at the present time the issue is unresolved. Individual Plant Examinations P E S )  for CE plants 
typically utilize anRCP seal failure probability consistent withthe referenced CEOGtaskreport. The 
CEOG developed an estimate of the RCP seal failure probability by estimatingthe probability of stage 
failure based on historic data and then applying generic Multiple Greek Letter (MGL) values to 
estimate the probability that the remaining stages would fail. The IPE for Arkansas Nuclear One, 
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Unit 2 (section 3.7.4), however, acknowledges that differing opinions on the likelihood of RCP seal 
failure exist and provides an alternate analysis with an assumed failure probability of 0.2 for the fourth 
seal stage. 

Infomation on RCP seal design, operating experience, and related issues was provided by the CEOG 
in a meeting with the NRC on May 17,1994 (memorandum from S. K. Shaukat to C. 2. Serpan, 
CEOGhRCMeeting on GI-23, ‘ZCP Seal Failure, ” dated August 15,1994). 

The list of historic losses of RCP seal cooling and related tests presented by the CEOG was modified 
to reflect ceaainBrookhavenNationalLaboratory (BNL) comments and thenused to develop a crude ’ 

RCP seal failure model for this analysis. In particular, seven tests were deleted from the CEOG list, 
the number of pumps subjected to loss of RCP cooling was revised for two events, and in the 
December 19,1984 loss of RCP cooling at St. Lucie 2, one stage was considered failed on each of 
twopumps. Smcemany questionsremainunresolved andno process eqdvalenttothatused to develop 
the Westinghouse RCP seal failure model during the NUREG-1150 effort was pezfomed, large 
uncertainties exist in the model that was developed. 

No seal failures occurred following any of the losses of RCP seal cooling. The observation of no seal 
failures in 24 losses of seal cooling of greater than 60 min was used to estimate a pre-pump failure 
probability of 0.0208. Consistent with the NUREG-1150 model for Westinghouse seals, the seals 
were assumed to be vulnerable to seal failure if cooling was lost for more than 60 min, and any seal 
failure that was gomg to occur was assumed to have occurred by 90 min. This approach results in a 
cumulative seal failure probability for a four-pump plant like Calvert Cliffs of 

To t 1 6 0  
= (t- 60) 60< t I 90 

833 x t>90 

Althoughthe stage failures that occurred on two stopped pumps at 30 min at St. Lucie may imply the 
60-min minimum time to failure is optimistic, an assumption that additional time would exist before 
seal failure following a stage failure is considered reasonable. 

The above distrjiution, whichhas alower long-termRCP seal failure probabilitythanthe distriiution 
assumed inthe preliminary analysis, was used in the revised analysis of LER 318/94-001. 

It should be noted that if the CEOG model is revised to include the additional St. Lucie stage failures 
and eliminate several tests that were nonrepresentative, a four-pump seal failure probability of 2.9 x 
lo9 is estimated. Applyingthisvalue to the loss of CCW modeling approachdescriied inthe  calve^? 
Cliffs IPE results in a similar core damage probability as estimated m the revised analysis. 

H.10.2 NRC Comments 
None. 
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H.11 LER NO. 324/94-008 

Event Description: Plant-Centered Loss-of-Offsite Power 

Date of Event: May 21,1994 

Plant: Brunswick, Unit 2 

H.ll.1 Licensee Comments 
Reference: Letter fiom R. P. Lopriore, Carolina Power & Light Companyy to U.S. NRC, dated June 21, 

1995. 

Comment I :  

Response I :  

~~~~ 

The “Additional Event-Related Information” section does not include a discussion of the capability 
of the emergency bus configuration that provides for uninterrupted availability of one service water 
pump and two residual heat removal pumps on the unit experiencing the loss of offsite power (LOOP). 
Accident sequences 49 and 71 do not account for the availability of low pressure coolant injection 
(LPCI) and containment heat removal. 
A discussion of the emergency bus configuration was added to the appropriate section. The ability 
to cross-tie the emergency buses to the other unit before battery depletion results in a conditional core 
damage probability less than 1.0 x lo6. Thus, this event is no longer considered a precursor. 
Consideration of LPCI and containment heat removal in sequences 49 and 71 does not result in a 
significant change in the conditional core damage probability. Although this event was removed fiom 
the set of 1994 precursor events, it was included in Appendix G as an “Interesting” event, since it is 
similar to a precursor event fiom 1989. 

Comment 2: 

Response 2: 

The analysis includes all plant-centered LOOPs and their recovery times. This event is a subset of all 
plant-centered LOOPs and should be treated as such. 
The ASP Program has utilized the division of LOOPs that was developed in NUREG-1032. This 
consists of four categories: plant-centered, grid related, severe-weather related, and extreme 
severe-weather related. Division of the events into these four categories ensures that a proven and 
consistent methodology is utilized for these events. 

H.11.2 NRC Comments 
None. 
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H.12 LER NO. 366/94-003 

Event Description: Loss of Shutdown Cooling 

Date of Event: March 17,1994 

Plant: Hatch2 

H.12.1 Licensee Comments 
Reference: Letter fiom J. T. Beckham, Jr., Georgia Power Company, to the US. NRC, dated July 21,1995, 

HL-4889 

Comment 1: Core damage would not occur as a result of a loss of shutdown cooling unless additional equipment 
failures occurred. Specifically, amode change to hot standby conditions wouldnot immediately cause 
core damage. All safety equipment, except steam-driven equipment Lhigh pressure core spray (HF’CS) 
and reactor core isolation cooling (RCIC)], was still available 34 h into the outage. Failure of 
suppression pool cooling would not result in core damage within 24 h. Several other methods for 
transferring heat fiom the suppression pool exist, which could have easily been attempted in that 
period. The shutdown model for this event, therefore, is not as extensive as it should be to accurately 
predict conditional core damage probability. 
Further consideration was given to the shutdown model concerning the plant response to a reactor 
pressure vessel heatup. With the head still in place and failing to reinitiate shutdown cooling (SDC), 
there appear to be two alternative paths to prevent core damage. First, the operator could open a safety 
relief valve (SRV) to rapidly remove energy and prevent vessel pressurization. This would require a 
means to dissipate the core heat and provide for a makeup source of water to the core area. Water 
could be injected via the residual heat removal (RHR), control rod drive (CRD), or low pressure core 
spray (LPCS) systems, which were all available at the time of the event. This was previously 
considered the only acceptable alternative to restarting SDC that would not lead to core damage. 
However, if vessel pressurization occurred and the SRV was not opened, additional mitigation 
strategies would still be available. Since only 34 h had passed since initiating the outage, all 
electrically powered safety equipment was readily available. A portion of the transient model, 
exclusive of steam-driven equipment, was incorporated into the loss of shutdown cooling (LSDC) 
model to more accurately reflect the possible recovery strategies. This allowed consideration of 
additional mitigation strategies including the use of automatic depressurization system (ADS), RHR, 
and containment cooling. The resulting conditional core damage probability resulting fiom the revised 
analysis is below the ASP Program cutoff for events identified as precursors (1 x 109 .  The LSDC 
described in LER 366/94-003 has been removed fiom the set of 1994 accident sequence precursors. 
However, the event has been included in the report in Appendix G as an interesting event due to the 
difficulties experienced during the loss of shutdown cooling. 

Response 1: 

H.12.2 NRC Comments 
None. 
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H.13 LER NO. 458/94-023 

Event Description: Scram, Main Turbine-Generator Fails to Trip, Reactor Core Isolation Cooling and 
Control Rod Drive Systems Unavailable 

Date of Event: September 8,1994 

Plant: River Bend 

H.13.1 Licensee Comments 
Reference: Letter from James J. Fisicaro, Director Nuclear Safety, to U. S. NRC, dated June 9,1995 

Comment I :  Operations personnel could have recovered the feedwater system (FWS) if necessary to mitigate the 
event. This system failed due to the slow transfer of plant electrical loads to offsite power sources. 
All FWS pumps and valves were operable. 
The following time line is excerpted from theNRC's AugmentedInspection Team (All') report related 
to this event. 

Response I: 

0825 0 min 

0845 +20 min 

0905 +40 min 

0938 +73 min 

0948 +83 min 

1009 +lo4 rnin 

1121 +176 rnin 

1217 +232 rnin 

Reactor trip. 
The control room supervisor asked the at-the-controls operator 
about the availability of the condensate and feedwater systems. 
They determined that the system needed to be vented prior to 
restarting the condensate pumps. 
The nuclear equipment operators began locally venting the 
condensate system. 
Nuclear equipment operators reported that valve MOV-CVO112 
would not open to provide fill to the condensate system. 
Nuclear equipment operators manually opened valve 
MOV-CVOll2 and began filling and venting the condensate 
system. 
Shift superintendent declared a notification of unusual event 
because only one source of high pressure water to the reactor was 
available, the event had the possibility to degrade, and additional 
support was needed to help return the condensate and feedwater 
systems to service. 
Operators started feedwater pump 1A. 
After verifying that the feedwater system was maintainimg reactor 
vessel level, the operators secured the HPCS system. 

A step in the feedwater system VWS) abnormal procedure required the venting of the system under 
these circumstances regardless of whether system indications indicated the need for system venting. 
The emergency procedure for the FWS does not require the system to be vented. However, it is unclear 
when the emergency procedure would be used as opposed to the abnormal procedure used during this 
event. It is also unclear whether the system actually needed to be vented to ensure its operability under 

H.13-1 NuREGlCR-4674, Vol. 21 



LER NO. 458194-023 Appendix H 

Comment 2: 

Response 2: 

Comment 3: 

Response 3: 

Comment 4: 

the conditions observed during this event. A high priority was placed on the restoration of the FWS, 
as its unavailability was, in part, the basis for declaring a Notification of Unusual Event. 

A s m t y  calculation was p d o m e d  to determine the impact of assuming the condensate and main 
feedwater systems were unrecoverable. If the nominal nonremvery values are used, the conditional 
core damage probability for the event decreases by afactor of 2.2 to 8.0 x 1V6. 

Bothtrains ofthe control rod drive (CRD) systemmust bemanually started for adequateinitialreactor 
cooling. CRD is recoverable inthis event. The operators could have manually opened the CRD flow 
control valves or changed the control valve control circuit fuses (which blew because of the slow 
transfer) in time to use CRD as an injection source inthis event. Therefore, CRD should be modeled 
as available, with appropriate recovery factors. 
The following time line is excerpted fmmthe NRC's Augmented Inspection Team (AI9 report related 
to this event. 

1009 

1100 

Time ch) Time after tr i~ Event 
0825 O m i n  Reactor trip. 

Shift superintendent declared anotific'ation of unusual event 
because only one source of high-pressure water to the reactor 
was available, the event had the possiiility to degrade, and 
additional support was needed to help return the condensate 
and feedwater systems to service. 
Operators identified that the CRD hydraulic system parameters 
were not reading comctly. The only available indication was 
pump current. 

+lo4 min 

+I55 min 

Operators replaced the blown fuse m CRD hydraulic system 
circuitry and returned the system to service. +210 1155 

From this, it would appear that the operators did not notice that the system was not functioning 
properly for over 2.5 h. Once the incomt  readings werenoted, it took an additional 55 min to restore 
the systemto operability. The operators were concemed withhigh-pressure injection systems asnoted 
by the basis for the declaration of the notification of unusual event. It would seem unlikely that the 
CRD system could have been restored faster based on the number of tasks that needed to be 
accomplished (systems that needed to be restored) and the need for additional manpower. Therefore, 
modeling the system as inoperable and nonrecoverable in the time period required to maintain core 
cooling is appropriate. 

~~~~~ ~ ~ 

Do the unavailabw numbers for high-pressure core spray (HPCS), residual heat removal (RHR), 
automatic depressurization system (ADS), etc. include terms for maintenance unavdab%ty? If so, 
the analysis should reflect that these systems were mailable and not out of service due to maintenance 
activities. 
Test and maintenance unavailabilities are not included in the values provided for the HPCS, RHR, 
and ADS systems. These systems were available during the event. As noted in Appendix A of this 
report, systems that were observed to fail during the event are modeled asbailed (set to true). The 
failure probabilities for components that were observed to perform properly, or were not challenged 
duringthe event, were settotheirnominalfdurerates. Therefore,theprobabilitiesusedinthe analysis 
for HPCS, RHR, and ADS reflect the nominal failure rates of the components. 

For transient sequence 7, please note that RBS does not have an RHR containment spray subsystem. 
RBS mer Bend Station] has contaipent unit coolers that are independent of RHR, but dependent 
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on n o d s t a n d b y  service water system. This is a plant-specific difference between RBS and the 
gexieric B W 6  model. 
There are three 100% capacity containment cooler units, each consisting of a fan and associated air 
to Water heat exchanger. Normally two of the units are running with cooling water supplied by the 
chilled water system. Under accident conditions, cooling water is supplied by the standby sewice 
water (SSW) system. There are three chiller pumps and four SSW pumps. The interaction between 
the SSW system and the chilled water syaem could not be determined h m t h e  informationprovided 
intheFSAEL Themodeling ofthissystemhaslittle effect ontheoverallresultsfortheevent. Therefore, 
the c o n t h a t  spray subsystem was eliminated fiom the modeling. In effect, this models the 
containmmt unit coolers as components that are 100% reliable. This is somewhat nonconsmative, 
but tliis siniplification has little effect on the conditional c o ~  damage probability for this event. 

Response 4: 

c - ' -  

Comment 5: RBS performed an dy& of core damage probability associated with tl$ event. The analysis was 
performedusing the RBS plant-spedfic PSA. Assumptions included (1) atransient initiator withloss 
of norm~feedwater/condensate, loss of instrument air, and closure of themainsteamisolationvalves 
(MSIVs); (2) reactor core isolation cooling failed due to overspeed; (3) no loss-of-offsite power, no 
loss of reactor p r i m q  containment cooling water system (CCP), etc.; (4) emergency core cooling 
systems (ECCS) werenotremovedfiomservice duetomaintenance activities; (5)recoveryfiomslow 
transfer is approximately equal to recovery of the power conversion system (PCS) modeled in 
NUREG/CR-4550, page 8-46; and (6) standby service water train A flow was sufficient to supply 
the necessary plant loads since adequate flow was available and operators were able to quickly open 
SSW pump A discharge valve. This assumption is supported by the use of RHR A for suppression 
pool cooling. 

I 

BSC iqwii t i f ied the appropriate transient sequences and added appropriate recovery factors. Based 
on the quantA?catio& the probability of core damage given the above scram is 1.21 x compared 
to the 6.0 x 
The ASPProgrammodeledthe eventinessen~ythesamemaMerasthelicenseewiththe exception 
of the recovery values. The differences in these values are discussed in the response to comments 1, 
2, and 3 above. The results obtained were similar to those obtained by the licensee. Ifthe ASP models 
are modified to allow for recovery of the FWS and CRD systems, the conditional core damage 
probability is 2.2 x This is in good agreement with the value obtained by the licensee (1.2 x 

value presented in the NRC letter. 

Response 5: 

10.~). 

H.13.2 NRC Comments 
None. 
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H.14 Inspection Report 482/94-18 

Event Description: Reactor Coolant System Blows Down to Refueling Water Storage Tank During Hot 
Shutdown 

Date of Event: September 17,1994 

Plant: Wolf Creek 

H.14.1 Licensee Comments 
Reference: 

Comment 1: 

Response 1: 

Comment 2: 

Response 2: 

Comment 3: 

Response 3: 

Comment 4: 

Response 4: 

Letter fiom N. S. “BUZZ” Cams, Wolf Creek Nuclear Operating Corp. (WCNOC), to U.S. NRC, 
dated July 26, 1995, WM-0118. 

Two references in the preliminary analysis could be construed to imply that the operators did not 
initiate action to close valve EJHv-8716A until 66 s into the event. The 66 s included the time for 
diagnosis of the event, operator action to close the valve, and time for the valve to cycle fiom full 
open to full closed. 
The references have been clarified. 

The fist  sentence in the Summary section should read, “the drain down event was initiated 
approximately 28 h following shutdownyy instead of 24 h. 
The sentence has been clarified. 

The Westinghouse analysis, using actual event conditions, indicates that core uncovery could have 
occurred in approximately 30 min (not the 25 min discussed throughout the preliminary analysis). 
The 25-min time used throughout the preliminary analysis should be changed to 30 min. 
This has been changed. 

Sections 1 and 4 of the preliminary analysis both state that the conditional core damage probability 
(CCDP) for the event is 3.0 x This CCDP is about an order of magnitude greater than the 
preliminary CCDP estimated by WCNOC in the Incident Investigation Team @T) report for this 
event. In consideration for the difference between the two CCDP values, and due to the concerns 
recently identified by the NRC with the human reliability analysis methodology utilized by WCNOC 
in performing the individual plant examination, WCNOC requested NUS Corporation to perform an 
evaluation of the event using their human interactions methodology. NUS calculated the conditional 
core damage probability to be 3.5 x lo4. The assumptions andmethodology used in the determination 
of the 3.5 x lo4 conditional core damage probability value are documented in the NUS report, 
“Human Interactions Evaluation,” dated July 1995, which is enclosed for your review. 
As discussed in the preliminary analysis, substantial uncertainties exist with respect to human 
reliability and other issues relevant to this event. However, a reanalysis of the event incorporating the 
SHARP method employed in the NUS analysis and other corrections suggested by Wolf Creek 
resulted in a conditional core damage probability estimate of 2.5 x lo”, as described in detail 
following the response to comment 5. This value is consistent with the conditional probability 
estimated in the ASP analysis. 
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Comment 5: The first sentence of Section 4, paragraph 5, states that after the RCS loops void at 5 min, RCS 
pressure would rapidly drop. However, the Westinghouse analysis of the draiidown event (identified 
above) indicates that the RCS pressure would drop to saturation conditions within 30 to 60 s, after 
which the RCS pressure would slowly increase due to the absence of decay heat removal capability. 
Concerning the Westinghouse computer simulations, the referenced report says (p. 9, paragraph 2) 
without  operator recovery actions the vessel began to void within 2 to 3 min after event initiation 
and the RHR pump was predicted to fail about 30 s after the vessel began to void. 

Response 5: 

This was clarified in the analysis. It should be noted that the reduction in the assumed blowdown time 
interval fiom 5 rnin to 3 rnin impacts the conditional core damage probability estimated by the NUS 
application of the SHARP methodology. 

Further Response to Comments 3-5: 

To estimate the combined effects of comments 3-5, a calculation was performed utilizing the SHARP 
approach, assuming that 3 min was available for action ISO-S and 27 rnin for action ISO-L (see 
response to comment 5). Details of the SHARP-based methodology employed in the analysis can be 
found in the NUS report. 

The SHARP method requires estimation of a cognitive/procedural error probability, P1. This involves 
identifying that a blowdown is occurring, identiwg the blowdown source, and isolating the 
necessary valve. P1 is estimated based on the potential for misdiagnosis, clarity of procedures, plant 
interface difficulties, and lack of training, adequacy of time for correction of cognitive slips, and 
intuitiveness of required actions. 

During the event, there were multiple clear indications that RCS inventory was being lost, including 
alarm annunciation and low-level indications on pressurizer level instrumentation. However, 
procedures did not permit a timely diagnosis of the event. The specifics of the event were not 
previously stressed in training. With available time for isolation of the blowdown path limited to 
3 min instead of 5 rnin used in the NUS analysis, the time for correction of a cognitive slip was very 
short. Isolation of the blowdown was assumed to be an intuitively reasonable action. 

Given that at least two of the variables determining P1 were negative (scenario not rehearsed in 
training and little time for correction of slips as well as possible procedural weakness) P1 is defined 
to be greater than lo4 and not more than 10- . In this analysis, P1 is assumed to be 10- , based on the 
two negative factors relevant at 3 rnin (the use of two negative factors is considered at most slightly 
conservative considering the possible procedural weakuess; the assumption of one negative factor in 
the NUS analysis is considered optimistic). 

Thecrewnonresponseprobabilities,P23minanY canbe calculatedbythemethods described 
in the NUS report: 

2 3 

P2 3 min = 1 - cb~((150)/60)/0.6] = 0.063 ; 

P2 27 mk = 1- cb [h((1590/300)/0.8] = 0.019 . 
The manipulative error probabilities, P3, were retained fiom the NUS analysis: 

P3 3 mk = 3.0 x ; 

P3 27 min = 1.5 X 10” . 
The human error probabilities for ISOL-S and ISOL-L can then be calculated 
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ISOL-s = 1 + 6.3 + 3.0 10" = 6.7 ; 

ISOL-L=I x1~-3+1 .9x1~-2+1 .5x1~-3=2 .2x1~-2 .  

The NUS analysis developed the following algebraic equation describing the conditional core damage 
probability, summing sequences 3 and 4 fiom the event tree shown in Figure A.l-5 of the preliminary 
ASP analysis: 

CCDP = [ISO-S x (1 - ISO-L) x REFLUXI + [ISO-S x ISO-L] . 
Observing that the P1 (cognitive) probability for event ISO-L is dependent between both human error 
events, the NUS analysis modified the equation: 

CCDP = [(ISO-S - P1) x (1 - (ISO-L - Pl)) x REFLUXI + [(ISO-S - P1) x (ISO-L - Pl)] + P1. 

The values of P1, P2, and P3 obtained above can be substituted into this expression: 

[(6.6E-2) x (1 - 2.1E-2) x 7.OE-4]+ [(6.6E-2) x (2.1E-2)] + 1.OE-3 

= 4.5E-5 + 1.4E-3 + 1 .OE-3 

= 2.4E-3 

to obtain a CCDP value which is consistent with the value obtained by other methods in the 
preliminary ASP analysis. 

This value is consistent with the values developed using the TRC HRA model in the ASP analysis. 

H.14.2 NRC Comments 
None. 
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H.15 LER NO. 498/94-012 

Event Description: Emergency Diesel Generator 11 and Turbine-Driven Auxiliary Feedwater Pump 14 
Simultaneously Inoperable 

Date of Event: March 11,1994 

Plant: South Texas 1 

H.15.1 Licensee Comments 
Reference: 

Comment 1: 

Response 1: 

Letter fiom T. H. Clonhger, Houston Lighting & Power, to the U.S. NRC, dated May 16,1995, 
ST-HL-AE-5084. 

(Summary) The event followed an extended shutdown of approximately 1 year, and decay heat levels 
were extremely low. Under these conditions, it would take over 24 h for the steam generators to dry 
out without any auxiliary feedwater. Also, at low decay heat levels, it is unlikely that the PORVs 
would lift. Therefore, more time should be allowed in the analysis for the recovery of electric power 
prior to assuming core damage will occur. 
The Accident Sequence Precursor (ASP) Program has typically reviewed shutdown events to 
determine ifthese events could have occurred with the unit at power. If so, the event is then screened 
for analysis as a possible precursor, using conventional ASP selection criteria. In this event, the 
combination of the emergency diesel generator (EDG) failure and the unavailability of the 
turbine-driven auxiliary feedwater (TDAFW) pump could have occurred with any power history and 
would then meet the selection criteria for analysis. However, given the extended shutdown power 
history prior to this event, translating this event to an at-power condition may be considered overly 
conservative. 

Comment 2: 

Response 2: 

~~ ~ 

(Summary) EDG 11 should not be modeled as guaranteed to fail for the entire 633-h period since 
there were six successful starts between the two related failures. This gives a failure-to-start 
probability during the period of interest of 2/8. The only period with a guaranteed failure of EDG 11 
should be the 148-h period between the last successful start (February 23,1994, at 0657 hours) and 
the second failure (March 1,1994, at 1120 hours). 
It appears that the failure of the spring associated with the K1 relay was somewhat sporadic or was 
correctly (although temporarily) realigned during the maintenance following the initial EDG fhilure 
(February 3,1994, at 0204 hours). Two ofthe six successful starts were not documented as valid tests; 
however, valid successful tests were performed before and after the TDAFW pump maintenance 
period (February 8,1994, through February 13,1994). So, it is reasonable to expect EDG 11 to have 
started and loaded as required during the TDAFW pump maintenance period. Therefore, the period 
that EDG 1 1 was unavailable and the period that the TDAFW pump was unavailable do not overlap. 
As a result, this event no longer meets the typical selection criteria for analysis by the ASP Program. 
The unavailabilities of the individual components were within the plant’s technical specification 
requirements. Therefore, the event was not analyzed as a long-term single-train unavailability. As a 
result, the unavailability of EDG 11 and the TDAFW pump described in LER No. 498/94-012 has 
been removed fiom the set of 1994 accident sequence precursors. 

H.15.2 NRC Comments 
None. 
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H.16 Inspection Reports 499/94-13 and 499/94-16 

Event Description: Emergency Diesel Generator 22 Long-Term Unavailability 

Date of Event: March 2,1994 

Plant: South Texas 2 

H. 16.1 Licensee Comments 
Reference: 

Comment 1: 

Comment 2: 

Comment 3: 

Comment 4: 

Response: 

Letter from L. E. Martin, HoustonLighting and Power, to U.S. NRC, dated August 31,1995, 
ST-HL-AE-5 153. 

Although the 4Rpiston was damaged, all indications are that it was st i l l  functioning at the time of the 
18-monthinspection. It is not known how long the piston skirt had beenbroken, but the damage had 
not progressed to the point of disabling the cylinder. Because the damage did not cause failure, there 
is nothing to indicate when it had occurred. 

The broken piston would not necessarily cause engine failure, as it did not cause failure during the 
latest test. It would be accurate to say that the diesel was in a degraded condition and to postulate that 
the probability of failure was higher than average while this condition existed. But the failure 
probability was demonstrably not equal to one, as damage was found only by inspection of the piston, 
not by failure of the engine. 

Houston Light and Power (HL&P) disagrees with the statement that the piston failure would not be 
detected unless EDG 22 was ~UIL The piston failure was detected by a teardown inspection, and not 
by running the engine. In fact, in previous tests with the engine the cylinder gave normal test 
indications. 

HL&P disagrees withthe logic applied to speculate that the EDG 22 piston failure could have occurred 
at power. The unit was not at power, but was in a shutdown that had lasted for almost exactly 1 year. 
No fuelwasinthecore, andcansideringthelowlevelofdecayheatinthefuelpool, aloss ofacpower 
would have had to last a long time to have any consequence. 
The failure of the EDG occurred following an extended shutdown period of approximately 1 year. 
TheEDGwasfoundinadegradedcondition. Thepreliminaryanalysis assumedthatiktheroperation 
of the EDG would result in M e r  degradation of the EDG and its eventual failure. Although the 
event occurred with the plant in a shutdown condition, the event was ori- analyzed with the 
plant in an at-power condition. Previously, the ASP Program has reviewed conditions discovered with 
the plant in a shutdown condition to detenmine ifthe condition was unique to the shutdown condition. 
In other words, was there a specific factor involved in the event that would prevent it from occurring 
withtheplant atpower? Kthe answertothis questionwasn0,thenthe eventwouldhavebeenanalyzed 
as an at-power event regardless of whether the event actually aEected at-power operation. Since the 
preliminary analysis of this event was completed, the ASP Program guidelines for analysis of this 
type of event has changed. Now, only those conditions identified with the plant shutdown that had 
the potential to affect at-power operations will be candidates for analysis as at-power events. 

In the case of this event, it was assumed that the EDG had been tested throughout the extended 
shutdownperiod. As aresult,itwas assumedthatthe degradationoftheEDGwouldnothaveaffected 
the plant duringits previous power operation (over 1 yearprevious to this event). Based onthe change 
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in the guidelines for reviewjng this type of event, the event would now be analyzed as a shutdown 
event. As a result, the conditional core damage probability for the event falls below the precursor 
cutoffvalue (1 x Therefore,theeventhasbeeneliminatedfromthesetof 1994precursorevents. 

H.16.2 NRC Comments 
None. 
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