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Abstract 

The Pacific Northwest National Laboratory 
(PNNL) has developed a Hydrologic 
Evaluation Methodology (HEM) to assist the 
U.S. Nuclear Regulatory Commission in 
evaluating the potential that infiltrating meteoric 
water will produce leachate at commercial low- 
level radioactive waste disposal sites. Two key 
issues are raised in the HEM: 1) evaluation of 
mathematical models that predict facility 
performance, and 2) estimation of the 
uncertainty associated with these mathematical 
model predictions. The technical objective of 
this research is to adapt geostatistical tools 
commonly used for model parameter estimation 
to the problem of estimating the spatial 
distribution of the dependent variable to be 
calculated by the model. To fulfill this 
objective, a database describing the 

... 
Ill 

spatiotemporal movement of water injected into 
unsaturated sediments at the Hanford Site in 
Washington State was used to develop a new 
method for evaluating mathematical model 
predictions. Measured water content data were 
interpolated geostatistically to a 16 x 16 x 36 
grid at several time intervals. Then a 
mathematical model was used to predict water 
content at the same grid locations at the selected 
times. Node-by-node comparison of the 
mathematical model predictions with the 
geostatistically interpolated values was 
conducted. The method facilitates a complete 
accounting and categorization of model error at 
every node. The comparison suggests that 
model results generally are within measurement 
error. The worst model error occurs in silt 
lenses and is in excess of measurement error. 
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Executive 

The Pacific Northwest National Laboratory 
(PNNL) has developed a Hydrologic 
Evaluation Methodology (HEM) for 
characterizing water movement through the 
unsaturated zone such as that which occurs at 
commercial low-level radioactive waste (LLW) 
disposal sites. The HEM is designed to focus 
on key technical issues that define the 
interaction between infiltrating meteoric water 
and buried waste at LLW disposal facilities. 
The purpose of this report is to describe a new 
method that addresses two key issues raised in 
the HEM 1) Evaluation of mathematical 
models that predict facility performance; and 
2) Estimation of the uncertainty in 
mathematically predicted facility performance. 

The objective of this research is to adapt 
geostatistical tools commonly used for model 
parameter estimation to the problem of 
estimating the spatial distribution of the 
dependent variable to be calculated by the 
model. To fulfill this objective, an existing 
water content database from an injection test in 
the unsaturated zone at the Hanford Site in 
Washington State was utilized (Fayer et al. 
1993). The database consists of a 
comprehensive series of spatiotemporal water 
content measurements that track the spread of 
injected water and tracers through an 18-m- 
thick section of unsaturated sediments via 32 
monitoring wells within an 8-m radius. 

Evaluation of a transient, three-dimensional 
mathematical model simulation of water 
movement in the unsaturated zone is described 
in this report. The model incorporates a 
hydrogeologic conceptual model. Measured 
data and geostatistical estimates of these data 
are used to develop target values of the 
dependent variable, volumetric water content, 
at each model node. Model reliability is 
investigated by comparing the output at each 
node to the target value. In summary, the 
study consists of geostatistical interpretation of 
this water-content database and development of 
a three-dimensional unsaturated zone model to 
predict these water contents using the 

Summary 

Subsurface Transport Over Multiple Phases 
(STOMP) code. 

Geostatistical and mathematical model 
calculations are conducted on a common, 
uniform, three-dimensional grid. Each grid cell 
measures 0.9 x 0.9 x 0.5 m, with a total array 
of 16 x 16 x 36 in the x, y, and z directions, 
respectively. Water-content data are 
interpolated on to this grid by (1) development 
of a global variogram and kriging of the seven 
different sediment types and by (2) application 
of a biharmonic cubic spline technique. The 
resulting matrix with values at each node 
constitutes a geostatistical database. 
Node-by-node comparisons between the 
mathematical model output and the 
geostatistical database are conducted on the 
common grid. The a priori model acceptance 
criterion was to have modeled volumetric water 
contents within the B-3% calibration error of 
the neutron probes used to collect the field data. 

Analysis of simulated water contents indicates 
that model results generally are within 
measurement error. The worst model error is 
determined to occur in silt lenses. The node- 
by-node analysis approach is recommended for 
model output evaluation because the 
geostatistical database facilitates a complete 
accounting and categorization of model error. 

The general conclusion of this study is that use 
of the geostatistical database significantly 
improves the ability to check the accuracy of 
model output. If mathematical model results 
are to be a cornerstone of regulatory decision 
making, the study results show that data 
collection must be balanced between the 
independent variables that define model input 
and dependent variables that define model 
output in the geostatistical database. These data 
should be collected at a scale sufficient to 
define them on the common grid. The method 
allows detailed error analysis of the dependent 
hydrologic variable; the error then can be 
analyzed spatially by sector or lithology. 
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Foreword 

This technical report was prepared by Pacific 
Northwest National Laboratory1 under its 
research project with the waste management 
branch in the Office of Nuclear Regulatory 
Research (JOB CODE L2466). The report 
presents a geostatistical approach for modeling 
water content in unsaturated, sedimentary, 
lithologic units that may be important to 
assessing ground-water flow and transport at 
commercial low-level radioactive waste (LLW) 
sites. This report builds on information and 
experimental data presented in NUREG/CR- 
5996: “Subsurface Injection of Radioactive 
Tracers: Field Experiment for Model 
Validation Testing” and borehole geophysical 
logging results reported in PNL-10860 “Re- 
Evaluation of a Subsurface Injection 
Experiment for Testing How and Transport 
Models.” Specific information is provided on 
methods to characterize and represent the 
spatial variability of hydrogeologic units (e.g., 
unsaturated alluvial deposits) by integrating a 

1 Pacific Northwest National Laboratory is 
operated for the U.S. Department of Energy by 
Battelle Memorial Institute under Contract 
DE-ACO6-76RLO 1830. 

xiii 

geologic conceptual (e.g., fluvial depositional) 
model, drilling logs and samples, and borehole 
geophysical logs. Also presented are transient 
numerical modeling results of the water content 
distributions in these unsaturated alluvial 
deposits by incorporating the spatial variability 
characteristics of the different hydrogeologic 
units within the deposit. The methods and 
analyses discussed resolve selected issues 
associated with site characterization, data 
collection optimization, and assessment of 
model accuracy. 

NUREG/CR-6411 is not a substitute for NRC 
regulations, and compliance is not required. 
The approaches and/or methods described in 
this NUREG/CR are provided for information 
only. Publication of this report does not 
necessarily constitute NRC approval or 
agreement with the information contained 
herein. 
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1.0 Introduction 

1.1 Statement of the Problem 
A primary problem in mathematical modeling is 
developing a system for comprehensive 
evaluation of modeling results. Development 
of a mathematical model grid typically results in 
hundreds or thousands of nodes that form the 
computational matrix; typical hydrologic 
sampling networks result in measured values 
for less than 10% of the nodes. Solution of 
this data distribution problem, subject to some 
minimum data requirements, would increase 
the ability to evaluate mathematical models and 
allow for quantification of the uncertainty in 
mathematical predictions. 

The Pacific Northwest National Laboratory 
(PNNL) has developed a Hydrologic 
Evaluation Methodology (HEM) for 
characterizing water movement through the 
unsaturated zone at commercial low-level 
radioactive waste (LLW) disposal sites. The 
analytical methodology is designed to focus on 
key technical issues that define the interaction 
between infiltrating meteoric water and buried 
waste at LLW disposal facilities. Two key 
issues are addressed in the HEM: 

1) 

2) 

Evaluation of mathematical models that 
predict facility performance; and 
Estimation of the uncertainty in 
mathematically predicted facility 
performance. 

The purpose of this report is to investigate 
mathematical techniques that address these 
issues. To conduct these investigations, an 
existing database from an injection test site in 
the unsaturated zone at the Hanford Site in 
Washington State was utilized. The experiment 
was reported by Sisson and Lu (1984) and was 
reviewed extensively in a report prepared for 
the U.S. Nuclear Regulatory Commission by 
Fayer et al. (1993). Briefly, the database 
consists of a series of geophysical 
measurements that track the spread of serial 
injections of water containing radioactive 

1 

tracers through steel-cased observation wells. 
This study focuses on the movement of water 
and the ability of a mathematical model to 
predict this movement. 

1.2 Purpose and Objectives 
The purpose of this research is to develop and 
demonstrate a geostatistical approach to 
document model prediction accuracy by 
utilizing data from an injection test in the 
unsaturated zone. The general objective is to 
develop a geostatistical database, honoring the 
spatial dependence structure of the geologic 
conceptual model. The geostatistical database 
will have an estimated or measured value at 
every node and is used to evaluate the accuracy 
of mathematical model output. Model input is 
based on site characterization data; model 
output consisting of transient water contents in 
three dimensions is compared to a transient 
geostatistical database constructed from field- 
measured water contents. The method is 
distinguished by incorporating geostatistics into 
the analysis of model output rather than the 
parameterization of model input. 

1.3 Method of Study 
A previous field experiment is used in this 
study to develop a geostatistical approach to 
model validation (Sisson and Lu 1984, Fayer et 
al. 1993). The experiment consisted of an 
injection test in the unsaturated zone with a 
central injection well and 32 monitoring wells. 
The investigators measured the movement of 
repeated injections of water and tracers via the 
monitoring well network. These data were 
collected for the purpose of testing numerical 
models of subsurface flow and transport and 
are well documented in the investigator’s 1984 
report. Their report includes some preliminary 
two-dimensional modeling. 

The primary rationale for conducting the 
injection test experiment was to develop a data 
set that could be used to test mathematical 
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models of subsurface flow and transport in the 
unsaturated zone. Research for the current 
study focuses on development of a 
geostatistical database to test model output as 
an approach to model validation. The unique 
features of the database are the sufficiently 
complete record of site characterization for 
model parameterization combined with detailed, 
three-dimensional, transient monitoring of the 
dependent variable, water content for injected 
fluid pulses, that can be compared directly to 
model output. This detailed monitoring of 
water content allows the transient response of a 
site model to be checked very precisely. 

These data provide a good opportunity for 
model testing because there is sufficient data 
for both mathematical model parameterization 
and independent evaluation of model output. 
Geologic and hydrologic data from the site 
characterization database (Sisson and Lu 1984, 
Fayer et al. 1993, Smoot 1995) are analyzed in 
three dimensions for this study to develop a 
geologic conceptual model and subsequently 
parameterize model input. A wide range of 
separation distances exists between the 
monitoring wells, suggesting that the site is 
well adapted for understanding the spatial 
correlation in these data via geostatistical 
analysis. Geostatistical techniques are used to 
analyze the fluid migration data, collected as 
water content, at selected times from the 
monitoring wells for the purpose of analyzing 
model output. These data are kriged onto a 
nodal grid with the same dimensions and 
spatial coordinates as the mathematical model 
grid. These data also are interpolated to the 
same grid using a biharmonic cubic spline 
technique. The spatial data analysis techniques 
of kriging and splines are used to augment the 
high-quality field database to build a gridded 
matrix of measured data and estimated values, 
incorporating the spatial dependence structure 
to test a model developed for the site. The 
approach results in a geostatistical database 
consisting of a full matrix of target values in 
one-to-one correspondence with the nodes 
forming the matrix of the model output grid. 

Evaluation of model output consists of 
calculation of differences (errors) at each node 
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between the geostatistical database and the 
model output. Error at each node is grouped 
based on several spatial categories, and 
statistics are calculated for each category after a 
complete sweep of the grid. The method 
categorizes model accuracy by spatial 
subregions in terms of compass heading, 
depth, and lithology. 

Smoot (1995) extensively reviewed the 
problem of model validation and evaluating 
model output. A number of authors discuss the 
pros and cons of model validation (Tsang 
1991, Larsson 1992, Bredehoeft and Konikow 
1993, Bair 1994, McCombie and McKinley 
1993, Oreskes et al. 1994). Wang and 
Williams (1984) accurately pointed out that a 
knowledgeable regulator must ultimately 
defend some position based on available 
information, including predictions and answers 
provided by models. 

Such model predictions for subsurface 
processes constitute a spatial distribution of the 
dependent variable that commonly is evaluated 
at selected locations where measurements exist. 
However, measurements usually exist at only a 
few percent of the total number of nodes in a 
model grid. Therefore, exploitation of the 
spatial dependence structure provides a 
physically based method to estimate the values 
at unmeasured locations (nodes) using the 
concepts of geostatistics. 

Delhomme (1978) described the utility of 
kriging and its potential for parameter 
estimation, automatic contouring, and 
measurement network design. He was one of 
the first to point out the potential for kriging to 
guide the selection of model parameters during 
calibration. Neuman and coworkers also noted 
the utility of kriging for parameter estimation, 
particularly in the context of inverse 
calibrations of ground-water flow models 
(Neuman 1980, Neuman 1982, Neuman 1984, 
Neuman et al. 1980, Neuman and Yakowitz 
1979). Commonly, these geostatistical 
applications are incorporated into probabilistic 
andor stochastic methods. Neuman (1982) 
discussed statistical characterization of aquifer 
heterogeneity. He also discussed stochastic 



methods, including kriging and conditional 
simulation of transmissivity data. Zirschky 
(1985) reviewed the kriging technique and 
described its potential for environmental 
applications. Gilbert and Simpson (1985) and 
Cooper and Istok (1988) reviewed basic 
geostatistics and their application in 
contaminant hydrogeology. 

Rockhold et al. (1994) described a 
deterministic method for conditioning the 
hydraulic properties needed to parameterize 
unsaturated zone model input. The 
conditioning is based on the spatial distribution 
of initial water content and calculated 
scale-mean hydraulic parameters. Reasonable 
matches to observed data were obtained 
without calibration, suggesting an alternate 
approach to stochastic methods for studying 
spatial variability. 

Neuman and coworkers have utilized the 
concept of node-by-node analysis in the 
development of a statistical approach for 
transmissivity estimation in the inverse 
problem. Neuman and Yakowitz (1979) and 

Neuman (1980) used a comparative analysis of 
model results with a theoretical “known” 
transmissivity distribution to select a solution to 
the problem. They used statistical measures, 
including mean residual sum of squares and 
average residual, to analyze the results. The 
analysis was not conditioned based on any 
hydrogeologic knowledge of the aquifer; all 
transmissivity points were assumed to be from 
the same population. Neuman (1980) 
calculated the actual error based on a known 
theoretical distribution of transmissivity, but 
noted that in practice the actual distribution is 
not known. 

Evaluation of geostatistical techniques suggests 
that a physically based model of the spatial 
dependence structure can be developed using 
geostatistics. Consequently, development of a 
defensible array of target mathematical model 
output values by utilizing the measured data 
and the spatial dependence structure 
theoretically is tractable. Development of these 
target values into a geostatistical database and 
use of this database to check model output is 
the subject of this report. 
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2.0 Geologic Conceptual Model 

2.1 Introduction 
A geologic conceptual model for the injection 
test site is described in this section. The 
geography and layout of the site are described 
by Fayer et al. (1993) and Smoot (1995). The 
location of the study area is shown in Figure 1. 
The site originally was chosen by Sisson and 
Lu (1984) because geologic reconnaissance 
suggested simple geology and relatively 
homogeneous, sandy alluvium. An injection 
well and 32 monitoring wells were drilled 
(Figure 2). Evaluation of the drilling and 
geophysical logs from these boreholes indicates 
that the geology is more complex, consisting of 
layers and lenses of finer and coarser alluvial 
sediments. 

2.2 Geology of Surficial 
Sediments 
The geology at the Hanford Site consists of the 
Miocene Columbia River Basalt Group overlain 
by late Miocene-Pliocene Ringold Formation 
and the Pleistocene Hanford Formation. The 
sediments of the Ringold Formation 
disconformably overlie the Columbia River 
Basalt Group over much of the site, including 
the southern two thirds of the 200 East Area. 
The Hanford Formation sediments overly the 
Ringold Formation; a small portion of the 
Hanford Formation sediments were analyzed 
for this study. 

Deposition of sediments at the Hanford Site has 
been extensively studied. Most evidence 
suggests that the sediments at the injection test 
site were deposited by a series of catastrophic 
floods from Pleistocene Glacial Lake Missoula. 
Waitt (1984) reported on the periodicity of 
these floods. Evidence from northern Idaho 
and Washington corroborates evidence from 
southeastern Washington that one graded bed 
was deposited per flood. Fourteen sets of 
alternating varved mud and sand similar to the 
southeastern Washington slackwater deposits 
are observed in the Priest Lake valley, while a 

succession of at least 28 flood beds is observed 
near Spokane. 

Mullineaux et al. (1978) discussed the age of 
the most recent catastrophic flood that would 
have deposited all or part of the sediments at 
the injection test site. They correlated Mount 
St. Helens pumice (set S) with certain ash beds 
associated with young flood deposits of the 
channeled scablands. The correlation suggests 
an age of about 13,000 14C yr B.P. for the last 
major flood to have crossed the scabland 
compared to the previous estimate of 
approximately 20,000 yr B.P. 

Hanford Formation sediments range from 
fine-grained silts to coarse-grained gravel, 
cobbles, and boulders. The distribution of 
these materials deposited at any specific 
location depended on the energy levels of each 
flood and proximity to main flood channels. 
These concepts form the foundation for a 
conceptual model: a series of fining-upward 
sedimentary sequences deposited by successive 
catastrophic floods. However, the simple 
model is complicated by reworking of the 
uppermost fine material during each hiatus and 
probable removal of portions of the material by 
the subsequent flood. 

Drilling logs from 32 wells at the injection test 
site (Smoot 1995) suggest the following 
lithology. The upper 1.5 m is a moist coarse 
sand underlain by approximately 4.6 m of fine 
sand with some clay. This unit tends to 
coarsen to the west and locally appears to be 
coarser near the center of the site. A 6-m-thick 
unit with mixed fine-grained and 
coarse-grained material in approximately a 2: 1 
ratio underlies this unit on the west side of the 
site. In the center of the site, the unit appears 
to thin to approximately 3 m of very fine sand 
with 10% clay-sized material. The remainder 
of the material at depth is described in most 
well logs as a coarse sand with varying 
amounts of gravel and occasional reports of a 
clay-sized fraction. However, 6 m of fine sand 
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Figure 1. Location of injection test site 
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Figure 2. Well array at injection test site 
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constitutes the lowest reported interval in the 
northwest part of the site. 

From three of the observation wells, sediment 
samples were collected every 1.5 m or at 
smaller intervals if a major change in lithology 
was encountered. Samples were not collected 
from any other wells. Nineteen of these 
samples constituting a representative range of 
soil types were tested in a laboratory to 
determine physical and hydraulic properties, 
including particle density, size distribution, and 
saturated hydraulic conductivity (Sisson and Lu 
1984, Fayer et al. 1993). Pressure plate and 
vapor adsorption data were measured for all 
samples; hanging-water-column data were 
measured for eight of the samples. 

2.3 Geophysical Logging 
Neutron, natural gamma, and gamma-gamma 
logging were conducted by Sisson and Lu 
(1984) as part of the original experiment. In a 
related investigation (Fayer et al. 1995), 
Schlumberger, Inc. logged all of the 
observation wells in January 1995, using 
state-of-the-art sondes that have been adapted 
from oil- and gas-well logging for use in 
environmental monitoring wells. Their logging 
included complete passes of the observation 
well network using a compensated neutron 
sonde, a litho-density sonde, and an 
accelerator-porosity sonde. 

Sisson and Lu measured water-content values 
versus depth in the observation wells with three 
Campbell-Pacific Nuclear (CPN) neutron 
probes (Fayer et al. 1993). Schlumberger, Inc. 
used a Compensated Neutron Sonde (CNT-G) 
and an Accelerator Porosity Sonde (APS)  for 
neutron logging. The CNT-G operates on the 
same principle as a neutron probe to measure 
the presence of the hydrogen atom. Where the 
hydrogen concentration of the formation is 
large, most of the neutrons are slowed and 
captured within a short distance of the source. 
On the other hand, if the hydrogen content is 
low, more of the neutrons will travel farther 
before they are captured. The CNT-G detects 
the presence of hydrogen by counting 

epithermal neutrons--the more neutrons, the 
lower the hydrogen content. 

Both gamma-ray and gamma-gamma logging 
were conducted at the site. The gamma-ray log 
measures the natural radioactivity of the 
formation and typically is a measure of shale or 
clay content which tend to contain radioactive 
elements. The gamma-gamma log measures 
the electron density of the formation. The tool 
irradiates the formation with medium-energy 
gamma rays that collide with electrons in the 
formation. At each collision, a gamma ray 
loses some, but not all, of its energy to 
electrons, and continues with diminished 
energy. The scattered gamma rays reaching the 
detector on the sonde, at a fixed distance from 
the source, are counted as an indication of 
formation density, hence porosity. The 
Litho-Density Sonde (LDS) used by 
Schlumberger, Inc. has dual detectors that 
allow the tool to correct for borehole effects. 
This tool also measures the photoelectric 
absorption index for the formation. This index 
can be related to lithology; whereas, the bulk 
density measurement responds primarily to 
porosity. 

An interpretation of the gross gamma response 
for Schlumberger’s CNT-G log is shown in 
Figure 3. This figure shows a cross section 
through the principal east-west axis of the site. 
The cross-section is a slice from a three- 
dimensional interpretation derived from a cubic 
spline algorithm that incorporates the gamma 
response from all 32 monitoring wells. 
Elevated gamma levels (red and orange zone) in 
well E-1 just west of the injection point (INJ) 
are attributed to residual levels of 1Ws utilized 
as a tracer during the experiment. Several 
orange zones are also observed at depth below 
the injection point. 

The matrix bulk density for Schlumberger’s 
LDS log on the same section line is shown in 
Figure 4. Again, bulk density values are 
interpolated to this section using a cubic spline 
algorithm that incorporates the response from 
all 32 wells. The matrix bulk density response 
shows distinct layering, with the warmer 
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Figure 3. Gross gamma response for Schlumberger's CNT-G log 
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Figure 4. Matrix bulk density response for Schlumberger’s LDS log 
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yellows, oranges, and reds (lighter tones) 
representing layers of higher bulk density and 
the blues, greens, and purples (darker tones) 
representing layers of lower bulk density. 

2.4 Interpretation of Lithology 

Lindsey1 interpreted the stratigraphy of the site 
based on drilling logs, published information 
for the 200 East Area, and years of experience 
conceptualizing stratigraphy in the flood 
deposits. His interpretation indicated 
approximately seven sediment types. These 
sediment types and their abbreviations are 
summarized in Table 1. These sediments 
consist of wedges and lenses of alternating 
coarser and finer sediments located within a 
matrix of medium to coarse sand. The coarser 
sediment is labeled as coarse sand to gravel; 
several fine-grained sediments are noted also. 
These fine-grained sediments include a silty to 
medium sand, a silty fine to medium sand, silty 
sand to silt, and silt. Some layers are not 
continuous, and some of the fine-grained layers 
occur as lenses. Therefore, the site is 
heterogeneous, with both continuous and 
discontinuous layers. 

Table 1. Sediment types identified at test site 

Sediment Tvue Abbreviation 

Silt silt 
Silty, fine to medium sand sfms 
Silty to medium sand ssms 
Medium to coarse sand mscs 
Medium sand to gravel msgr 
Coarse sand to gravel csgr 
Interbedded 
medium-to-coarse sand 
and gravel mcgi 

Five textural changes are observed vertically in 
the sediment, based on study of the drilling 

1. K. A. Lindsey, 1994. Personal communication. 
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logs and incorporation of the work of 
Lindseyl. These five textural changes, with 
approximate depth intervals, may be 
summarized as follows. The upper layer (0 to 
300 cm) consists of silty fine- to medium- 
grained sand, occasionally overlain by coarser 
sediments. The silty sediments may be 
interbedded or mixed. The second layer (301 
to 600 cm) consists of medium- to 
coarse-grained sand. The third layer (601 to 
1200 cm) contains lenses of silt and gravel 
within medium- to coarse-grained sand. The 
fourth layer (1201 to 1600 cm) consists 
predominantly of coarse-grained sand with 
interbedded gravel. The fifth layer (1601 to 
1800 cm) is somewhat finer, with fine- to 
coarse-grained sand with minor interbedded 
silt. 

These textural changes appear broadly to be 
consistent with the average gamma-gamma 
response across the site (Figure 3). The 
textural changes indicate alternating layers of 
coarser- and fine-grained material. 
Consequently, the fine-grained layers would be 
expected to retain more water than the 
coarse-grained layers, resulting in an 
alternating pattern of higher and lower 
gamma-gamma response as observed in 
Figure 3. 
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3.0 Codevelopment of Target Database and Mathematical Model 

3.1 Introduction 
In order to improve the model evaluation 
process, unsaturated zone water content data 
collected periodically from the suite of 
observation wells (Sisson and Lu 1984, Fayer 
et al. 1993) was interpolated to a regular grid in 
three-dimensional space. Concurrently, a 
mathematical model to predict these measured 
water content data was developed using the 
same grid. This section describes the common 
grid, development of the geostatistical target 
database, and the construction of the 
mathematical model. Detailed discussion of the 
development is contained in Smoot (1995). 

3.2 Gridding of Subsurface 
Geologic Units 
The subsurface zone of investigation is a 
rectangular prism that incorporates the zone of 
measurement at the injection test site. The 
surface area may be approximated as a square 
with edge length of approximately 14.5 m. 
The depth is 18 m that includes the maximum 
depth of neutron probe measurements in the 
observation wells. 

The model domain is discretized into 
rectangular prismatic cells that measure 0.9 x 
0.9 m in the horizontal plane and 0.5 m in the 
vertical plane. The cell structure is 16 x 16 x 
36 for a total of 9216 cells. The vertical 
dimension is half the horizontal dimension to 
account for the dominant horizontal extent of 
the lithologic units. In addition, field 
measurements indicate that 0.5 m is a 
reasonable minimum length to account for 
field-scale geologic and water content 
heterogeneity that were described in Section 2. 

Seven different lithologies are listed in Table 2. 
Each cell in the model was identified uniquely 
with a lithologic type based on three- 
dimensional interpretation of the extent of the 
geologic units. Groups of cells of the same 
lithology form the geometric arrangement of the 

layers, wedges, and lenses of sediment present 
at the site. The distribution of cells by 
lithologic type is shown in Table 2. 

The three-dimensional model was constructed 
using minimum curvature algorithms with 
contact information described for each 
borehole. Five textural changes are observed 
vertically with depth in the sediment. The 
upper layer (0-3 m) consists of silty fine- to 
medium-grained sand, occasionally overlain by 
coarser sediments. The silty sediments may be 
interbedded or mixed. The second layer (3-6 
m) consists of medium- to coarse-grained sand. 
The third layer (6-12 m) contains lenses of silt 
and gravel within medium- to coarse-grained 
sand. The fourth layer (12-16 m) consists 
predominantly of coarse-grained sand with 
interbedded gravel. The fifth layer (16-18 m) 
contains fine- to coarse-grained sand and silt. 

The three-dimensional nodal distribution of the 
sediments in the model is shown in Figure 5. 
The front portion of the block has been cut 
away to reveal a portion of the interior nodes. 
The distribution of sediment in the model is 
derived from the conceptual model of layers, 
lenses, and wedges of sediment derived from 
deposition due to successive catastrophic flood 
deposits. This view shows the orientation of 
the geologic units exactly as they are input to 
the model. Cell boundaries show up as blocky 
features around the perimeter of each unit. 

Table 2. Lithology of model cells 

Sediment Type 
Silt 
Silty, fine-to-medium sand 
Silty sand to medium sand 
Medium sand to coarse sand 
Medium sand to gravel 
Coarse sand to gravel 
Interbedded medium sand, 
coarse sand and gravel 

Number of Cells 
41 

1318 
287 

4220 
124 

2178 

1048 
9216 
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silt light purple 
sfms dark purple 
ssms blue 
mscs dark green 

msgr light green 
csgr light orange 
mcgi dark orange 

Figure 5. Three-dimensional view of lithology 
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3.3 Geostatistical Target 
Database 
The geostatistical target database is developed 
using physically based models for the spatial 
dependence structure and applied using the 
technique of kriging to estimate water content 
values at the unmeasured nodes in the grid. 
Alternatively, water content values are 
estimated to the unmeasured nodes using 
biharmonic cubic splines. As Matheron (1981) 
has shown, splines and kriging are equivalent 
techniques in that they are derived from the 
same mathematical equations. 

3.3.1 Spatial Dependence 
Structure 
Measured water content data represent only 
about 20% of the total volume of sediment 
tested during the experiment. The unique and 
desirable characteristic of the geostatistical 
database is that it contains a value of water 
content at every location. Therefore, it is 
necessary to estimate the water content for the 
unmeasured space between the boreholes. 
Water contents are estimated for a grid identical 
to that developed for the mathematical flow 
model. Two methods are used to estimate the 
water contents: 1) a kriging algorithm that 
explicitly considers the spatial dependence 
structure of the geologic system and 2) a 
biharmonic cubic-spline algorithm that does not 
consider explicitly the geologic structure. The 
methods are evaluated with respect to choosing 
the best target for conducting node-by-node 
comparisons with the model results. 

An exploratory data analysis was conducted on 
neutron probe data. Nine time planes were 
selected for analysis and construction of the 
geostatistical target database; the first time plane 
describes the state'of the system prior to 
injection. Eight subsequent time planes were 
selected at both early and late times relative to 
selected injections. Reference to these time 
planes will be abbreviated as tpl, tp2, ..., tp9. 
There are 1920 data points per time plane. The 
mean water content initially is 5.4%; it rises to 
approximately 6.5% during the later time 
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planes. The standard deviation ranges between 
2% and 3%; the skewness ranges from 1.4 to 
3.3, with all values being positive, indicating 
moderate to significant right tail in the 
distributions. 

Spikes of high water content are associated 
primarily with silty fine to medium sand and 
medium to coarse sand. These sediments 
consist of finer to intermediate grain-sized 
material that would be expected to retain this 
amount of water. The pore-size distribution of 
coarser sediments would contain a significant 
increment of larger pore sizes that would not be 
able to retain the observed quantities of water. 

Analysis of water content with respect to soil 
type indicates that there are significant 
differences in water content between soil types. 
Summary statistics for each soil type are listed 
in Table 3 for tpl . Soils are arranged from 
finest to coarsest. Consequently, counts 
theoretically should be in descending order in 
the tables, but some fluctuations in the pattern 
are observed. The counts for tpl range from 
426 to 1281 counts (3 to 17% water content). 
The highest mean counts are 774.8 for ssms 
and 780.9 for sfms, units with high silt 
content. After three injections (Smoot 1995), 
the range for tp4 is 426 to 1564 counts (3 to 
21 % water content). The highest counts are for 
fine-grained units with lower counts in the 
coarse-grained units. The correlation is not 
perfect. Pure silt is still lower than sfms and 
ssms but has significantly increased in water 
content (by 136 counts) after three injections 
compared to coarse-grained units that generally 
increased by only several tens of counts. 

Table 3. Water count statistics, tpl 

Soil Mean 3 . D .  Minimum Maximum 

silt 610.8 127.3 468 
sfms 780.9 183.4 460 
ssms 774.8 169.1 546 
mscs 626.0 111.8 448 
msgr 545.0 44.6 457 
csgr 567.5 94.5 426 
mcgi 596.4 67.4 472 

919 
1281 
1202 
1236 
678 

1098 
836 
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The initial water content (tpl) was analyzed to 
understand the spatial correlation between 
water content and the underlying hydrogeologic 
conceptual model. Geostatistical analyses of 
neutron probe counts taken prior to the 
injections are consistent with the lithologic 
interpretation of the site. These analyses were 
conducted on raw neutron probe counts to 
avoid any bias produced by the neutron probe 
calibration curve used to convert the probe 
counts to volumetric water contents. All 1920 
count locations (60 per observation well) were 
incorporated into the analysis. The mean probe 
count for the initial conditions was 630.5 
counts/l5 s, with a variance of 18,603 
(countdl5 s)2. 

The variogram is a spatial moment that 
describes the average decrease in similarity 
between pairs of attribute measurements as the 
separation distance increases. It is calculated as 
half of the average squared difference in 
attribute value between points of approximately 
the same separation distance as (Isaaks and 
Srivastava 1989): 

The experimental variogram consists of the plot 
of the spatial moment versus the separation 
distance. The variogram has a range of 
influence; as the separation distance increases, 
the value of the variogram increases until the 
range of influence, or range, is exceeded. 
Beyond the range, the variogram tends toward 
a constant value approximately equal to the 
population variance of the attribute. This 
constant value is termed the sill. The value of 
the variogram is 0 if the separation distance is 
0. However, short-scale variability and 
measurement error may cause significant 
differences for points at short separation 
distances (Isaaks and Srivastava 1989). 
Consequently, the value of the variogram may 
effectively be nonzero at short separation 
distances. This phenomena is termed the 
nugget effect. 

continuous functions of the form (Isaaks and 
Srivastava 1989): 

n 

For ,this study, a summation of nugget and 
spherical models was used to fit the variogram. 
The nugget model has the form (Isaaks and 
Srivastava 1989): 

1 otherwise (3) 

The spherical model has the form (Isaaks and 
Srivastava 1989): 

1.5; - 0.5(a) h 3  ifh 5 a; (4) 
1 otherwise 

Y(h) = [ 
Horizontal and vertical variograms were 
calculated from these count data to investigate 
spatial continuity in these two directions. The 
horizontal variogram (Figure 6) exhibits a 
reasonable shape but levels off to a sill of 
approximately 15,000 counts. This is less than 
the expected value, which should be 
approximately equal to the sample variance. 
The vertical variogram (Figure 7) appears to 
have some average sill in the region of the 
variance; the variogram exhibits some 
sinuosity, which suggests a layered system. 
This is similar behavior to that observed by 
Desbarats and Bachu (1994), which they 
attributed to alternating layers of sand and 
shale. The vertical variogram has a range of 
150 to 200 cm, while the horizontal variogram 
has a range of 300 to 400 cm. These ranges 
indicate approximately the range of spatial 
continuity in each direction. The lithologic 
layers discussed in Section 2 range from 200 to 
600 cm in thickness, which is reasonably 
consistent with the vertical variogram. 

The experimental variogram is then fit using The global variogram is shown in Figure 8. 
The variogram has a sill of approximately 
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Figure 6. Horizontal variogram of neutron probe counts, initial conditions; 
model: g(h) = 3000 + 11000Sph375(h) 
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Figure 7. Vertical variogram of neutron probe counts, initial conditions; 
model: g(h) = 2000 + 14000Sph225(h) 
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Figure 8. Global variogram of neutron probe counts, initial conditions; 
model: g(h) = 6000 + 9000Sph500(h) 
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15,000 and a range of approximately 400 cm. 
The global variogram is estimated using a 
composite nugget plus spherical model. The 
parameters of this model are nugget = 6,000, 
subsill = 9,000, and range = 500. Separate 
variograms also were calculated for selected 
soil types using the hydrogeologic conceptual 
model to subdivide the neutron probe 
measurements. 

Variograms for selected lithologic unit 
subpopulations were also calculated for a 
fine-grained unit (sfms), an intermediate unit 
(mscs), and a coarse-grained unit (mcgi). The 
variogram for sfms has a range of 
approximately 75 cm and a sill of 
approximately 28,000, while the variogram for 
mscs has a range of approximately 150 cm and 
a sill of approximately 12000. The vertical and 
horizontal variograms for mcgi are similar with 
a range of approximately 250 cm. The 
horizontal variogram has a well-defined sill at 
approximately 4500 while the vertical 
variogram is less distinct at approximately 
6000-7000. 

The subpopulation variograms suggest 
differences in the spatial dependence structure 
among lithologic units. The variograms for 
these three units exhibit increasing ranges and 
decreasing sills as texture goes from fine to 
coarse. The high sill and short range for the 
sfms indicates significant differences in water 
content within this unit. This might reflect 
varying silt content and associated structure 
within the unit and corresponding changes in 
water retention chqracteristics. One lens of this 
unit is located close to the surface and some of 
the difference might reflect high water contents 
near the surface resulting from higher-than- 
average precipitation during the 6 months 
preceding the experiment. These factors appear 
to diminish for the coarser sediments that drain 
more readily. The sill for mscs is 
approximately half that of the sfms and the 
range is approximately doubled. The sills for 
mcgi are approximately half that of the mscs 
and the range again is approximately doubled. 
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3.3.2 Kriging Estimation of 
Water Content 
Water contents first were estimated spatially in 
the zone of the injection test using the technique 
of kriging. The conceptual framework for the 
technique was developed by Krige (1951) and 
later formalized by Matheron (1963, 1971), 
who named the technique in honor of Krige's 
initial efforts. The text by Journel and 
Huijbregts (1978) and the more recent texts by 
Isaaks and Srivastava (1989) and Samper and 
Carrera (1990) review the theory and practice 
of the method. Current research in 
three-dimensional geostatistics (Chu, Xu, and 
Journel 1994) indicates the importance of prior 
geological information and the incorporation of 
three-dimensional visualization software 
(Alexander et al. 1991). 

Kriging incorporates the spatial correlation 
summarized in the variogram and implements a 
best, linear, unbiased estimate for the spatially 
continuous variable of interest. The kriging 
equations are of the form (Isaaks and 
Srivastava 1989): 

n 

v, = W j ' V j  
j=1 

n 

c w j = l  
j= 1 

(5) 

where v, is the estimated value, Vj are 
measured values, and Wj are weights 
corresponding to each measured value derived 
from the variogram. The value of the weights 
sum to 1. In addition, solution of the equation 
provides an estimate of the error associated 
with the estimated value. 

In this study, kriging is conducted to estimate 
water contents in the unsampled areas between 
observation wells. Three methods were 
investigated 1) kriging with all water content 
measurements and the global variogram, 2) 
kriging each soil type separately with a 
soil-specific variogram and soil-specific water 
content measurements, and 3) kriging each soil 
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type separately with soil-specific water content 
measurements but using the global variogram 
for all soils. 

The kriging error analysis is shown in Table 4 
for all measured points. The error analysis was 
accomplished by the process of cross 
validation, also called jackknife kriging. In this 
method, one measured point is left out of the 
kriging process and the estimated value is 
compared to the known value. This process is 
repeated for the set of measured points and a 
cumulative error calculated. The mean for the 
raw data is 630 with a variance of 18,120. 
Kriging maintains the mean of 630 but reduces 
the variance to 7486. The reduction in variance 
would be expected because kriging tends to 
smooth the extremes during estimation. 

Table 4. Kriging error analysis 

n mean diff mse var 
raw 1951 630 0 0 18120 
v-all 1951 630 0.1 7367 7486 

Smoot (1995) describes kriging error analysis 
for three of the soil types described in this 
study. These populations were kriged using 
soil-specific variograms as well as the global 
variogram. The mean square error is smaller in 
all three cases when the population specific 
variogram for each soil type is used. For mcgi, 
kriging with its own variogram results in a 
mean square error of 3 175 versus 3901 using 
the global variogram. For sfms, the 
soil-specific variogram results in a mean square 
error of 18426 versus 18989 with the global 
variogram. For the upper layer of mscs, the 
corresponding numbers were 8508 and 8741 
respectively. The variances on the 
subpopulations do not show as strong a 
correlation. For mcgi, the lowest variance is 
for the subpopulation variogram, while for 
sfms and the upper layer of mscs, using the 
global variogram produces a lower variance. 

Kriging with the global variogram considering 
all data from one population results in 
smoothed estimates of the variable. However, 
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by incorporating information from the 
hydrogeologic conceptual model, 
subpopulations based on lithology were 
identified and kriged locally. Kriging each 
subpopulation with its own variogram 
produces the best results. However, only a 
modest reduction in the mean square error of 
the estimated value was observed relative to 
using the global variogram to krige each 
population separately. These results suggest 
that it is of primary importance for this 
particular dataset to identify and krige 
subpopulations within the data field separately. 
Further but modest improvements can be made 
by incorporating the subpopulation variograms 
instead of the global variogram. 

The present study extends the work of 
Desbarats (1987) who used indicator kriging to 
develop a two-dimensional, binary model of 
Permeability in sandstone formations 
containing interbedded shale. He focused on 
the spatial dependence of shale as the primary 
control on low permeability in the system. He 
developed indicator variograms for shale based 
on both experimental and theoretical data. The 
resulting permeability was a function of the 
inferred shale volume fraction. Desbarats 
primarily uses the geostatistical approach for 
parameter estimation. He indicates that the 
shale should be treated separately from the 
sandstone but does not calculate sandstone 
vario@ams or global variograms for 
comparison. 

Analyses conducted for this study suggest that 
the primary source of error is due to kriging 
with the cpmplete set of water content 
measurements rather than kriging with 
soil-specific values; incorporating soil-specific 
variograms was only of secondary importance 
to the final result. Consequently, the third 
method is the most efficient and forms the basis 
for kriging selected time planes. 

A three-dimensional view of kriged water 
content is shown in Figure 9 for preinjection 
conditions (tpl). The kriging was done to a 16 
x 16 x 36 regular grid of cells that measures 90 
x 90 x 50 cm. This grid is the same as that 
developed for the three-dimensional model. 



The neutron probe count was converted to 
water content after estimation with kriging. 
The kriging estimation at the grid nodes 
indicates a maximum water content of 14% 
near the surface and, generally, on the order of 
5% to 6% at depth. The wet surface is 
consistent with infiltration into the upper few 
meters produced by the wet conditions in 1980. 
The dry soil at depth also is consistent with the 
deep-rooted plants living at the site prior to 
construction of the well network. 

3.3.3 Spline Estimation of Water 
Content 
These water content data also were estimated in 
three-dimensions using the earthvision 
visualization software developed by Dynamic 
Graphics, Inc. (1 993); the software interpolates 
scattered data using biharmonic cubic splines 
based on an algorithm developed for machine 
contouring of geologic data using minimum 
curvature (Briggs 1974). Schumaker (1981) 
described the basic theory of splines, including 
their computational efficiency as well as their 
utility for data analysis. Matheron (198 1) 
proved the mathematical equivalence of kriging 
and spline functions, and Cressie (199 1, p. 
180-1 83) provided a good discussion of the 
similarities of the two methods. 

Dynamic Graphics, Inc. (1993) incorporates 
the biharmonic cubic spline into their 
minimum-tension gridding routine for 
interpolation. The algorithm calculates an 
initial estimate for a node based on search of 
surrounding points using a modified inverse- 
distance weighting function that factors in the 
angular distribution of points. Then the initial 
estimate is refined using a biharmonic cubic 
spline function. The algorithm minimizes the 
second derivative (curvature) of this function at 
the nodes using a sum-of-squares approach. 

Three-dimensional views of water content data 
are shown in Figure 10 for preinjection 
conditions (tpl) and in Figure 11 for conditions 
after three injections (tp4). These images are 
spline-interpolated from neutron probe 
measurements in all 32 monitoring wells (1920 
total data points) at each measurement time. 

Water content was calculated for each node 
based on the interpolated neutron probe count. 
The injection well is located one quarter of the 
distance from the surface to the bottom. 

Kriging and the cubic spline method produced 
very similar results. Evaluation of the two 
estimation techniques was conducted by 
comparing the estimated values for each node 
in the grid. The comparison was made by 
subtracting water content values for 
corresponding cells in the grid. Results of 
error analyses for tpl, tp2, tp4, and tp8 are 
listed in Tables 5-8. Results are tabulated for 
the entire system and selected subdivisions 
within the system, including each geologic unit 
and the set of measured points. 
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Figure 9. Three-dimensional view of kriged water content, tpl 
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Figure 10. Three-dimensional view of spline-interpolated water content, tpl 
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Figure 1 1. Three-dimensional view of spline-interpolated water content, tp4 
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Table 5. Error for spline-interpolated minus 
kriged values, tpl 

Subset #Cells Sum 

All Cells 9216 24.82 
MeasuredWC 1152 -0.03 
WestHalf 4608 17.48 
EastHalf 4608 7.33 
Bottom Half 4608 5.63 
TopHalf 4608 19.19 
SWQuadrant 2304 -0.62 
NWQuadrant 2304 18.10 
SEQuadrant 2304 1.06 
NEQuadrant 2304 6.27 
1: silt 41 -0.05 
2: sfms 1318 -2.87 
3: ssms 287 10.39 
4 mscs 4220 2.64 

6: csgr 2178 4.46 
7: mcgi 1048 10.43 

5: msgr 124 -0.18 

Sum 
Squares 
2.91 
0.22 
1.60 
1.31 
0.54 
2.38 
0.8 1 
0.80 
0.61 
0.70 
0.00 
1.09 
0.72 
0.53 
0.02 
0.25 
0.30 

Avg. 
Err. 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.01 
0.00 
0.00 
0.00 
0.00 
0.04 
0.00 
0.00 
0.00 
0.01 

Table 6. Error for spline-interpolated minus 
kriged values, tp2 

Subset # Cells Sum 

All Cells 9216 22.62 
WestHalf 4608 6.96 
EastHalf 4608 15.66 
Bottom Half 4608 5.02 
TopHalf 4608 17.60 
SWQuadrant 2304 -1.17 
NWQuadrant 2304 8.13 
SEQuadrant 2304 9.75 
NEQuadrant 2304 5.91 

3: ssms 287 7.66 
4 mscs 4220 4.87 
5: msgr 124 1.14 
6: csgr 2178 1.23 
7: mcgi 1048 9.08 
MeasuredWC 1152 0.92 

1: silt 41 -1.17 

silt = silt 
sfms = silty, fine-to-medium sand 
ssms = silty sand to medium sand 
mscs = medium sand to coarse sand 
msgr = medium sand to gravel 

NUREG/CR-64 1 1 

Sum 

3.22 
1.65 
1.57 
0.49 

2.73 
0.90 
0.75 
0.87 
0.70 
1.06 
0.61 
0.79 
0.02 
0.45 
0.28 
0.54 

squares 
Avg. 
Em 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.03 
0.00 
0.01 
0.00 
0.01 
0.00 
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Table 7. Error for spline-interpolated minus kriged 
values, tp4 

Subset 

All Cells 
West Half 
East Half 
Bottom Half 
Top Half 
SW Quadrant 
NW Quadrant 
SE Quadrant 
NE Quadrant 
1: silt 
2: sfms 
3: ssms 
4: mscs 
5: msgr 
6: csgr 
7: mcgi 
Measured WC 

# Cells 

9216 
4608 
4608 
4608 
4608 
2304 
2304 
2304 
2304 

41 
1318 
287 

4220 
124 

2178 
1048 
1152 

Sum 

39.06 
8.48 

30.58 
8.25 

30.81 
1.07 
7.40 

16.00 
14.58 
-0.67 
-1.95 
7.09 

22.44 
1.07 
2.33 
8.75 
5.71 

Sum Avg. 
Squares Err. 
3.85 0.00 
1.83 0.00 
2.02 0.01 
0.96 0.00 
2.89 0.01 
0.88 0.00 
0.95 0.00 
0.92 0.01 
1.10 0.01 
0.02 -0.02 
1.16 0.00 
0.55 0.02 
1.59 0.01 
0.02 0.01 
0.23 0.00 
0.28 0.01 
0 3 1  0.00 

Table 8. Error for spline-interpolated minus kriged 
values, tp8 

Subset # Cells 

All Cells 9216 
West Half 4608 
East Half 4608 
Bottom Half 4608 
TopHalf 4608 
SW Quadrant 2304 
SE Quadrant 2304 
NE Quadrant 2304 
1: silt 41 
2: sfms 1318 
3: ssms 287 
4: mscs 4220 
5: msgr 124 
6: csgr 2178 
7: mcgi 1048 
Measured WC 1152 

Sum 

0.95 
-19.07 
20.03 
-10.12 
11.08 
-11.47 
14.09 
5.94 

-0.50 
-3.47 
6.72 
-13.41 
0.68 
1.52 
9.41 
-0.78 

Sum 

3.89 
2.05 
1.84 
1.21 
2.68 
0.98 
0.79 
1.05 
0.03 
1.36 
0.67 
1.20 
0.01 
0.34 
0.29 
0.63 

squares 
Avg. 
Err. 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.01 
0.00 
-0.01 
0.00 
0.02 
0.00 
0.01 
0.00 
0.01 
0.00 

csgr = coarse sand to gravel 
mcgi = interbedded medium sand, coarse sand, and 
gravel 
WC = watercontent 



3.4 Mathematical Model 
White et al. (1992) incorporated the partial 
differential equations that describe unsaturated 
zone flow and transport into the design and 
operation of the Subsurface Transport Over 
Multiple Phases (STOMP) code used in this 
study to model flow at the injection test site. 
The code was chosen because it incorporates an 
integral finite difference formulation that 
eliminates mass balance error as well as a 
modular format that allows the optimization of 
execution speed and memory. These criteria 
are important for three-dimensional analysis of 
water contents in the unsaturated zone. The 
code offers the choice of either a banded matrix 
solver or a conjugate gradient solver. The 
banded solver was used for this study. The 
code was designed to simulate phenomena at 
both the laboratory and field scale, and 
ultimately investigate remediation strategies at 
the field scale. 

The mathematical implementation of the 
hydrogeologic conceptual model utilizes the 
discretization of the subsurface geology at the 
injection test site (Section 3.2) along with 
laboratory measurements of the hydraulic 
properties of drilling samples. The major 
components of the model include the lithologic 
framework, the boundary conditions, the initial 
conditions, and the injection of the fluid as 
described below. 

Water retention characteristics were measured 
in the laboratory for selected soil samples 
collected during drilling of the observation 
wells at the test site. The hanging water 
content method, the pressure plate method, and 
the vapor adsorption method were used to 
measure the low, intermediate, and high 
tension conditions, respectively. These 
laboratory measurements are reported in Fayer 
et al. (1993). For this study, data from 
selected samples that describe each soil type 
were fitted to a water retention function 
developed by van Genuchten (1980); the 
function parameters become the input to the 
mathematical model. The RETC code (van 
Genuchten, Leij, and Yates 1991) was used to 
fit the function to these data using Mualem’s 

restriction (m=l-l/n) recommended for 
structured and coarse-textured soils (Table 9). 

Boundary conditions for the model were set for 
all six faces of the rectangular prism that 
constitute the domain. These boundary 
conditions are summarized in Figure 12. 
No-flow boundaries were established on all 
vertical boundaries. The lower boundary 
consists of a unit gradient to allow for free 
vertical drainage of water (injectate plus 
infiltration) through the bottom of the model 
toward the water table. The upper boundary 
represents net infiltration calculated as a 
function of precipitation and 
evapotranspiration. The top boundary of the 
model consists of a constant flux surface that 
was set equal to a fraction of the annual 
precipitation. A value of 5 cm was used based 
on lysimeter studies that indicate an infiltration 
range of 4 to 11 cm/yr for bare sand surfaces 
(Gee 1987) and simulation studies that indicate 
both vegetation and grain size control 
infiltration (Smoot et al. 1989). 

Equilibrium initial conditions of pressure head 
and water content were calculated with the code 
to simulate the initial condition in the sediments 
prior to the first fluid injection. An initial 
estimate of 6% water content was applied to all 
of the sediments. Different solutions were 
calculated for average annual surface infiltration 
fluxes of 4.0 and 5.0 cm/yr. Then the model 
was run to steady-state conditions. This steady 

Table 9. Summary of soil hydraulic properties 

Soil Grain Porosity K Alpha n Res. 
Density Porosity ( c d s )  (cm-I) Sat. 

silt 2650.0 0.37 1.39E-04 0.014 1.55 0.19 

ssms 2650.0 0.31 3.23E-04 0.007 2.80 0.13 
mscs 2650.0 0.26 6.05E-03 0.041 1.94 0.13 
msgr 2650.0 0.32 1.31E-02 0.089 1.48 0.08 

mcgi 2650.0 0.29 6.54E-02 0.126 1.55 0.12 

S ~ S  2650.0 0.28 3.23E-04 0.007 2.80 0.21 

csgt 2650.0 0.33 2.18E-02 0.024 1.65 0.10 

Aqueous Relative Permeability: Mualem’s Method 
Saturation Function: van Genuchten 
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Figure 12. Summary of model boundary conditions 
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state solution forms the initial condition for the 
transient simulation. Steady-state solutions 
were compared to the preinjection water content 
measurements at the injection test site, as will 
be discussed in Section 4 of this report. 

In the experiment, the fluid was injected as a 
point source through a hole in the steel plate 
welded to the base of the casing at the 4.6-m 
depth. The fluid was injected once every 7 
days for 10 weeks for the period September 22 
through October 24, 1980. One additional - 
injection was conducted February 2,1981. 
Approximately 4000 L weqe injected each time; 
the average flux rate was 7000 L/day (Figures 
10 and 11). The total flux rate duration and 
time generally was input to the model as 
recorded during the experiment. However, 
some combinations of hydraulic parameters 
were sensitive to the injection rate, requiring 
gradual changes at the initiation and conclusion 
of each pumping stress. The gradational 
change at the beginning and end of each 
injection phase was necessary to reduce the 
shock to the system, and to allow for smooth 
and timely transition between stress periods so 
as to reduce computer run times. 

Water content was simulated under steady-state 
conditions to mimic the initial state of the 
injection test site prior to the first injection. A 
view showing the distribution of volumetric 
water content for these calculated initial . 
conditions is shown in Figure 13. 
Approximately half of the domain has been cut 
away to reveal a vertical cross section. The 
cross section is oriented in the east-west 
direction. These results generally indicate high 
water content in the fine-grained layers and 
lower water content in the coarse-grained units, 
similar to measured data that represent the same 
time period. The highest water contents are 
observed in the silt lenses located near the 
middle of the section. 

These results qualitatively are similar to both 
the kriged and cubic-spline images presented in 
Figures 9 and 10. Comparison of these figures 
suggests that the model reasonably mimics the 
observed conditions. However, the modeled 
water content in excess of 0.2 in the center of 
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the lenses is higher than measured; the water 
content in the coarse-grained units is higher, 
suggesting that the infiltration rate of 5 cm/yr is 
somewhat too high. 

A three-dimensional view of water content for 
case 4 at tp6 (41.5 days) is shown in Figure 
14. Zones of high water content are clearly 
visible surrounding the injection point, located 
500 cm below the surface. Again, the highest 
water contents are associated with the 
fine-grained layers and they suggest wetter 
conditions than observed in the field. 
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Figure 14. Model simulated water content, tp6 
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4.0 Evaluation Of Model Results 

4.1 Introduction 
The purpose of this study is to develop a 
geostatistical database that allows the researcher 
to evaluate the accuracy of model output and 
integrate the results into an understanding of 
the system. Quantitative knowledge of the 
relationship between the model and the data is 
an important component of this understanding. 
The presentation of model results commonly is 
very qualitative. For example, one often is 
subjected to a curve drawn through a cloud of 
points and the match summarily is described as 
either good or bad. Obviously, a more 
quantitative means of understanding the results 
is needed, especially for large, three- 
dimensional models. The method described in 
this section incorporates the geostatistical 
database developed in the previous section. 
The geostatistical database and mathematical 
model share a common grid such that there is a 
one-to-one correspondence between them in 
terms of Cartesian spatial coordinates and 
volume. Therefore, every node in the model 
can be checked against these data or against an 
estimate and the differences can then be 
analyzed. 

Node-by-node error analysis is used in this 
study to understand how the model results 
compare with the geostatistical database. 
Detailed evaluations of model results usually 
are not undertaken in modeling studies because 
data collection commonly is not planned to 
fulfill both model parameterization needs and 
model calibration needs. Delhomme (1979) 
discussed kriging of hydraulic head to assist 
parameter estimation during model calibration. 
Node-by-node analysis of differences has been 
applied to two-dimensional inverse model 
calibration based on theoretical (Neuman and 
Yakowitz 1979) and mapped distributions 
(Neuman et al. 1980) of gridded 
transmissivity. The error analysis described in 
this section extends the work of these studies 
by incorporating the three-dimensional 
geostatistical database with model validation 

concepts proposed by Steinhorst (1979) for 
comparisons between measured data points and 
corresponding model points. 

4.2 Method of Error Analysis 
Steinhorst (1979) reviewed the concept of 
differences both for time series and spatial 
analyses as they relate to modeling. The first 
step in the model evaluation process is to 
calculate a matrix of differences (Y) in the form 
of equation 7 (Steinhorst 1979), where D refers 
to the data matrix and M to the matrix of model 
results. 

Y = D - M  (7) 

Calculation of differences in this manner 
assumes registration between the data and 
model such that there is one-to-one 
correspondence between both the coordinates 
and the volume represented by each number. 
As a practical matter, once the dimensions and 
nodal spacing within each grid are fixed, the 
accounting is accomplished by reference to the 
equivalent nodal index in each matrix. 

The error is analyzed by comparing water 
content throughout the space of the model at 
given times and by summarizing average water 
content error over time. The three-dimensional 
model was calculated to steady-state conditions 
in order to mimic the initial state of the system 
prior to injection of the fluids. The model then 
was run in a transient mode with stress periods 
corresponding to the injection periods recorded 
during the experiment. Model output times 
were selected to coincide with the times when 
data were collected. 

4.3 Analysis of Differences 
The goal of generating differences is to provide 
a better method of accounting for the accuracy 
of model results. The analysis of injection test 
modeling results is described in this section in 
terms of differences. The numerical model 
represents the best embodiment of the 
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hydrogeologic conceptual model. A range of 
reasonable initial conditions was investigated, 
as described in Section 6.1.2. The error 
analysis then facilitates systematic analysis of 
the different model parameters and clearly 
identifies the mathematical model result that 
best represents the hydrogeologic conceptual 
model. However, the difference matrix must 
be processed and analyzed to generate this 
understanding. Error for the whole model first 
is analyzed as a frame of reference for further 
study. Statistical analysis and spatial grouping 
are very important for understanding the model 
because a large matrix of differences is difficult 
to understand on its own. This process is 
similar to trying to analyze the output from a 
large model by looking at columns of numbers. 

Differences were analyzed in several ways. 
Measured data points first were checked against 
model predictions at corresponding registered 
model nodes. Then all model nodes were 
checked against data interpolated to the same 
grid using both kriging and cubic splines. 
Statistics were calculated for all 9216 nodes as 
a base reference. Then statistics were tabulated 
for subgroups or bins of model nodes: top half 
and bottom half, east half and west half, 
map-view quadrants, and by the stratigraphy 
that was assigned to each cell based on the 
hydrogeologic conceptual model. In addition, 
differences were calculated for nodes in the 
model corresponding to measured data points 
in the observation wells. 

A number of statistics were calculated to 
describe the cumulative error in each bin of 
differences calculated in equation 1: a simple 
sum of error, a sum of squares of the error, 
and an average error. The average error is 
especially useful for cases where the number of 
cells in each bin is unequal, such as for 
comparison of results by stratigraphy. 

The steady-state model results are summarized 
in Table 10. The infiltration rate is 5 cdyr .  
The average error for the simulation is -0.03 
when comparing with the geostatistical 
database. Comparison solely with measured 
data points produced the same error as the 
average error. Tabulation of the error by model 

halves and quadrants did not discriminate much 
information about the nature of the errors; these 
errors were within 0.01 of the average water 
content. However, these numbers indicate that 
error is distributed evenly throughout the model 
and indicate that the large errors observed in the 
top half of the model in cases 1 and 2 have 
been significantly reduced. 

More significant geologically is the ability to 
examine errors for each lithologic unit included 
in the tables. The largest average errors are 
-0.14 for silt, -0.06 for coarse sand to gravel 
(csgr), and -0.05 for medium sand to gravel 
(msgr). Note that silt constitutes only 41 
(0.4%) of the nodes, while csgr constitutes 
2178 (24%) of the nodes. Average error for 
silty to medium sand (ssms) and medium to 
coarse sand (mscs) are both -0.01 and together 
account for 4507 (49%) of the model cells. 
Average error for the silty, fine to medium sand 
(sfms) was -0.03. 

Based on these results, a transient analysis was 
conducted. Results of these analyses are 

Table 10. Summary of case 4 steady-state model results 

Subset 

All Cells 
Measured WC 
West Half 
East Half 
Bottom Half 
Top Half 
SW Quadrant 
NW Quadrant 
SE Quadrant 
NE Quadrant 
1: silt 
2: sfms 
3: ssms 
4 mscs 
5: msgr 
6: csgr 
7: mcgi 

##Cells Sum 

9216 -233.53 
1152 -32.56 
4608 -122.11 
4608 -111.42 
4608 -149.68 
4608 -83.85 
304 -67.26 
2304 -54.85 
2304 -58.85 
2304 -52.56 
41 -5.86 
1318 -43.26 
87 -2.48 
4220 -28.85 
124 -5.61 
178 -124.27 
1048 -23.20 

Sum 
Squares 

13.94 
1.94 
7.40 
6.53 
8.52 
5.41 
3.93 
3.47 
3.36 
3.17 
0.85 
2.85 
0.82 
0.82 
0.26 
7.46 
0.88 

Avg. 
Em. 

-0.03 
-0.03 
-0.03 
-0.02 
-0.03 
-0.02 
-0.03 
-0.02 
-0.03 
-0.02 
-0.14 
-0.03 
-0.01 
-0.01 
-0.05 
-0.06 
-0.02 
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shown in Figures 15 through 18, summarizing 
the tabulated comparisons for time planes tpl 
through tp8. 

Comparison of the global average error versus 
that only at measured points is shown in Figure 
14. These errors plot on top of each other, 
consistent with the fact that they contain the 
same amount of data. In addition, the errors 
are invariant over time, indicative of a robust 
analysis from both a data and modeling 
standpoint. The datasets for each time plane 
contain the same amount of data and should be 
expected to produce similar metrics of model 
performance at each time step. Consequently, 
the model appears to reflect the changes in 
water content in the sediment resulting from the 
fluid injections. The major systematic error 
appears to be in the establishment of the initial 
conditions of the experiment. 

Error by map view quadrants over time is 
shown in Figure 15 plotted together with the 
global average. The quadrant averages are all 
less than or equal to the global average, and 
range from -0.02 to -0.03. Model error by half 
domains is plotted over time in Figure 16. This 
breakdown shows some minor transient 
changes in the error over time. Errors for the 
top half and the east half were reduced by 0.01 
after approximately 50 days, while error for the 
bottom half increased by 0.01 after 
approximately 25 days. However, it should be 
stressed that these errors are relatively small. 

Errors over time are grouped by lithology in 
Figure 17. Again, errors tended to be relatively 
invariant over time, with slight changes of t- 
0.01. The global average error for all cells is 
included. The worst error is observed for silt, 
generally about -0.15 over time. Csgr remains 
constant over time at -0.06. Msgr begins at 
-0.05, reduces to -0.04 and remains constant to 
approximately 40 days. Then the error 
increases to -0.05 at approximately 50 days and 
further increases to -0.07 beyond 100 days. 
The errors for the remaining units are generally 
constant and equal to the value determined in 
the steady state analysis. 

The model error may also be shown visually 
for each model cell (Figure 19). This figure 
shows the color-coded value of the difference 
for each model cell at time plane tpl. The front 
section of the model domain has been cut 
away. The areas of dark green and light blue 
indicate areas where the model error is small 
while dark blue and purples indicate cells 
where the modeled water content is too wet and 
areas of light green, yellow, and orange 
indicate areas where the modeled water content 
is too high. This plot suggests that the 
modeled water content is reasonable for a large 
percentage of the cells in the model. However, 
it also reveals several zones where modeled 
water content is too high and several zones 
where the modeled water content is too low. 
There are several reasons for the modeled 
behavior in these zones. 

Comparison of model results with the 
geostatistical database indicates that the worst 
model approximations are for fine-grained 
sediments. One possible reason for this 
discrepancy is that significant structure exists in 
these fine-grained layers that is destroyed 
during drilling; less structure occurs in the 
coarse-grained sediments. Deposition of 
coarser material would be expected to occur 
under high-energy conditions that might 
produce a more random arrangement of the 
coarse sand and gravel grains; whereas, 
layering and other structure could develop in 
the fine-grained material deposited under low- 
energy conditions. 

Additional reasons are that the fine-grained 
lenses and layers may not be located accurately 
or they are too thick given the limitations of the 
grid. Generally, the model results for these 
layers show more water retention than 
suggested by the data. While these data and the 
model are on the same grid, scaling problems 
could occur, given that much of the water 
content change is observed across a 0.3-m 
increment. However, the fine-grained units 
also may be misinterpreted spatially in the 
model. Generally, these units are one layer of 
nodes thick and factors such as overlap 
between layers could cause them to be located a 
layer too high or a layer too low. 
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4.4 Significance of Results 
Evaluation of mathematical model predictions 
and the uncertainty of these predictions was 
investigated in this study. Development of the 
geostatistical database approach used in this 
study requires a robust database and integration 
of a geostatistical analysis with a mathematical 
modeling analysis. As noted by Wang and 
Williams (1984), a mathematicd modeling 
analysis supported by a strong field database 
can be a powerful tool for the knowledgeable 
regulator. Conversely, a mathematical 
modeling analysis that is not supported by a 
strong field database may be easily discredited 
and subsequently disregarded during the 
regulatory process. This section first discusses 
the regulatory impacts from this study. 
Impacts to this study from data collection 
procedures at the unsaturated zone test site and 
general data collection issues for this type of 
investigation are discussed. The concept of 
parallel development of mathematical models 
and geostatistical databases is discussed with 
regard to this study as well as subsequent 
studies. Finally, the advantages of the 
geostatistical database approach are described. 

The regulatory significance of this research is 
the ability of the geostatistical approach to 
provide a quantitative analysis of the model 
results for the knowledgeable regulator. The 
regulations for LLW disposal are codified in 10 
CFR 6 1. These regulations stipulate that 
“...the disposal site shall be capable of being 
characterized, modeled, analyzed, and 
monitored (10 CFR 61.5).” However, the 
modeling must be conducted in a very thorough 
manner, substantiated by a relevant field 
database. 

An important problem facing the knowledge- 
able regulator is that both proponents and 
opponents of a proposed LLW site will be 
armed with models supporting their 
viewpoints. The model of the former will 
indicate that their site plans comply with all 
applicable regulatory limits, while the model of 
the latter will suggest that there are serious 
shortcomings and that regulatory limits will be 
exceeded. Bair (1994) recently served as an 

expert witness at a trial where the jury was 
presented with results from competing 
mathematical models. One model was clearly 
better constructed with proper site-specific 
data, proper mathematical construction, and 
better documentation; the jury was able to 
discern this based on testimony at the trial. 
Respect for the scientific method and common 
sense led the jury to a reasonable conclusion 
about the best validated model. 

The drilling logs, geophysical logs, and 
neutron probe logs collected during the 
experiment provide the basis for development 
of the necessary detail in the geologic 
conceptual model. Prior to this study, these 
data were not evaluated in an integrated way. 
Based on their conceptual model, Sisson and 
Lu (1984) fully expected the site to be 
homogeneous and isotropic; the site location 
was chosen because it was expected to exhibit 
these characteristics. Sisson and Lu did 
recognize that some layering existed. 
However, detailed inspection of their data for 
this study reveals a much more complex 
stratigraphic sequence. This finding demon- 
strates that preconceived (or previously 
published) conceptual models always should be 
updated as more information becomes 
available. 

The geologic conceptual model developed for 
the site is based on the hypothesis that the 
observed stratigraphic units at the test site are a 
sequence of approximately three or four flood 
deposits, each characterized as a fining-upward 
sequence. The fine-grained sediments toward 
the top of each sequence would be expected to 
have the highest water retention characteristics 
because their smaller average pore size would 
result in higher capillary forces to retain water. 
The average gamma-gamma response, the 
three-dimensional porosity field, and the water 
content distribution suggest that this is a valid 
hypothesis. 

The model results indicate that those nodes 
defined as silt tend to have the worst absolute 
error. This could result from both conceptual 
model error or mathematical model error. The 
field data suggests that the silt lenses are 
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relatively thin, measuring 10-20 cm in 
thickness. However, the smallest increment 
for thickness in the model is the 50-cm 
thickness of one cell. Consequently, the 
greater thickness of fine-grained material in the 
model would be expected to retain more water 
than observed in the field, and this effect is 
observed in the model results. A related source 
of error is the case where a silt lens straddles 
the boundary between two nodes. The node 
assigned to silt would then be either higher or 
lower than the actual position of the silt in 
space. This could lead to some inaccuracies in 
the comparison. However, silt constitutes less 
than 0.5% of the nodes in the model, so the 
relative contribution of this error is small. 

The lithology defined at each node generally 
translates well from the conceptual model. 
Some error could have been reduced by using a 
finer grid to account for the thin lenses of silt. 
However, this may have increased the size of 
the computational grid beyond the present 
capability of the computer. The 16 x 16 x 36 
nodal array pushes the limits of reasonable 
computational speed. Expected increases in 
computational capacity over the next few years 
will allow further research in this area. In 
addition, better systems are needed to integrate 
geology into model grids. Currently, the 
system for assigning lithology to each node is 
very cumbersome and does not allow for 
efficient revision of node assignments as the 
geologic conceptual model evolves. A three- 
dimensional, interactive graphics system with a 
mouse could be designed to adjust the 
orientation and extent of structural contact 
surfaces. The lithologic assignment at affected 
nodes would be updated and an indexed file of 
nodal lithology assignments written to disk for 
inclusion in a model input file. The lithologic 
assignment at each node also should be 
accessible directly for more detailed changes. 

The results obtained herein highlight the utility 
of deterministic models when a sufficient 
amount of geologic insight is available to 
formulate the geologic conceptual model. By 
applying fundamental principles of geology, 
the database was integrated into a model that 
successfully simulated a three-dimensional, 

transient, water-content field within 
measurement error. Without the geologic 
insight derived from the site characterization 
database, the study might have had to rely on 
stochastic or probabilistic investigations of 
heterogeneity. This point is important due to 
the difficulty in persuading knowledgeable 
regulators and juries to make judgements based 
on the more theoretical stochastic and 
probabilistic models. The acceptability of these 
models in a regulatory framework is still very 
much in question. 

The development of a reasonable geologic 
conceptual model is dependent on the ability to 
differentiate and locate lithologic units. 
Typically, a Bayesian approach is taken by 
developing an initial concept derived from 
experience, similarities to known sites, and 
literature review of regional studies or studies 
at adjacent sites. Then, the initial inferences are 
updated as site-specific information becomes 
available. During this time, it is important to 
differentiate low and high hydraulic 
conductivity zones and low and high water 
retention zones. Several tools can be used to 
guide this analysis: nearby or analogous 
outcrops, borehole geophysics, surface 
geophysics, computer models that simulate 
sediment deposition, and the geostatistical 
technique of conditional simulation that could 
be used to develop a probability density 
function for lithology type at each node. 

Data collection should be consistent with the 
nodal spacing used in the analysis. The 
amount of data required and the density of the 
model grid are dependent on the degree of 
heterogeneity in the system. The potential for 
heterogeneity should be anticipated as much as 
possible to ensure an adequate budget for data 
collection. This often is an iterative process as 
the initial estimate of nodal spacing is updated 
as site characterization data become available. 

Analysis of the lithologic subdivisions indicates 
that the worst model predictions are for fine- 
grained sediments. One possible reason for 
this high error is that significant structure exists 
in these fine-grained layers that is destroyed 
during drilling; less structure occurs in the 
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coarse-grained sediments. Deposition of the 
coarser material would be expected to occur 
under higher energy conditions that might 
produce a more random arrangement of the 
coarse sand and gravel grains whereas layering 
and other structure could develop in the fine- 
grained material deposited under lower energy 
conditions. 

An important contribution of this study is value 
added to model results by making them 
understandable. Model results are an 
approximation; the geostatistical database 
provides the means to evaluate quantitatively 
the degree of approximation. Consequently, 
the model results can be explained clearly. 
Such explanation is very important in 
describing model results to decision makers. 
Once the results are understood, considerations 
of model limitations and uncertainty can be 
accommodated. OnIy then should model 
results contribute to an informed decision. 
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5.0 Conclusions and Recommendations 

5.1 Conclusions 
The general conclusion of this study is that 
node-by-node evaluation of model output using 
a geostatistical database is a better, more 
quantitative method to evaluate the accuracy of 
model output. Many investigators previousIy 
have incorporated geostatistics into parameter 
estimation for input to models of subsurface 
flow and transport. For sites where data are 
available, geostatistics can be used to provide 
an improved basis of evaluation of model 
output. The method requires a balanced data 
collection effort geared toward both model 
input parameterization needs and analysis of 
model output needs. This balanced data needs 
approach should be used to guide data 
collection efforts for modeling studies 
incorporating a geostatistical database. 

Specific conclusions of the study include: 

The site characterization and monitoring 
data at the Hanford unsaturated zone test 
site generally are sufficient to identify 
both the independent variables for model 
input and the dependent variable for 
model output (water content). A 
sufficiently detailed geologic conceptual 
model was developed to define the 
lithology at each node. Geophysical 
investigation provided an effective means 
of identifying major changes in lithology. 
The spatial extent of thin silt lenses is 
difficult to translate effectively to the 
model geometry, given the limitations on 
grid size and spacing. 

Data collection for new studies should be 
guided by the need to define or estimate 
measured values at all grid nodes. 

The geostatistical database offers a 
theoretically sound method for comparing 
measured data to model results on a full 
grid. The geologic framework and the 
underlying spatial dependence structure 

0 

0 

0 

0 

0 

5.2 

are incorporated into the estimation 
procedure. 

Utilization of the geostatistical database 
method requires parallel construction of 
the mathematical model and the 
geostatistical database on a common grid. 

The analysis of the spatial dependence 
structure should be used as an aid in 
defining the node spacing. Spacing of 
the nodes in excess of the range of the 
variogram may reduce the effectiveness 
of the method because spatially 
uncorrelated sediment would be 
associated with a given node. 

Utilization of point or block kriging 
should be consistent with the use of node 
or volume formulations for the 
mathematical model. 

The average error in the model output 
predictions of water content are within the 
measurement error of the neutron probe. 
The worst model error was found to 
occur in silt lenses. 

Analysis with the geostatistical database 
constructed for this study suggests that 
the unsaturated zone mathematical model 
of the injection test site is reliable for 
estimating water contents in a 
heterogeneous environment. The model 
is based on a robust field database from 
site characterization, a well-documented 
conceptual model, and a numerical code 
that embodies the appropriate theoretical 
framework. 

Recornmenda tions 
Research at the injection test site suggests that 
the field database is useful for testing models. 
The results of the research also suggest several 
areas of research that will be useful for future 
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studies. Additional research with the existing 
database should be conducted, including: 

Reconstruction of the three-dimensional 
geostatistical database with successively 
depopulated portions of the water content 
field database to determine whether 
excessive data was collected at the 
injection test site. 

Reconstruction of the three-dimensional 
geostatistical database by cokriging water 
content with gamma-gamma log analysis. 

Reconstruction of the three-dimensional 
geostatistical database with conditional 
simulation studies to investigate whether 
the reduced smoothing of this method 
favorably impacts model analysis. 

Several recommendations with regard to future 
studies are as follows: 

Design data collection strategies for 
combined mathematical modeling and 
geostatistical analyses, and strongly 
consider the use of surface geophysics to 
enhance the level of detail and 
completeness of coverage. 

Investigate the role of the spatial 
dependence structure in defining nodal 
spacing. 

Investigate the sensitivity of comparisons 
to construction of the geostatistical 
database with point kriging versus block 
kriging at different scales. 

Develop interactive methods to assign 
geologic and hydrologic properties to 
model nodes. 

Develop weighting functions for values at 
measured nodes versus estimated nodes 
within the geostatistical database. 
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